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Abstract

This thesis focus on development of methods for using iaft@ensors for position de-
tection. There exists various methods where optical serm@r used to give position
estimates, many utilizing multiple cameras. The overafirapch in this thesis is to

base a position detection sensor system on inputs from ap afinfrared emitters and

receivers. The signals from the emitters are reflected bybgacband captured by the
receivers. The attenuation from each emitter via the olbjettte receivers obviously de-
pends on position, geometrical, and optical propertiee®bbject. The main challenge
of this work is to reconstruct the object position based ocovildedge of the emitted and
received signals.

Methods for reconstructing the object position has beemldeed for both 3D space
and 2D space. The method for position reconstruction in 3xeps based on a 3D
Reflection Map Model. The 3D Reflection Map Model is developedhodel the in-
tensities of light reflected by a spherical object. The 3Deobposition is reconstructed
by searching the parameter space of the 3D Reflection Map Mble position recon-
struction for the 2D space is based on simple calculatiorie@direct measurements of
reflected light intensities, and includes easy calibratibme method for reconstructing
3D positions has been implemented in a prototype of a “namcficscreen” for a com-
puter, so that the user can control a cursor in three dimeaip moving his/hers hand
in front of the computer screen. The 2D position reconsimnanethod is implemented
in a prototype of a human-machine interface (HMI) for an &leally powered wheel-
chair, such that the wheelchair user can control the moveaid¢he wheelchair by head
movements. Both “non-Touch Screen” prototype and wheeithdl has been tested
with success. Furthermore some investigation in usinglaimairay of infrared emit-
ters and receivers for a navigation sensor for a mobile rbastbeen made. Promising
results with this approach has been obtained for modelatgilections.
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Resume

Denne afhandling omhandler udvikling af metoder for brugh&fargde sensore til po-
sitionsbestemmelse. Der eksisterer flere metoder, hviskepsensore anvendes til at
give positionsestimater, mange af disse benytter kamérdardst to). Den overordnede
fremgangsmade i denne afhandling er at basere et posidsteshmelses sensor system
pa input fra en raekke infrarade sendere og modtagere. Sigwdira senderen reflek-
teres af objektet og opfanges af modtagerne. Daeempningéwdrasender via objektet
til modtagerne afthaenger oplagt af position, geometri ogskptegenskaber for objek-
tet. Hovedudfordringen ligger i at rekonstruere objekpetsition ud fra kendskab til de
udsendte og modtagne signaler.

Metoder til at rekonstruere objektets position er blevetikidt bade for 3-dimensionale
og 2-dimensionale rum. Metoden til positions rekonstarkaf 3D rum er baseret pa en
3D Reflektionskort Model. 3D Reflektionskort Modellen er ildiet til at modellere in-
tensiteten af lys reflekteret af et kugleformet objekt. DatirBensionale position af ob-
jektet rekonstrueres ved sggning i parameter maengden fBeBBktionskort modellen.
Positions rekonstruktionen for 2-dimensionale rum er kg en simpel udregning di-
rekte pa de malte reflektionsintensiteter, og inkluderesimpel kalibrering. Metoden
til rekonstruktion af 3D positioner er implementeret i emfotype af en “non-Touch
Skeerm” til en computer, sa brugeren kan styre en marker iitremsioner ved at
bevaege hans/hendes hand foran computerskeermen. 2D p®silmnstruktionsme-
toden er implementeret i en prototype af et menneske-maskiarface (HMI) til en
elektrisk karestol, sa kearestolsbrugeren kan styre kmieest beveegelser med hoved-
beveegelser. Bade “non-Touch Skaerm” prototypen og kesekiell’en er tested med
succes. Yderligere er der undersggt muligheder for at alevele samme infrarade
sendere og modtagere til en navigationssensor til en molbdtr Lovende resultater er
opnaet for denne anvendelse med modelerede lys reflektioner
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Chapter 1

Introduction

Making a computer determine the three dimensional positf@nphysical object in real
time, is useful in many applications. In the past differgopm@aches has been made to
make a computer do this 3D-position determination e.g.rragstems (long distances)
and video cameras and ultrasound transducers for shostandes.

For short distance video cameras and ultrasound transslioaee been used as 'eyes’ for
a computer. Video cameras have two major disadvantages uwgdezhto determine the
position of a physical object in 3 dimensional space. Fivab,video cameras are needed
to make stereoscopic vision so 3D-position determinasgossible. Next, the amount
of information obtained from the video cameras is huge comgto the few bits of
information in the 3D-position e.g. 1000 or more. For thizsen a real time 3D-position
determination requires a powerful processor to proces#tfirmation. Considering the
price of two video cameras and a powerful processor thisateer expensive solution.
The ultrasound solution does not require the same amourmtropatational power, but
the ultrasound transducers are still quite expensive.

In this thesis the focus is on low-cost infrared sensors lhartsdistance 3D-position
determination system that is able to estimate the 3D-pwosdf a passive object. Var-
ious types of commercially available infrared sensorstexisinging from basic light
emitting diodes (LED’s) and photodiodes over PIR sensoifm sensors) to distance
measuring sensors, and many others. The basic light eghittodes and photodiodes
are available at very low price, and only need simple addti@lectronic circuitry to
operate. Furthermore the ratio of acquired to desired inétion for a system with e.g.
eight emitters and eight photodiodes for estimation of ciigjesition in 3D-space is less
than 100. Considering the price of the sensors and the lomeuat of acquired data
a low-cost 3D-position detection system is expected to bkzable based on infrared
LED’s and photodiodes.
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Possible applications are a 3D mouse, a 'touch free’ touokes; and other human-
machine interfaces.

1.1 Motivation

The project Wavelets in Audio/Visual Electronic SystemsARES) was initiated in

2001. WAVES is a framework programme project from the Daffisbhnical Research
Council, carried out as a cooperation between Aalborg Usitye The Technical Uni-
versity of Denmark, Bang & Olufsen A/S, LEGO System A/S, GdBlavazzi Industri

A/S.

WAVES is an extension and an expansion of a previous pilofeptdOPTOCTRL,
co-sponsored between the Danish Technical Research CoBang & Olufsen A/S,
and Aalborg University. OPTOCTRL dealt with intelligengrdation of optical sensor
systems.

The research under WAVES is comprised in five workpackages,of these concerns
3D position sensors. The Ph.D. project of that workpack@@eRosition Sensors based
on Wavelets) is the basis of this thesis.

1.2 Previous and Related Work

In his Ph.D. thesis, on low-cost active sensors [16] AndeiSdur-Harbo proposed to
use an array of infrared sensors for detecting the positiapassive object in three-
dimensional space as an application for an array of simpledost infrared sensors. A
method of mapping reflections to 3D positions are proposadi gamodel of the reflec-
tion are also proposed (model only for two dimensional spaEarther technical and
theoretical challenges were stated for future work in otdeealize the functionality.

Novotny and Ferrier [25] has used infrared sensors to mealistances in a robot nav-
igation application. Similar approach has been used toénmbrk of Aytac and Bara-

han [1, 2], where they use infrared sensors to differenéintelocalize target primitives,
also for use in robot navigation.

Other attempts use cameras and image processing, e.g. Rth&gaade [27], Jennings
[12] and Sato et al. [32]. All using multiple cameras in theqess of determining and
tracking position of a passive object.

A prototype of a 3D camera has been made [4], which uses aes®@D camera to
measure “time-of-flight” of modulated infrared light. Thatput is an “image” of dis-
tances, where each pixel is the distance to the object. ThisaBnera is very complex
and very expensive to realize at present.
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1.3 Contributions

The main contributions by the author of this thesis is lisgtetbw.

Development of a 3D Reflection Map Model for modeling themsity of light reflected
by a ball, given the position and orientation of the light #img point source, the light
sensitive photodiode and the position of the ball. The 3Dde&fin Map Model has
been validated by laboratory experiments. Presented in [5]

Development of a model based method to estimate the positidie ball from intensity

measurements of light reflected by the ball, using the Neltiead Simplex Algorithm.

Results are realization of a 3D input device for a computamed “non-Touch Screen”,
where the input device tracks the 3D position of the usersl rafront of the computer
screen. Presented in [6]

Investigation on robustness and sensor placement for th&aoch Screen.

Invention of a human machine interface (HMI) for disabledspas. The HMI is based

on non-contact infrared sensors and makes it possible fersop e.g. to control the
motion of an electrically powered wheelchair by use of heasements. A prototype

of the HMI has been successfully tested on a real electyipallvered wheelchair. Patent
pending [18]. The HMI is resented in [7] and [9].

Some investigation on infrared sensors for use in robotgadidn including modeling
of reflections from environment primitives. Preliminarysudts obtained on distance
independent orientation estimation for some of the enwirent primitives.

1.4 Thesis Outline

The remaining parts of this thesis is organized as follows:

Light Reflection Models introduces the theory of light and reflection of light. A num-
ber of different light reflection models are introduced witle purpose of selecting a
reflection model that is suited for the construction of a madédow light is reflected
from an object.

Sensors introduces the infrared sensors used in the laboratoryrerpats later in
this thesis. The sensor hardware and the signal processiaitgd to the sensors are
described.

3D Reflection Map Model derives a model of how light is reflected by a sphere shaped
object. Based on the position, orientation and charatiesisf one light emitter, one
light detector (receiver), the position, size and reflagtigf the spherical object, the in-
tensity of light reaching the receiver, form the emittefieeted by the objectis modeled.
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The model is evaluated by comparison to measured lightsittes.

3D Position from Reflections develops a method for estimating the three-dimensional
position of the spherical object based on (modeled) meawnits of reflected light. The
estimation procedure developed is based on parametehsadhe 3D Reflection Map
Model. The method is tested in laboratory experiments.

Realizing the “non-Touch Screen” investigates the robustness and computation time
in the 3D reflection from Positions method. Reports resuitaio implementation of a
3D input device for a computer, by using the 3D Position froefi&tions method with
the infrared sensors placed along the boarder of a comprtsgrs The spherical object

is successfully replaced by a human hand as pointing devibe.sensor setup along
the border of the computer screen is also investigated fdinfinthe optimal sensor
placement.

2D Position from Reflections develops two methods for estimating 2D positions from
measurements of intensities of reflected light. The firsthoetis similar to the 3D
Position from Reflections method constrained to two dinmmaiobject positions. The
second method is not based on the 3D Reflection Map Model,thergD position is
found directly from the measured intensities of reflectgtitli

Realizing a Head Sensor for Controlling a Wheelchair describes the implementa-
tion of the second 2D position from Reflections method as mimachine interface
(HMI) for control of wheelchair movements by use of head moeats. The HMI is
implemented and tested on the SIAMO wheelchair, with whie$t drives has taken
place.

Robot Orientation Sensor alters the 3D Reflection Map Model for modeling reflec-
tions from environment primitives such as planes, edges)ers and cylinders. The

alternated reflection models are intended for use in a ravaidvigation purposes. Pre-
liminary results in this area has been obtained using mddelections.

Conclusion and Discussion concluding remarks on the work in this thesis, together
with some discussion of the results and future work in the fiel



Chapter 2

Light Reflection Models

In this chapter the theory of light reflection is presentedandre detailed description of a
number of light reflection models are given, with the purpafsselecting an appropriate
light reflection model for use in the 3D Reflection Map Modedgented in Chapter 4.

2.1 Light and Reflection of Light

The phenomena called light is electromagnetic waves witheleagths in a the range
from approximatelylmm to 0.6nm. Light is further divided into infrared light with
wavelength from approxImm to 700nm, visible light in the rang&00nm to 400nm,
and ultraviolet light with wavelengths in the range apptoam 400nm to0.6nm.

The light used in this project is infrared light from light éting diode (LED) these are
usually made with wavelengti880nm or950nm.

The energy of a light wave is present in bundles of energgdalhotons. A photon is
a package consisting of a certain amount of energy, wherartwaint of energy depend
on the wavelength of the light wave. Variations in light iméy is thus variations in the
number of photons. For further theory of light see e.g. [15].

The law of reflection is

wheref, is angle of reflection ané is angle of incidence. The law reflection states that
the angle of reflection equals the angle of incidence, for aatmmirror-like surface.
Both incidence ray, reflected ray and surface normal is coetian the same plane. This
is shown in Figure 2.1.
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Incident N Reflected
ray 4 ray

ai 90

Figure 2.1: lllustration of the law of reflection, the angfereflection equals the angle
of incidence.

When the surface that reflects the light is rough the law octifbn is still valid, but the
reflected light ray may be reflected in an other direction tgmected from the law of
reflection due to the roughness of the surface. This is ititistl in Figure 2.2 where the
surface to the left is smooth and the surface to the rightugio Rough surfaces can
be considered as a collection of small smooth surfaces witdom orientation, with
scattering of the reflected light as a result.

A%

Figure 2.2: Left: Light rays reflected by a smooth surfaceghRi Light rays reflected
by a rough surface.

The way the light is reflected by a smooth surface is calledwdpe reflection and the
way the light rays are reflected (and scattered) by the roudlace is called diffuse
reflection. The amount of scattering depends on the rougtofake reflecting surface,
several light reflection models have been proposed to mbdehdtual light reflection
for various materials, a few of these are briefly reviewedfollowing.
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2.2 Lambertian Reflection Model

The Lambertian light reflection law is a reflection law for gbusurfaces. The assump-
tion is that the reflected light is completely scatteredrgivd completely diffuse reflec-
tion. Thus, the intensity of the reflected light is indepentas the angle to the observer.

Lamberts law states that the reflected light intensigys
1
Lo = —Ljcos b (2.2)
m

WherelL; is the intensity of the incoming ligh#; is the inclination angle.

2.3 Torrance-Sparrow Reflection Model

Torrance and Sparrow proposed a light reflection model iir 1867 paper [30]. This
light reflection model has become known as the Torrancer8paeflection model.

The Torrance-Sparrow reflection model takes both speculddéfuse reflection into
account, such that a large variety of different reflectioopgrties of different materials
can be modeled using this light reflection model.

Figure 2.3 shows the geometry of the setup for the model, ligith source, receiver and
neighborhood of a poin® on the reflecting surface.

%Receiver

~ v .
—(O- Emitter

s
I

Figure 2.3: The geometry of the Torrance-Sparrow refleatiodel.

The model can be stated as a sum of diffuse and specular i&flecintributions.

Lo = pdfd+psfs

wherep; + ps = 1 denotes respectively the diffuse and specular reflectiefficent
also called albedqf; is the diffuse contribution ang is the specular contribution.
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The diffuse reflection follows Lamberts law (2.2), which da@ rewritten in terms of
vectors as

1 Li.
fa==Licost = —i'm
™ T

where L; is the incoming light intensity and; is the incidence angle: andn are
direction vectors for the incoming light ray and the surfacemal respectively.

The specular part of the reflection from rough surfaces isatestigeometrically by as-
suming that the rough surface is a collection of micro fadetors with orientations that
is normal distributed (the mean value coincides with théesiernormal). The specular
reflection is hence rotationally symmetric.

The micro facet mirror that gives specular reflection in thieation of the receiver have
to have their normal vector in the specular direction. Thecsfar directionh is the
direction of the bisector of ando and is found as

_t+o
i+ o

The specular reflection in the Torrance-Sparrow model is

; =
cos b, o'n

fs — L. 1 efkoz2 L efk(arccosh—rn)2

whered, is the angle between surface normal and viewer directiois,the angle be-
tween the specular direction and the surface normal.

The parameters in the Torrance-Sparrow reflection modelare, anda. The albedos
pq @ndp; determines the ratio between diffuse and specular cotiites The parame-
ter o control how narrow the cone of specular reflection is, smaksults in a narrow
cone and large results in a wide cone.

Note, that forp;, = 1 andps = 0 the Torrance-Sparrow model coincides with the
Lambertian reflection model, and that ideal mirror reflattiesults from setting; = 0,
ps = landa = 0.

2.4 Phong’s Reflection Model

An other light reflection model often found in the literatisé’hong’s model, proposed
by Phong in his 1975 paper [26]. Phong proposed this modetHading computer

graphic objects but the model has also been used to modelréfacted by physical

objects in e.g. [21] and [25].

Phong wanted a shading model that was fast, and in some wéstéchireal physical
shading situations. The Phong model for calculating thectdt light intensity can be
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stated as

Lo = p% (racos(6i) + (1 — rq) cos™ (6s)) (2.3)

wherep is the surface reflection coefficient; is the incident optical powery is the
ratio of incident light that is reflected diffusely and attsivalues betweef and1. 6,

is the incidence angle, ard is the angle between the direction of reflected light and
the line of sight, andn is a power which models the specular reflected light for each
material.

The geometry of Phong’s model is shown in Figure 2.4.

\\\/i N
//‘\\
-
‘9i 90

0s

Figure 2.4: The geometry of Phong's reflection model.

2.5 Selection of Reflection Model

The importance of the specular part of the model depends orthings, namely the
roughness of the surface of the reflecting object and the bddth (half-power angle)
of the emitting light source [21]. Objects with smooth segdas higher specular reflec-
tion than rough surfaced objects where the reflection is ipheambertian. A reflection
model where the light source has a wide beam width, the speaflection is much less
significant than if the light source has a narrow beam widtltamparison to the Lam-
bertian reflection. The border between significance andmifitance of the specular
reflection contribution is a half-power angle of approxieiai 0° when the light source
is not too far away from the object [21].
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2.6 Summary

Different models of light reflection has been briefly revielwand the Lambertian reflec-
tion model has been selected as appropriate for the develupnfi the 3D Reflection
Map Model in Chapter 4.



Chapter 3

Sensors

This chapter will provide some information on the constiartof the infrared sensors
used in laboratory experiments described later on in thasish The intention is to use
low-cost infrared sensors, both emitters and receiverd,that the placement of the
sensors should be fixed in the system, such that the objecteykst is passive, i.e. no
active components are attached to the object.

3.1 Design of Emitter/Receiver pair

As this project is a spin-off from an earlier project calleBTD-control, where similar
infrared emitters and receivers also were used, the efméteiver pair used in this
project is a further development of the one used by Anderslar-Elarbo in his Ph.D.
[16].

The sensors used in this project is infrared sensors, bétiréd emitters and infrared
receivers. The maximum number of emitter/receiver paias ¢n be interfaced to the
computer is eight with the hardware available. This sets@dtion on the number of
emitters and receivers that can be used for the individyal@gions described later in
this thesis.

Since no active components will be attached to the objeattefést the only measure-
ments to be obtained is intensity of reflected light (Methtmdsieasure “time-of-flight”
using light exists [4], but is not considered to be a realaolution for this project).
With eight emitter/receiver pairs where the receiver ohgaair can only measure the in-
tensity of light reflected light originating from the emitia the same pair, will result in
only eight measurements. This may seem as very few measntgméden considering

11
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Figure 3.1: Setup for 3D non-Touch Screen with emitterfkerepairs around the
boarder of the computer screen and a ball on a stick for useiay device.

the aim of estimating the object position from the intensityasurements of reflected
light.

On the other hand with eight emitter/receiver pairs it isgilale to obtain 64 dimensional
measurements by measuring the intensity of the reflectbtdigginating from each of
the eight emitters by all of the eight receivers. The pobgiib measure intensity of
reflected light from each emitter by each receiver is thusrggs in the choice of emitter
and receiver for use in this project.

The property of the sensors that each receiver has to beatyledsure the intensity of
light originating from each individual light emitter is theain reason for the decision
to construct a custom infrared emitter and receiver cifarituse in this project. Itis

also decided to make the emitters and receivers in pairsegéoritter and one receiver.
The 3D non-Touch Screen is the first application for whichgbesor construction is
focused.

At this point a sketch of the expected setup of the non-Towrkeéh is useful to help
understanding some of the sensor design details, whicloisrsin Figure 3.1.

With the setup in Figure 3.1 each emitter has to illuminagegthtire region of interest in
front of the computer screen, in order to have the objectaelilght from each emitter
towards each receiver. The consequence of this is that titteesrhas to have a wide
half-angle. The half-angle is the angular deviation fromémitter normal at which the
intensity of the emitted light is half of the maximum intelysiwhich usually is in the
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normal direction. Also the receiver needs to be sensitiveadiation from all directions
in order to measure the intensity of light from all directson

The LED SFH487P which has a half-angle@i® is chosen for the emitter, and the
photodiode BP104F is chosen for the receiver.

The emitter SFH487P has a peak wavelengt®8ohm and a maximum radiance inten-
sity of 30mW/sr, when it is driven by a pulse currentigf and a pulse timé@}, < 100us.
The emitter driver is made as a voltage to current convehtediagram is shown in Fig-
ure 3.2. The circuit is designed to convert an input in thgeanf 0 to 5V into a current
trough the LED in the range of 0 to 1A.

| I |
1.20 L
SFH487P\/xx D 1000pF == Cy

5Q | | Ry

Figure 3.2: Diagram of the emitter part of the sensor.

For the Head Sensor application of Chapter 8, the emitter h&Hbeen changed to two
SFH476N connected in series, and angled such that the ¢tbastics of the two LED’s
together have a half-angle of appro&0° horizontally. SFH476N has a half-angle of
28°, and a peak wavelength 880nm with a maximum radiance intensity 4smW/sr,
when it is driven by a pulse current ®A and a pulse timd), < 100us.

The photodiode BP104F chosen for the receiver has a peakiggnat wavelength
950nm. This spectral misalignment between emitter and receileresult in an ap-
proximate 50% lower transmitted light power, and thus lowetput signal from the
receiver. The reason for choosing BP104F as receiver iliddively low (parasitic)
capacitance. The diagram of the receiver circuit is showkigare 3.3. The photodiode
D, generates a current proportional to the amount of irradiégét, which is converted
to a voltage by resistaR3. The (parasitic) capacitance b¥; of 48pF, together withRs
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Figure 3.3: Diagram of the receiver part of the sensor.

forms a low-pass filter which has a cut-off frequency of

1 1
© 21C,R3  2m x 481012 x 30 - 103

fo = 110.5kHz

which limits the bandwidth of the transmitted signal.

A high-pass filter consisting af’; and R, is mounted on the input to the amplifier to
limit the influence of artificial lighting which causesl@0Hz sine signal overlaying the
signal emitted by the emitters. The cut-off frequency oftifgh-pass filter is chosen to
be2.5KHz.

The op-amp andk; and R, amplify the signal to a level suitable for sampling into the
computer.

The reflecting object is a ball of diameter appré8mm and the maximum distance of
interest is chosen to be half a meter.

To detect the reflected light from the ball at a distance of Aaheter the gain in the
receiver amplifier has to be sufficiently large, such thatdbtput of the receiver can
be sampled by the computer. On the other hand, the distanoe émitter/receiver
pair to object at which the receiver will go into saturatiowwriease with larger gain.
Tests of amplification levels for the receiver amplifier il thboratory has shown that
a gain of approx270 is an appropriate value. With this gain the reflections of ladia
approximately half a meter can be detected, and the distafrszuration is reasonable
low with this gain, belowl 0cm from front of the sensor pair to the center of the ball.
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3.2 Sensor Characteristics

One of the aims in this project is to use low-cost standardpmrants such that the
applications described later on won’t be unattractive bseaf a high price, due to use
of expensive high-precision components. Prior experiavittelow-cost standard com-

ponents such as light emitting diode (LED) have shown theatdldiation characteristics
of the individual samples may differ substantial from theretteristics given in the

data sheets. This is the reason for investigating the ctearstics of the emitters and

receivers used.

3.2.1 Emitter

The characteristic of the emitter SFH487P, chosen for usaanNon-Touch Screen
setup of Chapter 5 and Chapter 6, has been measured with thespuof finding a
model of the emitter characteristics.

To measure the radiant characteristic the LED and a reckaws been lined up, and
then intensity measurements of the light at the fixed powtitreceiver have been made
with the emitter rotated in different angles to the receiVére setup is shown in Figure
3.4.

Emitter @i l Receiver
\

Figure 3.4: Setup for measuring radiant intensity for thétens.

The radiant characteristic of eight LED’s have been meakiaretwo different rotations
of the emitter:0°, 90°. For emitter no. 1 additionally measurements of orienteti®
and —45° has been made. The result of these measurements are segura Bi5,
where spline approximations of the radiant charactessiicthe individual LED’s are
shown. Ther andy axis are the angles of direction and thehow the intensity of light
in that direction.

From Figure 3.5 it is obvious that the radiant characteristione sample of SFH487P
can differ substantially from the characteristics givethi@ data-sheet.

To quantify the difference an rotation invariant approxiima of the radiant character-
istic have been made. Figure 3.6 shows all measuremen@$ foxd90° emitter orien-
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Emitter 1 Emitter 2 Emitter 3

NG
N\

Figure 3.5: Spline approximation of radiant charactersstor eight SFH487P LED’s
and the data-sheet characteristics.

tation (dotted lines) together with the least square appration with a dilated cosine
I(0) = bceos(ab) (solid line), this is close to the data-sheet characterigti= 0.9),
the scalam is used to compensate various gains in the measurementrsyrsteeiver,
amplifier, ADC, etc.).

The resulting coefficients of the approximation with a cesimea = 0.913 andb =
1452.

The emitter SFH476N is used in the robot setup of Chapter StlemdHead sensor”
setup of Chapter 8. The data-sheed characteristic showseaerll-shaped radiation,
but measurements shows that individual samples may desidostantially from this.
Measurements of radiation characteristics for eight sampf SFH476N are shown in
Figure 3.7. For the “heas sensor” setup, each emitter is deetpof two SFH476N in
series to give more optical power, and mounted with appraiefy 30 degrees between
the normal directions to increase the half angle.
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Figure 3.6: Measured and approximated emitter charatitsrig axis is angle in radi-
ans).
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Figure 3.7: Measured characteristics of eight differeti&F6N LED (¢ axis is angle
in degrees).

3.2.2 Receiver

The same investigation has been been done for the receiddrBPas for the emitter.
The receivers BP104F is expected to have a characterisfyf@s= a cos(). Figure
3.8 shows the measured receiver characteristics for eiBhOBF photodiodes together
with a cosine approximation.
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Figure 3.8: Measured and approximated receiver charatitsriy axix is angle in radi-
ans).

The characteristics of the receivers are found to be qudsecto a cosine, the only
evident variation is that there are a difference in the oukpvel from the individual
receivers.

3.3 Simultaneous Measurement of Reflections

With eight emitters and eight receivers there it has to bsiptesto measure the intensity
of light on each receiver that originates from each emittea i“noisy” environment
some appropriate modulation or codification of the emitigatIsignals are needed. The
codification serve two purposes, one is to makes it posstdéstinguish between light
originating from different emitters, and the second is tpd®e robustness against noise
from other light sources e.g. artificial lighting. The didtances from artificial lighting

is usually frequency localized e.g. 100Hz (in Europa) fatioary light bulb. Newer
high frequency low energy light have different frequencyisturbances e.g. 40kHz.

In order to make optical signals from different emittersazaple, either time multiplex-
ing of the emitted signals can be used, or the signals entifedifferent emitters can
be sequences of e.g. orthogonal signals. The last methothbaslvantage that the
individual emitters can emit their respective signals diemeously.

The solution of emitting sequences of orthogonal sequenagsthe individual emitters
are chosen. Other properties of the sequences in additiertogonality can improve
the performance of the system, e.g. better noise rejeckonfurther investigation on



3.4 Digital Signal Processing 19

this topic see [16], [19], where waveletpackage and RudiapBo sequences are used
for this purpose. General information on wavelets, wayealekage can be found in
e.g. [13], [31] or other books on wavelet theory. Furtheoinfation on Rudin-Shapiro
sequences can be found in [17] or [28].

The symmetric Rudin-Shapiro transform [16], [19] is usetkhte construct orthogonal
spread spectrum signals. The Rudin-Shapiro sequenceshmaaslvantage of taking
only the discrete values1 and the Rudin-Shapiro transform is it's own inverse. The
orthogonality property makes it easy to separate the redaivixed signals from each
other using inner products.

The length of the Rudin-Shapiro sequences used are 16, iteis gight channels for
signals (one channel for each emitter) and eight unusedhetigrwhich can be used to
estimate the noise in the received signals. The noise dstiimam the unused channels
can be used to give an estimate of the SNR in the receivedisiguaher details on this
SNR estimation can be found in [16], [19], no further treattrie made in this thesis.

With the 16 bit Rudin-Shapiro sequence modulation used, the hardwarapable of
measuring intensity of reflected light on &l channels (eight emitters by eight re-
ceivers) with a rate a200H z.

3.4 Digital Signal Processing

The signal emitted by the individual emitter is a coded Ruflivapiro sequence. The
coding is necessary to keep the duty-cycle of the LED’s asdsvthe required 5-6%.
The coding is such that one bit in the Rudin-Shapiro sequisri@samples, a zero bitis
encoded a82 samples o0V (LED off), and a one bit is encoded as three samples/of
(LED on) starting at sampl®, all other samples i8V (LED off). With this encoding a
Rudin-Shapiro sequence of lendthis emitted a$12 samples. Since the sixteen length
16 Rudin-Shapiro sequences of the Rudin-Shapiro transforh kasl10 bit high, the
resulting duty-cycle for the LED’s are

10 3
d=—" =
33 = 0586

which are within the acceptable level for the emitting LED’s

The sampled signal from Receiver 1 with all eight emitterétmg, is shown in Figure
3.9. Both the low-pass filter and the high-pass filter describ Section 3.1 show their
influence on the sampled signal from the receiver. The sahgidmal from the receivers
has to be decoded such that the Rudin-Shapiro transformecapgiied to the received
signal.

Figure 3.10 show the first bit coding of the Receiver 1 sigsalid) of Figure 3.9,
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Figure 3.9: Sampled signal from Receiver 1, when all eighittens are emitting simul-
taneously.
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Figure 3.10: Encoding of Bit 1 from sampled signal of Recei/€solid), Receiver 7
(dashed), and encoded output of a high bit (dotted) scaledd®yo be visible.

together with the first bit coding of the Receiver 7 signalsftzd), and the encoded
output of a high bit (dotted) scaled 90 to be visible.

Two things are obvious from Figure 3.10 the received sigassnot equally delayed,
and has different offset. The offsets originates from thelérar circuit, where no
attempt has been done to eliminate offset. Tkaxis in Figure 3.10 is samples (sample
frequencyfs; = 102400Hz), so the input signals are delayed zero to one sample. This
difference in delay is due to multiplexing of the samplingla# input channels in the NI-
DAQ6071E sampling card used. The multiplexing causes thiectirannel to be sampled
first, then the second channel and so on. This results in erdiff time delay for each
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input channel. The delay for the individual channel are tamts since the output from
the used sampling card NI-DAQ6713 are synchronized.

The decoding of the sampled signals from the receivers are

RSTi (k) = |N(k*32+3+(j<2));|N(k*32+4+(j<2)) ~IN(k +32)

wherek are bit number of the Rudin-Shapiro sequence, jaak input channel number
(0,...,7), IN is the sampled input signal from the receiver. This a$minates the
offset from the amplifier.

The decoding could be interpreted as a filter

z(n—1) —z(n —5) for Receiver 1 and 2
x(n—1)—xz(n—4) for Receiver 3to 8
followed by a down-sampling b§2. Figure 3.11 show the frequency response for both

filters before down-sampling, filter for Receiver 1 and 2 ia tipper plot, and filter for
receiver 3 to 8 in the lower plot.
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Figure 3.11: Frequency response of decoding filters befonsesampling. Top: Filter
for Receiver 1 and 2. Bottom: filter for receiver 3 to 8.

Down-sampling results in “folding” the frequency axis. Rbe two filters considered
here, down-sampling by2 results in a totally flat frequency response. This is shown in
Figure 3.12, where again upper plot show response from filtédReceiver 1 and 2, and
lower plot show response from filter for Receiver 3 to 8.
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Figure 3.12: Frequency response of decoding filters aftemegampling. Top: Filter
for Receiver 1 and 2. Bottom: filter for receiver 3 to 8.

3.5 Noise

There are several sources for noise to enter into the sedismsssed here: Sun light,
artificial lighting, light and electromagnetic noise frormneputer monitors etc. In this
section the noise within the receiver circuit is considered

To measure the noise from the receiver, a seridof0 measurements are made with
emitters turned off, no artificial light and only the abselumecessary electrical equip-
ment turned on. Figure 3.13 show a spectrogram of the ifil@d0 samples from the
signal sampled from Receiver 1.

There are some obvious patterns in the spectrogram in FRJ@iB: indicating that the
noise on the sampled input is unlikely to be normally distréd. Figure 3.14 show the
spectrogram of the decoded and RST transformed data. Adresenhe figure, there
are no obvious patterns in the spectrogram for the decod&®R & transformed data,
indicating that these might be normally distributed.

A formal test for normality, the Jarque—Bera parametricdilipsis test of composite
normality (implemented afbtest in the Matlab Statistics Toolbox) is applied to the
10000 samples used for the spectrogram. The test results in imject the hypoth-
esis that the noise on the sampled signal is normally digth at a significance level
of 0.05. Applying the same formal test to the decoded and RST tram&fd data, gives
the result that the hypothesis can not be rejected at a signde level 0f).05.

A second series af00000 measurements are obtained for verification on a larger set of
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Figure 3.13: Spectrogram of sampled signal from Receiverith, all emitters turned
off.
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Figure 3.14: Spectrogram of decoded and RST transformedfisah Receiver 1, with
all emitters turned off.

data. Applying the Jarque—Beratest to tH6000 decoded and RST transformed datain
this set gives the same result as before: The hypothesiththaare normally distributed
can not be rejected at a significance level 9b.
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3.6 Summary

This chapter has been devoted to describing the sensorsrutiesllaboratory experi-
ments during this project work. The emitter and receiveruits were described, and
the characteristics of the emitters and receivers was megsThe measured charac-
teristics of the emitters was found to be quite differenttfa individual emitters, and
in general deviate from the (mean) characteristic fountiéndata sheet. A method for
simultaneous measurement of reflections was outlined, lendignal processing used
in the measurements was also described. Finally the noiskeomeasurements was
showed to be Gaussian.



Chapter 4

3D Reflection Map Model

In this chapter a 3D Reflection Map Model is developed fomesting the intensity of
the light that reaches the receiver after being emitted bgraitter and reflected by an
object. The model is supposed to give an understanding oftheuntensity of light at
each receiver in a system with light emitters, light reces\and one object behaves. This
understanding will later be used to find the position of thggobgiven the intensities
of the reflected light with the purpose of making a “non-To&cheen”, as described in
Chapter 5. The intention is to use a human hand as pointinigelés the non-Touch
Screen, but to make things as easy as possible the humansaratieled as a ball,
which has the nice property of being rotationally invariafithe human arm usually
attached to the human hand is neglected in the model.

4.1 Idea of Ray Tracing

Ray tracing is an illumination method used in computer giegphcene rendering. It
traces rays from the position of the eye trough the imagegudaua into the scene. When
ever the ray intersects an object in the scene the ray is tedlec transformed (in case
of transparent object). The reflected and/or transformgslage then traced further into
the scene intersecting other objects or the light sourcethis way shadows, multiple
specular reflections and texture mapping can be handledrd-#y1 shows the principle
in ray tracing.

For the problem at hand there are no need for handling shadouisple specular re-
flections and texture mapping. First of all because theremlseone object in the scene,
second because the light from the individual light soureaste encoded such that they
are separable at the receivers, for the third the “imagedri:méd by a photodiode which

25
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Figure 4.1: The principle in ray tracing.

is comparable to making a one pixel picture. Therefore a l&drfigsm of ray tracing can
be applied, where there is only one light source (an infraied), one object (the hand
modeled by a ball), and a one pixel image plane.

Further more it is assumed that there is no line of sight freneiver to emitter. The
reason for this is that in a real implementation the intgneft direct light from the
emitter onto the receiver will be much higher than the initgref the light reflected by
the object. Since the receiver has to be quite sensitive tsure the intensity of the
reflected light, a direct line of sight from receiver to emittvould cause saturation of
the receiver, making it impossible to measure the interddityre light reflected by the
object.

A model of light intensity will be developed and evaluatedtiie remaining part of
this chapter. The model consists of one emitter (light sgueenitting light into a 3-
dimensional space containing a sphere (object) which teftbe light, and one receiver
which measures the intensity of light reaching it. The otigfthe model is the intensity
of the light that reaches the receiver after being reflectethb sphere (object), given
the position and direction of the emitter and the receiverthe position of the sphere.
The model will not include direct line of sight from emitter teceiver.

4.2 Reflection Model

The emitter, the receiver and the center of the object willagk lie in a plane. For
simplification assume that the emitter is placed in origo #r&receiver is placed on
the positive part of thg axis and the object (sphere) has positiveoordinate, this can
always be achieved by translation and rotation.
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4.2.1 Identification of the Emitter/Reciever/Center Plane

The coordinate system used in the model has the emitter gio otfie receiver on the
positivey axis and the sphere center in the part of tlyeplane with positiver coordi-
nate.

To find this coordinate system from the position of the emiife the position of the
receiver,R, and sphere centef;, translation and rotation are used. First translation is
used to place the emitter in origo:

xe=x — &

Then rotation around theaxis is used to place the receiver on thexis, this is obtained
by the rotation matrix:

R\ —Sy _R7—€7 O
S e
T = z—Cq y—Cy
e=xi  TEwn O
0 0 1

Let z denote the coordinates ®tcy = T'(x — E). Finally a rotation around thg axis
so that the center of the sphere haordinate zero is applied

Cy C.
Véz+c? Véz+c?
T = 0 1 0
_C 0 _Co
Véz+c? Véz+C?

Now the coordinates’ which is used to find the reflection for the individual emit-
ter/receiver pair is found as
' =TT(x-E)

In the ' coordinate system the direction of a particular emitteceieer) obviously
change when considered together with different receivearstters). A unit normal vec-
tor of the direction of each emitter and receiver denetedespectivelyny are used to
keep track of these directions.

4.2.2 The Model of Light Reflected by a Ball

The model of reflected light is a geometric model based ongkeraption that the light
source continuously emits a constant number of photonsrperunit. The light source
is assumed to be a point source.

The light is propagating in all directions from the light soe. It is assumed that the
intensity of the light degrades with the square of the distato the light source, such
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that the integral
/ Lo,sou'rce((//); 9) dA = const.
s

where S is a spheres with center at the light source and arbitrarijusaahd surface
element/A. ¢ andé are angles that describe the light ray direction.

In the following consider one light source, one receiver and ball, and assume no
light travels directly from light source to receiver. Thght source is assumed to have
an intensity characteristic denoted by(v, 8, ng) wherer andé are angles of direction
with respect tan¢.

When the ball reflects light it can be considered as a light@owith intensity de-
pending on the intensity and direction of the light it reftecThe intensity of the light
reaching the receiver from a single point on the ball can tieefound as

I:/ LO(P7¢7P77]anT>dpdn
R

wheren,. is the normal vector of the receivef,is the incidence angle at the sphese,
andn is the angles of direction to the receiver from the pdmin the ball.

Integrating over all the points in sight of both light soua®d the receiver gives the
following equation for the intensity of the light reachirtetreceiver.

= / Li(v,0,me) / Lo(P, 6. p,11s ) dp dy d dv @.1)
P R

whereP is the area on the ball that is in line of sight of both light szmiand receiver.

The integration limits can be found from the position of lzahter and the position and
direction of the light source and receiver, as describedémiext sections.

4.2.3 Determining the Integration Limits for the Model

The area on the sphere visible to the emitter or the recedvgesinall circle on the sphere.
The area visible by both the emitter and receiver is the seieion of two small circles
as shown on figure 4.2.

Note, that the visible area is symmetric around theplane. This symmetry is only
exploited when determining the area visible to both emétet receiver. The symmetry
can not be exploited when evaluating the model because thigdwequire that the

normal direction of both the emitter and the receiver is ao@d in thery plane.

To find the point@ the tangent points of the emitter and receiver cones on tickeci
is needed, see figure 4.3. To find these points solve an equaitio a line trough the
emitter (receiver) has distanégto the center of the circle.
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Figure 4.2: The three possibilities for areas visible tchiibe emitter and the receiver.
Receiver: Dashed line, Emitter: Solid line.

Receiven g4
q2
-+ (CJC 3 Cy)
qs3 q1
Emitter

Figure 4.3: The four points necessary to find the pgint

First the slopes of the lines from the emitter can be founddbyisg an equation where
a line trough origo has distanéeto the point(C,, C,). This can be obtained by
Cy

1

(6]

0 0
Vita?

when rewritten

Ca
X

=R & (Cy — Cra)? = R?* + R*a?

(C2 — R*)a® —2C,Cya+ C; — R* =0

C.Cy— R, /C2 + C2 — R?

C2 - R

CoCy+ R, /C2 + C2 — R?
= (4.2)

@2 = C2—R?

which has solutions

o] =
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For the lines trough the receiver a similar derivation gives

C.(Cy — R,) — R\/C2 + (Cy — R,)2 — R?

@ = C2-R?
Co(Cy — Ry) + R\/C2+ (Cy — R,)? — R?
= C2-R?

Remark: This disregards a small area where only a part of the recesivsible’.

To find the tangent points on the circle find intersection ef fihe trough the emitter
respective the receiver with the slopes found above andittle cthe equations are for
the emitter { = 1, 2)

t(1,a4) (x—C.)*+ (y—Cy)* = R?
This is determined by thethat solves
(1+af)t? = 2(Cp + a;Cy)t + C2 + C; = R?

This has solution

t_c;+mc%t¢u¥—cgﬁ+ama¢@—cg+32_C&+aﬂh
o 1+ a2 - 1+a?

since it is a tangent point the square root is zero. Insentedthe line gives the points
q1 andgs. The coordinates are denotedandy;.

For the receiver the lines intersecting the circle are g, 4)
t(1,04) + (0, Ry) (4.3)

which is solved similar to the above and gives the pajptandgy.

The intersection of these lines gives the x and y coordiraftés This is

pq — T2=T1 T1—xTo 1 =z — zz_myl
D pm —‘ e

Qn = 37 ya—ys B ya—ys Q, = 37 ya—ys BB
z 1 Tr1—T2 Yy 1 r1—T2
Y2—Y1 Y2—Y1
1 Tr3—T4 1 T3—%4
Ya—Ys3 Ya—ys

The z coordinate is then found from the sphere equation.

To find the heighest poinH on the sphere visible to both emitter and receiver, the
parameterization of the linegq; andgsqs are considered, since the placement of the



4.2 Reflection Model 31

point (@, @y) on this line gives information on which of the tree possitielations
from figure 4.2 is present.

First the parameter values for the poftl,, @, ) is found:

gz = (Qa, Q)|
.f'H'L -
llgs — qal]
gz = (Qz, Q)|
fs =
||Q2 - (J1||

Note, thatf,,, andf, can not both be greater the}rsince the area visible to both emitter
and receiver is less than half the sphere.

When f,, > % the point with highest coordinate is the point on the receiver cone
tangent line with highest coordinate, figure 4.2 right.

1
H, = 5(3:4 —x3) + 23

1
H, = 5(94 —y3) + ys

H, = \/R2 - (Hz - Cz)2 - (Hy - Cy>2

Whenf, > 1 the point with highest coordinate is the point on the emitter cone tangent
line with highest: coordinate, figure 4.2 left.

1
Hx = 5(1‘1 71‘2) —+ X9
1
Hy, = 5(2/1 —y2) + Y2
\/R2 - (H:c - C:C)2 - (Hy - Cy)2

=
I

Whenf,, < 3 andf, < i the point with highest coordinate is).
H:c = Qwv Hy = an Hz = Qz

The minimum angle; and maximum angles of a plane that intersects the sphere (as
shown on figure 4.4) is

z

IH]

Vo = arcsin VL = —Vs

Remark: A small area near the boundary that is visible to only a pathefreceiver
need more attention and maybe some correction!
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Emitter

Figure 4.4: The angle of planes trough both emitter and receiver intersecting the
sphere.

To determine the minimum and maximuhangles the intersection points between the
small circles on the sphere and a plane which containg isds and has angle with
thexy plane.

The small circles are parameterized as
ta + 1

tb -+ Y1 ) te [Oa 1]
VRZ —(ta+ O — (&b + d)?

wherea = z9 — 21, b = y2 — 1, ¢ = 1 — Cy, d = y1 — Cy and whergzq,y1) are
the parameterization starting point afie, y») are the parameterization end point i.e.
the start and end points for the emitter small circle areeetyely g2, ¢1 and for the
receiver small circles, g4.

The plane which contains theaxis and has angle with the zy plane is identified as
{x € R¥|(x,y,2) = (z,y,rtanv); z,y € R}.

The parameter values for the intersection points are détechby

(ta+ 21)tanv = /R2 — (ta + ¢)2 — (tb + d)?

which has the solutions

_ —h—/h? —g(z}tan’v — R2 + ¢ + d?)

3]

g
; —h+/h? — g(@?tan® v — R2 + c2 + d2)
2:

g

whereh = ax; tan? v + ac + bd andg = a? tan® v + a® + b2.
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Now naming parameter values for the intersections betwleemplane and the emitter
small circlet.1, t.o andt, 1, t.2 for the receiver small circle. Theth andf, can be
found as

; tr1(gay—gsy)+3qsy
arcsin : : 1 <
9, — V(41 (@40 — 430 ) +q32) 2+ (br1 (qay —d3y) a3y )? | Jm
- 3 te —_ %
arcsin 2(dyy zqu)-s-qu =, tea < fs
V (te2(q10 —a22)+022 )2+ (te2 (q1y — a2y ) +a2y)
: tro(gay —gsy)+asy
arcsin trg <
0, — V (tr2(010 —a30) T @30) 2+ (tr2(aay —asy ) Fazy)? Jm
- 3 te 424
arcsin 1(q1y —q2y)+32y to1 <fs

V (te1(q10 —a22)+a22 )2+ (te1 (a1y — G2y )+ 024 )

The pointP on the sphere can be found by solving an equation where th&ém origo
with anglev to thexy plane and angl@ to thex axis has distanc® to the center of the
sphere. Naming: = tan 6 and/ = tan v this gives

The solution of interest is the one closest to origo, which is

Ce
H =R & (t-Cp)+(ta—0Cy)+(1+a?)F%? = R?
t5\/1 Ta

Oy + aCly — \/(Cx +aC,)? — (1+ 2)(1+a2)(C2 + C2 — R?)
(1+5%)(1+a?)

tp =

This gives the point
P = (tp, tpa, t,0vV 1+ a?)

on the sphere. The unit normal vectop to the sphere at poir is

The angle of incidence on the sphere is

T
P’np

¢ = arccos ————— 7] 4.4)

wheren,, is the outer unit normal vector of the sphere at pdint
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Receiver :

Figure 4.5: The anglegandp of a line from the point” on the sphere to the receiver.

The angles of light reflected by the sphere towards the rece\found as

) R, — P,
p1 = arcsin
P+ (R - B,
. R, — P,
p2 = arcsin
VP + (R, — Py)?
Ry, — P,
1 = arcsin b (4.5)
VP2(1+ tan? p) + (R, — P.)?
R:— P,
79 = arcsin ¢ (4.6)

VP2(1+ tan® p) + (R, — P.)?

A line from P with anglep to a plane troughP parallel to therz plane and with angle
7 to a horizontal plane trougR intersects thegz plane in

0
P, tanp + P,

P.\/1+tan? ptann + P,
The receiver characteristic iss ¢ where( is the angle of incidence, which is found as

(P — Rp)—rnr
[P =R,

R,

cos( = 4.7)

4.2.4 Evaluation of the Model Integral

As discussed in the reflection section, the significance@gtiecular reflection part of
the Torrance-Sparrow reflection model is insignificant wtrenlight source has a half-
power angle of abové(0° [21]. The model is to be used for modeling a setup where
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the light sources hag5° half-power angle, so the reflection model is taken to be pure
Lambertian.

With this choice of light reflection the integral equationl(¥for the model reduces to

12 02 P2 72
I= &/ / Li(V,H,ng)cosqb/ / cos dndpd6 dv (4.8)
™ vy (2 P1 m

whereL; is the emitter characteristicgs ¢ is the reflection model for the sphere, given
by (4.4), anctos ( is the receiver characteristic, given by (4.7).

The emitter characteristic was estimated in Section 3.2 thitter characteristic is
implemented as

PT’ng }
1Pl
which differs from the estimated one by not scaling the anigle: takes into account

that no light is emitted from the rear side of the emitter, #&nd continuous over all
directions.

L;(v,0,ng) = max{ 0,

Assuming thap; andp, are so close thatin (4.5) and (4.6) can be considered constant,
it is possible to analytically evaluate the inner doublegral and obtain

P2 n2
/ / cos(dp = ey <nm7"2 ey My T Tlnm) +
p1 Jm f292 fag1

T1Myy + nry n'ry + 7“2717-3;) (Pl — P2 P2 — pl)
e — + ng +
1( Ji1 J192 " S f2

wheree; = tann;, r; = tan py, f; = \/1+ e? andg; = /1 +rZ fori =1, 2.

Search for an analytic expression for the evaluation of thierointegral in (4.8) has
not been successful due to the complicated integrand. Ttex ouegral is evaluated
numerically.

4.3 Model Validation

The physical setup for validating the model consists of tafoared sensor pairs each
with one emitter and one receiver, and a positioning devicenfoving the ball, see
Figure 4.6.

Listed in Table 4.1 are the positions and directions of thesses used to validate the
model.

The reflections from a ball is measured in a grid in front of semsors. The model
adaption consists of multiplying the model by a constantdmpensate for various
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Figure 4.6: The physical setup for the model validation.

Position (cm) Normal
Emitter 1 | (0.65,0, —15.5) (0,0.707,0.707)
Receiver 1| (—0.65,0, —15.5) (0,0.707,0.707)
Receiver 2| (18.3,0,—15.4) | (—0.557,0.707,0.435)

Table 4.1: The sensor placement for model validation measents.

gains in the physical setup, which are not included in the ehedy. amplification in
the receiver to get a signal level suitable for sampling leyabmputer.

The value of the constantis obtained by least squares as

s=min » (In(c, E,R)—7rI(c, E,R))? (4.9)
rek ceX
where X is the 3D grid of27 x 15 x 21 equidistantly spaced points in the range
[—32.5cm, 32.5cm] x [5em, 40cm] x [—25¢cm, 25¢cm] of measured ball reflections,, (¢)
is the measured reflections ahg;is the level where the receiver saturates.

The resulting model compared to the measured data is shotkigume 4.7 and Figure
4.8. Where four of th&1 measured planes for ball center are shown for each of the
measurements: Emittérto Receiverl and Emitterl to Receiver respectively.

The plots shows the reflection of a ball with center in a plane —10, 0, 10, 20 both
measured (surface) and modeled (mesh). Tlagis is the measured intensity of the
reflected light.

As Figure 4.7 and Figure 4.8 indicates are the modeled riffextlose to the measured
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Figure 4.7: Slices from measured (surface) and modeled(me8ections, from Emit-
ter 1 to Receiver 1.

Figure 4.8: Slices from measured (surface) and modeled(me8ections, from Emit-
ter 1 to Receiver 2.

reflections. The apparently larger difference where thegzaition has & coordinate
of 20 is due to different scales in the sub-plots of both figured, rafiections from the
position device which become significant for ball positisgmmore than approximately
14cm above the sensor and closer to the sensor plane than apptely 10cm. To
get rid of this reflection from the positioning device, thesfiioning device have to be
modified.

The slight misalignment between the modeled and measufiedtiens when emitter
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Figure 4.9: Slices from measured (surface) and modified hfouesh) reflections, from
Emitter 1 to Receiver 2.

and receiver diodes are distantly spaced, as seen in theftopidt of Figure 4.8 are
mainly caused by deviations between the actual emitteracienistic and the model
(see Section 3.2).

This misalignment can be eliminated by altering the modethsd Emitter 1 when
considering the pair Emittet to Receiver2, is placed atr = —1.35cm in stead of
x = 0.65cm. The result of this is shown in Figure 4.9.

The next section is concerned with a systematic way of adgjptie model to the mea-
surements.

4.4 Fitting the Model to Measurements

As described in the previous section, some misfit betweemibeeled and measured
reflections can be found. This section will be concerned wigthods to minimize this
misfit.

A misalignment of the peak in the reflection intensity wasfoin Figure 4.8 in the pre-
vious section. This misalignment was eliminated by algpthre position of the Emitter
for that particular emitter/receiver pair. This was theialistep to search for a method
capable of doing such a modification of emitter/receivecgiaent altering.

The method found useful for doing this kind of model adapi®a iterative trial and
error method. The parameters of the model that is fitted tartbasurements this way
are: Emitter position, emitter orientation, receiver fiosi, and receiver orientation.
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Initially the emitter and receiver positions and orierdat are set to their nominal val-
ues in the model (according to actual sensor placement)n &hmumber of model to

measurement fittings are performed, with different vasiadiin emitter position, emitter
orientation, receiver position, and receiver orientatidhe variation that results in the
lowest error in the current iteration is taken as new senis@ement for the model. The
other placement variations are discarded, and a new teratade. The iterations are
stopped when there are no significant improvement in the hevds.

This model adaption is made for each emitter/receiver géie model to measurement
fitting is made by least squares, and the model error is foand a

e= Z(Im(c, B, Rn) —max(rl(c, E, R), Isat))?
ceX

overr, E,, andR,,, wherer is a scalar to compensate for various gains in the physical
setup (e.gpq and receiver amplification)g,,, and R,,, is emitter and receiver posi-
tion and orientation in the model respectivatyis the ball position](c, E, R) is the
measured reflections from the ball at positoand I,; is the level where the receiver
saturates.

4.5 Summary

This chapter described the development of a 3D Reflection Magel, for modeling
the intensity of light reflected by a sphere. The model haeslesaluated and compared
to real measurements of reflected light intensities. Theahsitbwed good accordance
with the real measurements. Small misalignments was fauadsed by deviations be-
tween model and real emitter characteristic. A simple metfoo adapting the 3D Re-
flection Map Model to the measurements has been proposednimize the effect of
the mentioned deviating characteristic.
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Chapter 5

3D Position from Reflections

There exists various vision based systems for determinihg@sition of objects, for
instance [12] and [27]. The vision based systems have vely fEtios of acquired to
desired information e.g. 1000 or more. The intention with tiethod presented here is
to make a model based position determination system basead array of fixed posi-
tioned infrared LED and photodiodes where the ratio of asglio desired information
is much smaller, e.g. 100 or less. There exists an approatgteomine position from re-
flection using sets of prolate spheroids with emitter andixee in the focal points [16].

In the present study the theory of light propagation andecgfle has been used to make
a reflection model for an IR emitter/receiver pair, Chapterldis model is used together
with a search algorithm to determine the 3D position of aipassbject, initially a ball.
One application of this 3D position retrieval is a 3D “nondth Screen” used to input
3D positions into a computer. For this non-Touch Screen tharely, pointing using a
human hand would be preferable to a ball on a stick.

This chapter describes the development of a method for astigithe position of a
ball-shaped object from measurements of the intensitygbit lreflected by the object
itself. The method is tested on modeled light reflectionssuRe from test with real
measurements is given in the next chapter.

5.1 Reflection Space
Prior to trying to use reflections to find the position of thiéeeting object, some inves-
tigation of the space of reflections is carried out in thigisec

As mentioned earlier, it is possible to measure reflectioos feight emitters to eight

41
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receivers with the hardware available for this project.sTdives a total 064 possible
reflection intensity measurements, and the dimensionalitye space of measurements,
called the reflection space, might therefore be as higtdasThe 3D Reflection Map
Model of Chapter 4 is used for this investigation of the raftatspace.

First, the reflection intensities can not be negative. Thisstraints the space of reflec-
tions to non-negative values, and the reflection spRgeare hence not a vector space.

Rs={x eR"|x; >0}

wheren is the dimension of the reflection space and depend on the enwfilemitters
and receivers used.

Second, it is not given that all points with non-negativerdimates can be realized as
reflections. The motions of the object from which the lightéflected is three dimen-
sional, and the set of realizable reflections in the reflacdjgace is hence assumed also
to be three dimensional.

The question is: How does the set of realizable reflectiohaee?

Especially the question about self-cuttings in the realizaeflections, and if there are
no self-cuttings how close does the set come to it self whase“folding”. The self-
cutting question is interesting because self-cuttingbéréalizable reflections will pre-
vent a “position from reflections” method in giving uniqusuéts. The distance between
different parts of the set of realizable reflections wheeed#t is “folding” is interesting
because it has influence on the continuity of the positiotismased from reflections,
when noise is present in the reflections.

Given the positions of the sensors (the emitters and rexjthe set of realizable re-
flections can be found using the 3D Reflection Map Model as ginggromR?3 to R ..
This mapping is considered too complex for further work iis tirection.

An other approach is to try to do some visualizations of sorodeted reflections. Now
it is very difficult to deal with visualizations in dimensishigher than three. Therefore
the visualizations here are limited to three dimensionalsplwith the limitations that
gives.

Figure 5.1 and Figure 5.2 shows two examples of how the planeatized reflections
behave for a setup with one emitter and three receivers. dphkett sub-plot in each of
the figures show the sensor positions, where the circle isrttiter, and the squares are
the receivers. The surface plots in the figures are the sudbimtensities, where each
axis is the logarithm of the output from each of the receivers

The plotted reflection surfaces are seen to be quite sinolattie more distant ones,
wherez > 16, where as there are quite some difference for the plots with8. Tests

of further sensor placements shows that there are selfigatin most cases. The only
ones where no self-crossings have been found are whererdfgertiflections considered
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z=32 z=16
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Figure 5.1: Top left: Sensor placement, circle: Emitteyesg: Receiver. The surface
plots are the surfaces of the logarithms of the reflectioensities. The surfaces is the
result of moving the ball-object in a section of a plane oher $ensor plane, distance
specified by plot titles.

z=132 z=16

Figure 5.2: Top left: Sensor placement, circle: Emitteyyasg: Receiver. The surface
plots are the surfaces of the logarithms of the reflectioanisities. The surfaces is the
result of moving the ball-object in a section of a plane over $ensor plane, distance
specified by plot titles.
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24681(12

Figure 5.3: Top left: Sensor placement, circle: Emitteyesg: Receiver. The surface
plots are the surfaces of the logarithms of the reflectioanisities. The surfaces is the
result of moving the ball-object in a section of a plane oher $ensor plane, distance
specified by plot titles.

are from three pairs of emitter/receivers where the eméttel receiver in each pair is
positioned close together, as shown in Figure 5.3. This doésnean that there are
self-cuttings in the realizable set of reflections, but digates that for sets of just three
reflections the probability of self-crossings are high.

The physics in the reflections and the “room” in high dimenaicspace e.g. dimen-
sion 16 or higher, indicates that it is unlikely that there aelf-crossings in the three
dimensional set of realizable reflections in this high disienal space of reflections.

With respect to the distance between “foldings” of the setafizable reflections, then
it is more difficult to give an estimate. Initially the assutiop is that this distance is
sufficient, to do position estimation from reflections alsorheasured reflections with
noise.

This assumption has shown to be valid from the tests madepoghion estimation and
the “non-Touch Screen” see Chapter 5, as there have not bseresults where the
position estimation has shown jumps between two pieces ob#mcurves. When the
positions have been retrievable for the entire test cunviy, €hort jumps out of position
and back have been observed, beside the position estingatimm
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5.2 Position Retrieval

Based on the 3D Reflection Map Model and measurement of ligftleation from a
number of emitter/receiver pairs, it is possible to seaochife object position that gives
reflections from the 3D Reflection Map Model that best fits theasured reflections.

The function chosen to measure goodness of fit is

ﬁt(ImeaQ = ||Imeas* ImodeIH (5.1)

wherelneasis a vector of measured reflections al@qe is a vector of modeled reflec-
tions.

5.2.1 Gradient Methods

The firstidea was to apply a simple gradient search methedtiepest decent or New-
tons method to find the position in the 3D Reflection Map Modeicl gave the best fit
to the measured reflections.

Both methods have been tested and none of them could gisfasatiry results. The
problem seems to be that the variation in the gradient is gwattwhen the reel position
in the search is close to the actual position then the gradieuite large so that small
steps are needed, and when the actual position is far awaytfie reel position the
gradient is almost vanishing. An other problem might raise tb saturation in the
receivers, so that the gradient will be wrong when one or megceivers are saturated.

Therefore are other methods not relaying on the gradientised for.

5.2.2 Naive First Approach

The first non-gradient method tested is a naive search wheremeasured reflections
are compared to the modeled reflections using (5.1).

The principle of the method is most easily described as find#pected reflections in a
grid of positions using the 3D Reflection Map Model, then fihd bne position which
fits best, refine the grid in a neighborhood around this pwsiind search again. Stop
when either the grid is sufficiently fine or when a predefinedimam number of grid
refinements have been done. The principle of the methodusNigd in Figure 5.4 in
two dimensional space.

The reason for naming this approach “naive” is that lots dédations are needed in
each step. For the two dimensional case in Figure:%4nodel evaluations are needed
in each iteration. When used in a three dimensional spacesifipnsm?® model eval-
uations have to be conducted in every iteration making thinatkevery computational
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Figure 5.4: Visualization of naive search method, in thertmyp from left is the initial
grid of modeled reflections, in the center is the positionedtlit marked, and the right
most plot shows the selected neighborhood for grid refinéniére bottom row shows
the similar steps on the refined grid in the selected neididum.

demandingm denotes the number of points in the grid in each directiorkidrure 5.4
m = 5 which results i25 model evaluations for a two dimensional problem aad
model evaluations for a three dimensional problem for eaihement iteration.

The final number of iterations are neededcia wherek is the number of iterations
performed. One way that this might be reduced is to find angpfate estimate of
the position and not start with the whole region for eacha®eaf a new position. This
might lower the number of iterations, but still requite® model evaluations for each
iteration.

5.2.3 Nelder-Mead Simplex Algorithm

The Nelder-Mead simplex algorithm [23] is an algorithm fording local minima of
a function without using gradient information explicit. dlfunction to be minimized
should be of the form

f:R" >R

This is exactly the case with the functionin (5.1).

The Nelder-Mead simplex algorithm is iterative search athm. Each iteration follows
the rules:
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0. Setup:
Set up a simplex of some initial size.

1. Sort:
Sort the vertices so that
f(x1) < fx2) < -+ < f(xnt1)-

Find the centroide
of then best points.

T2

2. Reflect:

Set Ty = (lj/r + 1)i — MrTn41

If f(x1) < fy < f(z,) then
setx, 11 = x, and goto 7.

3. Expand:

If fi < f(z1)

set xe = (fe + 1)@ — pre®ni1

If fo < f:then
setr,+1 = Te
otherwise
setx, 11 = x, and goto 7.

4. Qutside Contraction:

If f(wn) < fr < f(wnJrl) then
setxo. = (Noc + 1>§3 — HocTn41

If fo < frthen

set x,11 = o and goto 7.
otherwise

goto 6.

5. Inside contraction:
If fr Z f(mn+1)
setxi. = (Nic + 1>§3 — HicTn+1

If fo < f(xn41)then
setx,,+1 = x;. and goto 7.
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6. Shrink:

T2

For2<i<n+1

setvecr; = 1 — (x; — ©1)/2 L2

T3
T3
T
7. Stopping condition:

If max;=2,...n+1 |f(:131) — f(331)| < €f

or max;=2,...n+1 ||a:1 — IBlH < €x

or N function evaluations has been made
then

exit with £ min = o1
otherwise

goto 1.

Typical parameter values arg; = 1, pte = 2, floc = 3, anduie = —1.

When the Nelder-Mead simplex algorithm terminates in stepefunction evaluation is
needed, termination in step 6 requires at mMoasst: function evaluations in that iteration.
The computational time for finding an approximate minimuntheffunctionf can thus
be bounded by limiting the number of function evaluationsveéd. See e.g. [14] for a
more detailed description of the Nelder-Mead Algorithm.

Conserning the convergence properties of the Nelder-Maag|&x Algorithm then the

method is not guaranteed to converge, not even for smoothi@ns. The problem is
stagnation at a nonoptimal point. However, the performaifittee method when applied
in practice is generally good [14], [20].

5.2.4 Applying the Nelder-Mead Simplex Algorithm to Track an
Object

To use Nelder-Mead simplex algorithm for determining thsifion of the object, setup
the simplex in the parameter space for the reflection map hibde is(z, y, z) coordi-
nates for the ball center. In order for the Nelder-Mead Sanpllgorithm to be efficient,
a good initial point and an appropriate size for the initisd@ex is needed.

In the startup phase tests has shown that choosing the aénber measurable volume
as initial point and a simplex size of5 will be appropriate.
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The function to be minimized by the Nelder-Mead simplex &l is the Euclidean
distance between measured and modeled reflections. Whetetder-Mead simplex
algorithm terminategy = «; is the estimated object position.

For the second position retrieved start with the first posifound, and the same simplex
size. For all following positions, the initial position isetlicted linearly from the two
previous retrieved positions as = y;_; + (y,_; — ¥;_»). The simplex size is set to
max(0.05,0.1]ly,_1 —¥,_»l|). Experiments has shown that choosing the initial position
and simplex size like this gives a reasonably fast estimaifdhe new position.

Modeled reflections has been used for a first test of the NéMidexd Simplex Algorithm
for estimating positions from reflections. Reflections o&dl following the curve:

120 cos(£) + 70 cos(%)
c= | 90sin({) + 70sin(%) | , t € [0, 307] (5.2)
100 sin({%) + 150

sampled ai 89 positions (equidistantly spaced in the paraméén 3D space is mod-
eled using the reflection map model of Chapter 4, some noiadded to the modeled
reflections, and the Nelder-Mead Simplex Algorithm is usetty to find the positions
of the ball from the modeled reflections. The number of fuorcévaluations in this first
test is set to a limit of 600. The result of this is shown in F&gy8.5, where the dots are
actual positions and the x-marks are estimated positiohs.tfiree sub-plots shows the
same curve in 3D space from different view-points.

30r top view
cm /V&;XX%, 3% ./V\xxx-x&\‘;’iﬁwm X X xg oo
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Figure 5.5: Actual ball positions (dots) and retrieved poss (x-marks), pair vise con-
nected by a line. Axis units are cm.
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Figure 5.6: The distance between actual ball positions atigved positionsz axis is
position indexy axis is cm.

As seen from Figure 5.5 there are only small deviations betvilee actual and retrieved
positions, the most obvious deviation is found at the powitk largest distance from
the plane of the emitter/receiver pairs. Figure 5.6 showdifference between actual
and estimated positions in cm, as a function of positioninde

The majority of the deviation between actual and estimatssitions in Figure 5.5 and
Figure 5.6 originates from the noise added to the modeledunements. If no noise
had been added the deviations would have been much smaklerrefson for adding
the noise is to show that the Nelder-Mead Simplex Algorittes kome robustness to
noise, and to see if the algorithm would loose track of theecbafter a period with
some deviation. As shown the Nelder-Mead Simples Algoritam handle noisy data,
and the deviations can reduce after a period with largeadiew.

5.3 Summary

Two methods for retrieving the 3D position of a passive objesing infrared LED’s

and photodiodes, based on the 3D Reflection Map Model haspgyepnsed. Both me-
thods searches the parameter space of the 3D Reflection MdplM@ne using a naive
approach, and the other uses the Nelder-Mead simplex #igoriThe one using the
Nelder-Mead simplex algorithm has been tested with modajatreflection intensities
and has shown that the method can successful find positiomsréflections.



Chapter 6

Realizing the “non-Touch
Screen”

The method of retrieving the 3D position of an object, degelbin the preceding chap-
ter is tested by experiment in this chapter. The positionledla(on a stick) in front of
a screen is found based on real measurements of the intefdight reflected by the
ball. It is also shown, that the method is sufficiently roldostllow for exchange of the
ball on a stick with a human hand.

The placement of the sensors along the border of the scredsoigliscussed, in order
to find an optimal placement of the sensors (emitter/rec@ags).

6.1 3D position from Measured Reflections

6.1.1 Physical Setup

The physical setup for laboratory measurements for vatigahe 3D position retrieval
method developed in the previous chapter is sketched in€&igl. The setup consists
of eight infrared sensor pairs (SFH485P/BF104F), a pasiigpdevice for moving the
ball, and a computer with an acquisition interface. The senare placed on the boarder
of a computer monitor, four in the corners and four halfwaywd@ach side. They are
all directed towards a poiritscm in front of the screen center. The computer used is a
dual Pentium, 700MHz, with NI-DAQ sampling cards (PCI-6&/dnd 6713).

The 3D Reflection Map Model is calibrated by measuring theecéifins from the ball
positioned in a 3D grid 021 x 18 x 17 equidistantly spaced points in front of the sensor
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Figure 6.1: Setup for validating the 3D position retrievadthrod, with eight emit-
ter/receiver pairs around the boarder of the computer s@ré the object to be tracked
is a ball on a stick.

arrangement, as described in Section 4.4 on page 38. Fopeaition average over 100
reflection measurements are made to reduce noise.

6.2 Robustness and Computation Time

The 3D position retrieval is tested by measuring the refi@stirom the ball positioned
along a curve, and then using the Nelder-Mead simplex dlguario search for the best
fitting 3D position in the Reflection Map Model.

The first test with measured reflections showed that the ctatipn time had to be
limited if the position estimation should run in real time e computer available in
the laboratory. There are two obvious means for limitingdbmputational time: Limit
the number of function (model) evaluations and reduce tmetyar of sensor pairs used
in the estimation.

First an investigation on the number of function evaluatiosed by the Nelder-Mead
Simplex Algorithm for estimating the positions of the balbrg a curve have been
made. The result is that limiting the number of model evadurstto about 00 for the
first position andr0 for all the following ones gives will only give a small rediart in
accuracy.

Figure 6.2 shows the resulting position estimation withrttemtioned limits on the num-
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Figure 6.2: Position retrieval using all 64 reflection measwents. Actual ball positions
(dots) and retrieved positions (x-marks), pair vise cotertby a line.
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Figure 6.3: The distance between actual ball positions atrgtved positions using all
64 reflection measurementsaxis is position index.

ber of position evaluations, and using reflection measunésrfeom all64 possible sen-
sor pairs. The dots are actual positions and the x-marksstiraated positions. The
three sub-plots shows the same curve in 3D space from differew-points.

Figure 6.3 shows the difference between actual and estihpatstions in cm, as a func-
tion of position index, and shows that the deviation betwaamnal and estimated posi-
tions are within2.3 cm. The estimation of thes&9 positions took28.4s on the com-
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puter available in the laboratory. This gives a mean timeboiua150ms to estimate a
position from a reflection measurement. The maximal times&timating one position
from 64 measurements is appro3s0ms. This results in a maximum estimation rate of
betweerdHz and6.6Hz if the computer only has to estimate the positions. The-com
puter has to also measure the reflections and do some othetiteesupdate the screen,
this will reduce the frequency with which positions can béneated.

Investigations on the number of sensor pairs considerebdesmade, to try to limit the
computational time of a position estimation. Figure 6.4itpuFe 6.8 shows the resulting
deviations between actual and estimated positions for fifereint selections of sensor
pairs. Figure 6.4 results from selecting &l combinations of the four sensors in the
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Figure 6.4: The distance between actual ball positions etmtbved positions using the
16 reflection measurements from the four corner sensaagis is position index.

corners of the screen. Here the deviation is almost ug ficm, this is six times as high
as with all64 possible measurement. Computation tiérgs.

Figure 6.5 results from selecting dl6 combinations of the four sensors at the middle
of each side of the screen. This is significantly better, ¢fothe maximal deviation is
as high ag.4cm there are only a few position estimates that derive mae4tm from
the actual position. Computation tinfess.

Figure 6.6 results from selecting only theneasurements from the emitter/receiver pairs
in the same housing. Now with only eight measurement theatievi is within3.9cm
for all the measurements. Computation titgs.

Figure 6.7 results from selecting the sageflection measurements plus the reflection
measurements from neighboring emitter/receiver paits;ombinations in total. This
begins to look like the result from using @l measurements, the deviations are here
within 2.4cm. Computation time0.9s.
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Figure 6.5: The distance between actual ball positions atngved positions using the
16 reflection measurements from the four side sensoasis is position index.
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Figure 6.6: The distance between actual ball positions etmtbved positions using the
8 reflection measurements from the eight individual sensoaxis is position index.

Figure 6.8 results from selecting further the remaining biorations from the four sen-
sors on the middle of each screen side except the two fromlenaddeft side to middle

of right side of the screer§4 measurements in total. The deviation between actual
and estimated positions are here witRiecm, which is actually better than the result
obtained using alb4 possible measurements. Computation tie3s.

The reason that the result in Figure 6.8 using &dlyeflection measurements, is slightly
better than the one in Figure 6.3 using @&l possible measurements, is that the mea-
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Figure 6.7: The distance between actual ball positions aetrieved positions using 24
reflection measurements from neighboring sensoesis is position index.
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Figure 6.8: The distance between actual ball positions atrébved positions using 34
selected reflection measurementsxis is position index.

sured reflections are quite small for distantly placed emitceiver pairs, so that mea-
surement noise and model deviation exceeds a level wheablgeposition estimation
can be made. The same effect can be seen when comparing Biglard Figure 6.5,
each using 16 measurements. The sensor placements aré icalset the corners of a
rectangle, but the distance between emitters and receivedifferent.

The setup wit84 reflection measurements used for estimating the positisalected
for a test implementation of the non-Touch Screen. Figu@esbBows top, front and side
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Figure 6.9: Position retrieval using the 34 selected reflacheasurements. Actual ball
positions (dots) and retrieved positions (x-marks), paie wonnected by a line.

view of both retrieved positions (x-marks) and actual ba#ion (dots), the actual ball
position are connected to the corresponding estimatedigo$d show the alignment.
The axis units on the figure are centimeters.

Figure 6.10 shows the position deviation between actudlduaitions and retrieved
positions for the same curve if the ball had been moving twiEdast along the curve
(every 2'nd point used). Still with distance between acaral retrieved position below
2.2cm.

6.3 The Non-Touch Screen

It is possible to realize a “3D non-Touch Screen”, using teea sensor setup of the
previous section, and use a human hand as pointing device.pidtision of the 3D
position detected degrades slightly due to disturbanceatéhs from the human arm,
and only averaging oved8 measurements. With the hardware used the 3D positions can
be obtained with a rate &fH .

Figure 6.11 and Figure 6.12 shows photos of the “non-TouekeBC in action. The
courser on the computer screen is a disc, that changes smmdiag on the depth
coordinate i.e. when the hand is close to the screen a biggdgwown and when the
hand is further away from the screen a smaller disc is shown.
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Figure 6.10: The distance between actual ball positionsetnéved positions using the
34 selected reflection measurements, for a faster objecdm@very 2’nd point used).

Figure 6.11: The “non-Touch Screen” with the hand close ¢osttreen.

6.4 Optimal Sensor Placement

The results of the robustness investigation of Sectionlo#ed that the precision with
which the positions could be retrieved, to some extend digetion which measure-
ments were used in the position retrieval algorithm. Esglgcihere were large differ-

ences when choosing the four sensor pairs in the corner$aridur sensor pairs on the
sides, despite the structural similarities in the two sgtup

In this section an investigation on where to place the ssngatimally along the bound-
ary of the screen is conducted.
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Figure 6.12: The “non-Touch Screen” with the hand distamtfthe screen.

6.4.1 Prolate Spheroids

In [16] it is suggested that the optimal position of sensarslze found by use of prolate
spheroids, one for each combination of emitter and receiVée spheroids are con-
structed by rotating an ellipse with the emitter in one fquaiht end the receiver in the
other focal point, around the semi-major axis.

The assumption is that the contour surfaces of the reflebtlihtensities are prolate
spheroids with an emitter and a receiver in each focal pdilsing the 3D Reflection

Map Model from Chapter 4 and measured data the validity &f #isisumption can be
tested. Figure 6.13 and Figure 6.14 shows the contour fsfac modeled respectively
measured reflection intensities for six different leve|sl &, 20, 40, 60, and 80.

From Figure 6.13 and Figure 6.14 it is obvious that the assiomphat the contour
surfaces are prolate spheroids with emitter and receivier@iiocal points are not quite
good.

Therefore an other method for determining optimal placemba of sensors are
searched for.

6.4.2 Search the Model for Optimal Sensor Placement

Another way to try to find an optimal placement of sensors igs® the 3D Reflection
Map Model of Chapter 4 to try to find an optimal placement ofshasors, by searching
trough possible sensor placements.

The first search for an optimal sensor position have been imadgodeling the reflec-
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Figure 6.13: Contour surfaces for a pair of emitter and xexdrom modeled reflection
intensities, at six different levels.
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Figure 6.14: Contour surfaces for a pair of emitter and xexdrom measured reflection
intensities, at six different levels.

tions from a ball following the curve used to test the positestimation method (5.2)
in Chapter 5, add some noise to the modeled reflections, &mduse the Nelder-Mead
Simples Search Algorithm as described in Section 5.2 tenesé the positions from
the “noisy” reflections. Once the positions have been estich&rom the reflections
for a number of possible sensor setups, the deviation irtippsibetween actual and
estimated positions is found as

di = Hcactuat - Cestirm'”

wherei index the positions.
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Based on these distances a measure of goodness is used thedan#lividual sensor
placements. Three different measures of goodness are:

Dy=1/> & (6.1)

Dy = max(d;) (6.2)
D3 = mean(d;) (6.3)

WhereD; measures the Euclidean norm of the position deviation veEtp measures
the maximum deviation anB; measures the mean value of the deviations. For all three
measures of goodness a small value indicate better penfimerthan larger values, but

it is not possible to compare values from the different measu

The measurd), should be chosen if the largest error on the position esitmétas to

be kept as small as possiblB3 should be chosen if only the mean value of deviations
is of interest, and no attention is paid to a few large desieti The measur®; could

be taken as a compromise 6k, and D3, favoring a small mean and simultaneously
punishing large deviations.

With D; as measure of goodness the optimal sensor placement fosimohis in Figure
6.15 for four, six, and eight sensor pairs respectivelyidéothat this result is obtained
with only one (arbitrarily chosen) test curve of positions.
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Figure 6.15: Optimal sensor placement of sensors found alypating the model along
the curve (5.2), with four sensor pairs (top left), six senzairs (top right), and eight
sensor pairs (bottom left).
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This search method is quite time consuming, since it is reacgdirst to model the
reflections for each possible sensor setup, and then rurogitgm estimation also for
each sensor setup.

6.4.3 Algebraic Criteria for Optimal Sensor Placement

The 3D Reflection Map Model of Chapter 4, can be used whengtyifind an algebraic
criteria for optimal sensor placement. This model searghires a measure for good-
ness of a particular sensor placement. Searching trougiosdible sensor placements
and evaluate the measure of goodness will yield a solution.

A first idea of a measure of goodness was to maximize the sshgltadient of reflec-
tions amongst different sensor placements. But the norfidf:, p) wherez is object
position andp is sensor placement will reduce in size with increased éstdrom sen-
sors to object. Simply because the reflected intensitie®dee with increasing distance.
This will result in placing all sensors near the middle gositbecause this will give the
smallest distance to the object position furthest away fileerindividual sensor pair.

A better measure for goodness of sensor placement is:

Popt = arg rglea% min a(VI(z,p)) (6.4)

whereg denotes the smallest singular value. Here the differenteci distortion of

the space is measured. A small value indicates that the $pheeoming “flat” in the

sense that the set of gradients in a single point has onlyl sarétion in one direction
compared to (at least one) other directions. Also this mesisufairly independent of
the distance between the object and the sensors.

-15F - = . . . ]
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Figure 6.16: Optimal sensor placement for four sensorsaf&s) amongst the possible
sensor placements (dots), with respect to optimality diomd{6.4).
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For four sensors this results in a sensor placement as shofigure 6.16, where the
dots are possible sensor positions (for placing the seafamg the border of a computer
screen) and the squares are the optimal placement for teersefhe sensor placement
in Figure 6.16 is found with sensors having their normal padicular to the plane
where the sensors are placed. The sensors are place nearribesas expected. This
sensor placement was found as particularly bad in [16], astioreed in the previous
subsection.

With six or eight sensors the optimal placements are shoviigare 6.17. Again the
sensor normals are orthogonal to the plane where the searsoptaced.

-20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20

Figure 6.17: Optimal sensor placement (squares) amonggtdhsible sensor place-
ments (dots), left: Six sensors, right: Eight sensors, lwgth respect to optimality
condition (6.4).

Since both emitters and receivers are most powerful reispgcsensitive in the direc-
tion near their normal direction, a new search for optimatpment of the sensors have
been made with the sensors anglgd towards the center of the area of interest for
position determination, as shown in the top left plot of F&y8.18. The reason for this
is to try to maximize the amount of optical power emitted ittie area of interest for
position retrieval.

With the angled sensors the optimal positioning of sensdatsrespect to (6.4) is shown
in Figure 6.18.

Comparing Figure 6.16 and Figure 6.18 shows that the opserador position for four
sensors do not change when changing the direction of th@seoemals. Both for six
and eight sensors the positioning of sensors change, asndeancomparing Figure
6.17 and Figure 6.18.
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Figure 6.18: Top left: Sensor normals for optimal placenssarch. Optimal sensor
placement (squares) amongst the possible sensor place(dets). Top right: Four
sensors, bottom left: Six sensors, bottom right: Eight sensAll with angled sensors
and with respect to optimality condition (6.4).

6.5 Validation of Optimal Sensor Placements

The experience from tests of position retrieval gave somanzes/hat different idea of
what the optimal sensor placement, than those found in teeiqurs section. In this
section the curve used to test the position retrieval praeedt Chapter 5 is used to
test the different optimal sensor placements found in teeipus section, the placement
used in Chapter 5, and some other sensor placements treatkmmgy the tests.

To differentiate the individual sensor placements theresmeeds some sort of quantifi-
cation of the over—all deviation. Depending on what créési considered to be most
important the goodness of the sensor placements can be madasing either (6.1),
(6.2) or (6.3).

With four sensors the sensor placements tested is showigime=6.19.

The setupl, is the output of the search for optimal sensor placement frenprevious
section. Setug, and setupls are chosen because they can be realized as a subset of
sensors from the position retrieval measurement tests @bapter 5. Setup, is a test

to see how slight translation of sensor positions effecpthaition retrieval.
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Figure 6.19: Four different sensor placements with fouseenfor validation of opti-
mality of sensor placement.

The four sensor placements in Figure 6.19 are tested by ingdék reflections from
a ball following the same curve as used in the position nedfigest in Chapter 5 and
then, after adding some artificial noise to the modeled rifles, trying to retrieve the
positions of the ball by the method proposed in Chapter 5s Tlave been done both
with sensor normal vectors being perpendicular to the ptam¢aining the sensors, and
for sensor normal vectors angled as previously describbeddised in Figure 6.18).

The deviation distance between the actual and retrieveiiggmsare shown in Figure
6.20 for sensors with normals perpendicular to the plangaioing the sensors.

The deviation distance between actual and retrieved pasitifor sensors placed such
that their normals are perpendicular to the plane of sensofggure 6.20 shows that for
sensor setugs, and setupl, are particularly bad. For both these the position retrieval
breaks down, and the estimated positions gets to be coryphateng. The sensor setup
44, found to be the best according to the criteria (6.4) in thevjous section, is found
to perform significantly worse than the sensor setyip

For sensors with angled normal vectors (as sketched in &iguB) the deviation dis-
tance is shown in Figure 6.21.

When placing the sensors such that they have normal veatgtediinto the field of
interest for the position retrieval, the sensor setsipnd setupl, now performs signifi-
cantly better than for sensors with normals perpendicoléngé sensor plane, as shown



66

Realizing the “non-Touch Screen”

15

10

)]

Setup4;

0 50 100 150 200
Setupds

0 50 100 150 200

200

150

100

50

1000
800
600
400
200

Setup4s

100
Setup4s

150

200

o

50 100 150 2

00

Figure 6.20: Distance between actual positions and retii@ositions for the four sen-
sor placements, with sensor normals perpendicular to treepdf sensors.
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Figure 6.21: Distance between actual positions and reti@ositions for the four sen-
sor placements, with angled sensors.
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in Figure 6.21. Now they actually performs better than seastup4; which was found
to be optimal in the previous section. Again sensor sdgigives the least deviation
between actual and retrieved positions.

Comparison of Figure 6.20 and Figure 6.21 shows that argytbi@ sensors for sensor
setup4; results in larger deviations on the retrieved positionstlfier test curve. For
the other three setugs, 43, and4, the angeling of sensors results in smaller deviation
distances, most significantly for setdp and4, which now performs better than setup
4, did for sensors with normals orthogonal to the plane of senso

Table 6.1 shows the result of quantifying the deviationsiguFe 6.20 and Figure 6.21,
by the measures of goodness (6.1) (6.2) (6.3).

Sensor placement D, Do Ds
Setup4, 40.50 12.4 1.583
Setupss 770.9 172.1 31.26
Setup4s 9.039 2.345 0.5141
Setup4, 2480. 861.6 57.44

Setup4; angled 55.62 27.40 1.547
Setupd, angled 21.32 9.385 1.001
Setup4s angled 8.066 1849 0.429
Setup4, angled 15.61 6.186  0.6528

Table 6.1: Quantification of error in distance between d&tnd estimated positions for
the eight sensor setups with four sensors.

The best sensor placement is, according to all three meastigpodness (6.1), (6.2)
and (6.3) listed in Table 6.1, sensor setiygwvhere the sensors are placed on the middle
of each of the four sides, and the one with angled sensorerpesfslightly better than
the one with out angled sensors. It is also worth noting, tthatwo sensor placements
found to be optimal in the previous section, setypvithout and with angled sensors,
for all measures of goodness listed in Table 6.1 gives thegsboesults amongst the six
setups that does not completely loose track of the object.

With six sensor pairs the evaluated sensor placementsaonds shown in Figure 6.22.

Setup6, and setu, are the results from the previous section of searching fomap
sensor placements for six sensors without angled sensdraifimangled sensors, re-
spectively. Setu; and setugb, are setups similar to the best setup for four sensors
(setup4s, see Figure 6.19), and setapis also almost identical to setuip.

The deviation distance between the actual and retrieveitiggosfor six sensor setups
are shown in Figure 6.23 for sensors with normals perpetatitaithe plane containing
the sensors, and in Figure 6.24 for sensors with angled Heentors. Table 6.2 shows
the result of quantifying the deviations in Figure 6.23 aiglFe 6.24, by the measures
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Figure 6.22: Four different sensor placements with sixses®r validation of optima-
lity of sensor placement.
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Figure 6.23: Distance between actual positions and reti@ositions for four sensor
placements, with sensor normals perpendicular to the glhsensors.
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Figure 6.24: Distance between actual positions and retti@ositions for four sensor
placements, with angled sensors.

Sensor placement D; Dy Ds
Setup6; 5.0625 1.698 0.2844
Setup6s 73.054 33.67 1.903
Setup6; 113.81 28.08 4.066
Setup6, 48001 1.398 0.2759

Setup6; angled 6.566 3.595 0.2701
Setup6, angled 6.909 2.562 0.3451
Setup6s angled 6.760 2.391 0.2809
Setup6, angled 5.403 2.683 0.2455

Table 6.2: Quantification of error in distance between d@nd estimated positions for
the eight sensor setups with six sensors.

of goodness (6.1) (6.2) (6.3).

Comparing Figure 6.23 and Figure 6.24 it is first noted thattack of the ball is never
completely lost, though their are some considerably dieviatfor the setup$, and
63 without angled sensors. The four sensor placements witkedrsgnsors performs
quite similarly, as can also be seen from Table 6.2 with alsfanadr to setups, when
considering measurd3; or D3, for measurd), the favor goes to setug;. The setups
6, and64 without angled sensors both performs better than all setithengled sensors
when measuring both; and D,. It is also worth noting, that setu without angles
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Figure 6.25: Four different sensor placements with eighsses for validation of opti-
mality of sensor placement.

sensors gives the smallest value for the meaduyeeven though this setup have the
largest maximal deviation (measuf®). Surprisingly the setups with angled sensors
are outperformed on all measures of goodness.

With eight sensor pairs the evaluated sensor placementi@@nes shown in Figure
6.25.

Setup8; is the sensor placement found to be optimal in Section 6.8€&up8; is a
modification of setu8; to give a symmetric sensor placement and to be close to setup
62 (the optimal one from searching for sensor placements farsjled sensors). Setup

83 is the setup used in Chapter 5 for realizing the non-Touckeérgrand setupy is
found by trying to come close to the best performing four sesstupis.

The deviation distance between the actual and retrievetigrosfor eight sensor setups
are shown in Figure 6.26 for sensors with normals perpetatitaithe plane containing

the sensors, and in Figure 6.27 for sensors with angled Heentors. Table 6.3 shows

the result of quantifying the deviations in Figure 6.26 aiguFe 6.27, by the measures
of goodness (6.1) (6.2) (6.3).

Comparing Figure 6.26 and Figure 6.27 it is first noted they tpenerally perform quite
equal, and also quite good compared to the previously testeghs with four and six
sensors. From Table 6.3 set&p with both angled and non angled sensors, are found
to perform slightly worse than the other setups for all measwof goodness. The best
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Figure 6.26: Distance between actual positions and retti@ositions for four sensor
placements, with sensor normals perpendicular to the glhsensors.
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Figure 6.27: Distance between actual positions and retti@ositions for four sensor
placements, with angled sensors.
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Sensor placement D; Do D3

Setups; 3.308 0.9979 0.1759
Setupss 3.099 0.970 0.1648
Setups; 4303 1.037 0.2428
Setups8, 3.167 0.6796 0.1750

Setupd; angled | 3.278 0.9336 0.1621
Setup8, angled | 3.458 1.019 0.1664
Setup83; angled | 4.234 1.666 0.2068
Setup8, angled | 2.953 0.9037 0.1498

Table 6.3: Quantification of error in distance between d@nd estimated positions for
the eight sensor setups with eight sensors.

setup is found to be setufy with angled sensors when considering measiresnd
D3 and for measur®, the same setup, but without angled sensors.

6.6 Summary

In this chapter it has been shown that the method for retrggpositions from reflec-
tions developed in Chapter 5 can be used with measured refiéotensities. For the
precision of the individual position estimates to be as layassible it has been shown
that it is not always advantageous to use as many measureagpossible. When the
measured intensity of reflected light are very low, noise mrodiel deviations tends to
blur the position estimation.

The method for retrieving positions from reflections hasdyabustness against objects
not being ball-shaped, as shown in Section 6.3. There thk dhastick” object was
successfully exchanged with a human hand as object to bedtrac

Also some investigation on optimal sensor placement has imaele. First it was shown
that the level surfaces for the intensity of reflected lightr a ball does not form prolate
spheroids, as assumed in [16] for a proposed method of fingjitighal sensor place-
ment. This was shown for both measured reflections and madefiections using the
3D Reflection Map Model. After that two search methods wappsed for searching
for optimal sensor placements using the 3D Reflection MapéllotiChapter 4. One
search method models reflections and try to retrieve thdiposifrom the modeled re-
flections, and the other evaluates an algebraic criterigdodness of sensor placement.
Both methods searches trough all possible sensor placem¥atidation of the can-
didates for optimal sensor placements have been compairegl aisnodeled curve of
positions. Further work is needed before a final conclusamtze drawn with respect to
what placement of sensors is optimal.



Chapter 7

2D Position from Reflections

During my Ph.D. | paid a visit to the Department of Electradt Alcala University in
Spain. There it was proposed to me, that the light sensorshviviorked on could be
used for an input device for an electrical wheelchair. Thritrdevice should measure
the 2D position of a human head with the purpose of contliire movements of the
wheelchair.

This chapter is concerned with the methods for estimatiagtsition of an object in 2-
dimensional space. The method developed in Chapter 5 gstth the 3D Reflection
Map Model of Chapter 4 could be used for this purpose, as shov@ection 7.3, but
has some disadvantages. A different method for estimatim@D position of the object
is proposed in Section 7.4. This proposed method does netthavsame disadvantages
as the method of Chapter 5.

For an application of the 2D position retrieval method depeld here, see Chapter 8
where a head sensor is implemented with the purpose of dlimgrthe movements of a
wheelchair by head movements.

With the application of detecting the position of a humandcieamind (limited range of
movements), a general method for detecting 2D position @fgect is developed.

7.1 Modeling Object and Object Movements

A sphere has been chosen as the object for the two-dimemhgiosgion estimation
procedure. With this choice the 3D Reflection Map Model of @tha4 can be used to
model the reflections.
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7
’

~ fixed-point

Figure 7.1: Left: First movement model with movements onlzese-surface, the posi-
tion of the object is given by the two angles. Right: Simplevement model, where
the object is assumed to move on a planar surface.

The movements of the sphere object is limited to a two-dinegé surface. The surface
is assumed known in advance. Two models of the object movesnhais been tested.
The first approach was to try to make a model where the sphevedraround a point
in a fixed distance, resulting in a surface like part of a sph&he position of the object
was described by two angles: A forward—backward angle amdiavays angle. This is
shown in the left hand side of Figure 7.1. This model has thadliantage that the same
position of the sphere can be obtained from different angleshat the angles can not
be determined uniquely from the reflections.

A simpler model of the object movements is to assume thatghere center moves on
a plane, as shown in the right hand side of Figure 7.1. Thisggitie advantage that
the object position (soordinate in the plane) is the dinegtit to the 3D Reflection Map

Model, and also the direct output of a position retrievalgeidure like the one described
in Chapter 5.

7.2 Physical Sensor Setup

Different sensor configurations has been tested. The fgtst veas carried out with eight
emitter/receiver pairs on a row, equally spaced viitm from sensor to sensor. This
setup was functionally, but showed potential for improvatae

The second setup tested includes two rows of four infraredtenineceiver pairs
mounted on one side of the object. Figure 7.2 shows the pogifi the infrared emit-
ter/receiver pairs (squares) and the sphere, the unitsitgeeters. The intention with
placing the sensors on an arc rather than on a line is to obpgroximately the same
distance from center of the object to each sensor, when tleetdb in the center of the
area of interest for position estimation.

This setup can be further simplified by only using one row offeensors, and place the
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Figure 7.2: The physical placement of the two rows of four teamfreceiver pairs
(squares) relative to the sphere. Units are cm.

row of sensors in the plane of the sphere center movemertipasian Figure 7.3.

With the data acquisition system, each receiver is capabteasuring the reflected
light intensity of light emitted from each emitter. Becatise object in certain positions
will prevent light from the emitters on the left side of thejett to be visible at the
receivers on the right side of the object no cross measursrasnmade from left to right
side or vise versa. This means that only eight intensitiesregasured, and the position
determination are based on these eight measurements. Ylmaiamitter/receiver pairs
1-4 from left to right, as done in Figure 7.3. The measureécééins are in this order:
E1-R1, E2-R1, E1-R2, E2-R2, E3-R3, E4-R3, E3—R4, E4-R4.

Figure 7.3: The physical placement of one row of four emfitéeeiver pairs (squares)
relative to the sphere. Units are cm.
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The setup with one row of sensors shown in Figure 7.3 is ssldar further develop-

ment, as the initial results with this setup is very simitattie results obtained with two
rows of sensors shown in Figure 7.2. Both these setups petfetter than the setup
used for the initial tests with eight sensors on a line.

7.3 2D Position Retrieval Method 1

The first method proposed for finding the position of an obijgttased on the 3D Re-
flection Map Model of Chapter 4 and the position retrievalmoeitbased on the Nelder-
Mead Simplex algorithm form Chapter 5. Using this methoduiexs a model of the

object movements.

Calibration is necessary to fit measurements to the 3D Rifteletap Model. This have
been done using a styrene ball of raddegsn (best object available). The calibration is
not as precise as it could be with the positioning devicegctviwas not available at the
time. So a manual positioning of the object has been usethéatdlibration.

Figure 7.4 shows the actual positions (dots) and the retipositions after calibration
(x-marks), lines connects corresponding positions addettdcking purpose only. The
measurements used for calibration are averagedsi\esamples.

The scales obtained in the calibration is divided by twouWgdbund by laboratory tests)
in order to adapt to the lower reflectivity of a human headHarg head used as ref-
erence). This gives the possibility to use a human head &stolgr position retrieval

18
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Figure 7.4: The 2D position sensor calibration, dots shavisad positions and x-marks
retrieved positions after calibration. Units are cm.
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measurements. This is done since the application of aim issdign detection of a
human head.

7.3.1 Retrieving the Position of a Human Head

The measurements are made with a human head as the objettieastgject of the 3D
Reflection Map Model is a sphere of radiu§cm (approx. the size of the authors head),
which moves on a plane surface. Figure 7.5 shows the redutsenad position retrieval
where the head movement done is: Center — right — left — cerftaward — backward
— center. The head movement is clearly visible on the figure Measurements used
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Figure 7.5: Positions retrieved from sphere movement.

here are obtained with acquisition r&x@0H z, and are low pass filtered by taking av-
erage oveil5 measurements to reduce the measurement noise. Therélaretrieved
positions in the plot, and the time used to retrieve tHé&gositions is approx20.2ms
using matlab (on a 3GHz Pentium). Acquisition time ér measurements ig5ms,
which should make it possible to get a position acquisitate of approx13H z.

7.4 2D Position Retrieval Method 2

The second method is based on direct calculations on theumsghisitensities. In Figure
7.6 nine reflections from the measurement sequence useditihérpositions in Figure
7.5 are shown. Each reflection measurement is captionedhvatposition of the object
(the head of the author) for that reflection. In the top lefitph Figure 7.6 the object
is in center/neutral position. The top middle plot showsriféections measured when
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Figure 7.6: Reflections measured from object in positionsdisated by the sub-plot
captions.

the object is moved a little to the right, and further movetradrihe object to the right
results in reflections as shown on the top right plot. The sanmeugh for the remaining
sub-plots of Figure 7.6, “left 1" means a little to the leftHiteft 2” means further away
to the left.

From the sub-plotsenter, right 1, right 2, left 1 andleft 2 it is obvious that the center of
gravity in the plot moves. Also from the sub-plagnter, forward 1, forward 2, back 1
andback 2 it can be seen that the center of gravity in the plot doen natasg@nifican-
tely, but the intensities varies depending on the distarara the object to the sensors.
This can be exploited to get a measure of how the object isipoed.

First a reference measuremépis made with object in center position and a reference
point for left-right movement is found as

(7.1)

where the constantis used to give the right scale.

Left-right movement is found by calculating the center @ity of the measurements
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as

r=a (“é_Tf -z (7.2)

wherel is a column vector of measured intensities,
w = [-3.5,-2.5,—-1.5,—.5,.5,1.5,2.5,3.5] " is the distances ang. is thex coordi-
nate from the reference reflection measurement.

The forward—backward movement if found by
1N I
y = —blog <Z Z A ) (7.3)

wherelog is used for linerization) scales to the right scale addenotes the reference
reflection for object in center position.

The scalara = 4 andb = 6 in (7.1), (7.2) and (7.3) scales the estimated positionk suc
that they become comparable to the positions from methodd sa that the range are
similar for left—right and forward—backward movements.

With this method object positions can be calculated as fasha reflection measure-
ments are made(0H z for this setup). A low pass filter to reduce the noise can the be

applied to the retrieved positions, a filter that average @vepositions seems reason-
able.

Figure 7.7 shows the result of applying this “center of grdvinethod to the same
measurements as used to make Figure 7.5. HeB®@)lmeasurements are used to find
positions and low pass filtering are then applied to the st The object movementin

10

o
T

. . . . . .
-6 -4 -2 0 2 4 6 8 10

Figure 7.7: Positions retrieved from object movement usiegter of gravity” method.
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Figure 7.7 seems to be shifted some what to the right when amedpo Figure 7.5, this
is because the first measurement in the sequence is chosefe@nce measurement,
and ther coordinates of the first measurement in Figure 7. 5is75cm.

7.4.1 Absolute Precision

Quantification of the absolute precision of the object positetrieval method 2 has
been done in an indirect way. Because of problems with pegmisitioning of a human
head, a set of retrieved position has been selected and tt@mera has been used to
picture of the head in that position. The absolute positibthe human head is then
found from the photo. Figure 7.8 shows a photo of the headipoei such that the
retrieved position i$0.0, 0.0). This position is chosen as origo for the absolute position
of the human head.

Figure 7.8: Photo of head in position for retrievif 0).

The ellipse with the cross-mark in Figure 7.8 indicates #rger of the head which is the
position that is retrieved. Figure 7.9 shows a photo of tresheith the position-marker
for retrieved positior{4, 0).

The pictures are taken with a digital camera at a fixed pos#iming vertically down

and using remote-capture software, such that the cameittopds the same on all the
pictures in the sequence. The absolute position of the tsthetin found by converting
the pixel position of the center of the position marker totseaters. No attempt to
flatten the picture before the conversion has been made.

Figure 7.10 shows the actual head positions (dots) andaexbcretrieved positions (x-
marks), pairwise connected by a line for trace purpose drilgre is one measurement
pair in Figure 7.10 that fall outside the majority, that ig timeasurement pair with the
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Figure 7.9: Photo of head in position for retrievifg 0).

x-mark in position(0, 3.4) and the dot in positioi—0.6, 4.8) a check measurement has
shown that this measurement is an error, the retrievediposias not the expected one.
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Figure 7.10: Actual head positions (dots) and (rescaldtiewed positions (x-marks),
pairwise connected by a line.

From Figure 7.10 it is found that the absolute accuracy aféthod is less thattm,
when the reference poiniy) is set appropriate. If the reference point is chosen at-a dif
ferent position the result is not as good, this is shown iufég.11. The measurements
for this figure is not found with predetermined retrievediposs, but with a number of
head positions, where the retrieved positions are recamtggther with the photos of
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Figure 7.11: Actual head positions (dots) and (rescalddpwed positions (x-marks),
pairwise connected by a line.

the head positions. For the retrieved position of the at¢teall position af—0.3, —9.6)
the reason that it is close to the retrieved one for the atieadl positio{—0.6, —7.5)
is most likely that the receivers are being saturated.

It should be noticed here, that even though there is a gréfatatice between the two
calibration results in Figure 7.10 and Figure 7.11, theedéhce is almost not noticed
when using the head position input device, as there is visealback from the dot on
the screen.

7.5 Summary

The method using Nelder-Mead simplex algorithm for 3D positdetermination of
Chapter 5 has been used to estimate positions constrained imensionally space,
with sensors places in the same plane. An other method fonag#tg two dimensional
positions has been proposed, which does not use the 3D Raflédap Model. This
second 2D position Retrieval Method directly estimatespibstion from the measured
intensities. The method is computationally much simplantthe one based on search
trough the parameter space of the 3D Reflection Map Model,th@dalibration of
the second method can be done by one measurement, such a satilpfation has not
been found for the other method. The precision of the pasé&iimates of this second
method has also been investigated.



Chapter 8

Realizing a Head Sensor for
Controlling a Wheelchair

At my stay at Alcald University it was proposed to me, that light sensors that i
worked on could be used for an input device for an electrida¢elchair. The input
device should make it possible for a severely disabled pexsgcontrol the movement
of the wheelchair using head movements. At University ofafdcthe Department of
Electronics have an electrically driven wheelchair usetheir SIAMO project, which

could be used for test of the input device, if the input devies ready for test before
the end of my stay. The only condition for testing on their elocbair was that | had to
be the test driver. The input device reached a conditionyréada first test before the
end of my stay in Alcald, and the test drive showed some piiogiigsults.

The principle in the position detection of the head is the 2i3ifon Retrieval Method
2 from Chapter 7.

8.1 Introduction to Assistive Mobility

Several electrical powered wheelchairs to assist mohifityisabled persons are avail-
able with modular architecture e.g. [24] and The SIAMO peojgntegral System for

Assisted Mobility) [22]. The intention of this modular aitgcture is that it should be

easy to configure the wheelchair to suite the needs of a lagety users with different

disabilities. This modular architecture also makes it dasydapt new functionality to

the wheelchair, because e.g. the human-machine interfdd® can be changed, and
new HMI can be made, without other changes to the wheelchsties [10].
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For severe disabled persons one way of controlling a whegleh by use of head
movements. There exists such devices today céditsatl controlled joysticlor head-
movement interfacdoth mechanical, camera based [3], accelerometer baSgcfi
based on infrared light [8], where [29] and [8] use active poments attached to the
head of the user. The HMI proposed here is based on infragkt] And differs from [8]
by the fact that no components are in physical contact witthied of the user.

The SIAMO wheelchair has an architecture where the HMI ipehdent from the
rest of the system, such that the HMI can be changed withdeittafg the rest of the
wheelchair system. This feature has been exploited tohedtiMI proposed here on a
real wheelchair.

8.2 The SIAMO Wheelchair

The SIAMO wheelchair was used for the first implementatiod st of the “Head-
Sensor”, so a short description of the SIAMO project is gikere. For further informa-
tion on the SIAMO project see e.g. [22], [10], and [11].

SIAMO is the Spanish acronym for Integral System for Assidtibility. The SIAMO
wheelchair is a prototype of an electrically driven whealichwhich has a modular ar-
chitecture such that a large variety of different human{mrazinterfaces (HMI) and/or
environment perception modules. The SIAMO project wagatet in late 1996 at the
Electronics Department of University of Alcald, duringgtiproject the electronic system
on the prototype wheelchair was entirely developed by thearch team.

The system was designed to be versatile, such that it allssvistorporation or removal
of various services by simply adding or removing the moduneslved in the individual
tasks. The main functionality blocks are:

a) Power and motion controllers
b) Human-Machine Interface (HMI)
¢) Environment perception

d) Navigation and sensory integration

The power and motion controllers include the battery andgihg system, and the
propulsion motors and controllers for the these motors. Almaan-machine interface
of HMI for short is the interface between the user and thercl&ivironment percep-
tion is sensors that give information about the environnettie control system on the
wheelchair. Navigation and sensory integration are thé&sparthe control system on
the wheelchair that makes the decisions about the direttiomove the wheelchair or
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not move the wheelchair depending on the input from the HMl #re environment
perception. Figure 8.1 shows a block diagram of the systeimtacture of the SIAMO

wheelchair, only some of the HMI's and environment pereeptnodules are included
in the block diagram.

Dependening on the user's needs and the characteristibs efivironment, the wheel-
chair can be equipped with subsystems. Each subsystem ecaprogrammed to adapt
it to special needs of the individual user. All subsystemshef SIAMO wheelchair
communicates via a serial bus, so reconfiguration of thesys possible by adding or
removing subsystems.

The configuration of the particular SIAMO wheelchair usedficst test of the “Head-
Sensor” was very basic, only the necessary power and matiainatler, a linear joystick
and the “Head-Sensor” HMI. The implementation of the “H&shsor” HMI was made
on a battery powered PC, and the communication with the Idas&@on the SIAMO

wheelchair was made trough a generic subsystem connebémgatallel port of the PC
to the serial bus of the SIAMO architecture.

8.3 Controlling an Electrical Wheelchair using Head
Movements

Head position detection meth@dfrom Chapter 7 has been chosen for this implemen-
tation since it is the computationally simplest. This setitontains details on how the
setup on the SIAMO wheelchair, which was used for prototgseést

8.3.1 Setup on the Wheelchair

The physical setup of sensors is not changed from the ondru§itapter 7. The sensors
are placed behind the head of the wheelchair user, so thadltheot limit the users field
of view.

The sensors are grouped in two groups, one for each side ahilket (head). Since
no cross measurements from group to group are used it isg@$sidrive the emitters
two by two on the same output signals, and there by only useowtputs from the
computer. This has the advantage that one sampling caristdgaan handle the input
and output from the computer. This solves the problem ofrigaeinly one expansion
slot in the computer available for tests on the wheelchdre parallel driving of two
emitters on the same output does influence the results frapt€h7, since the physical
placement of the sensors results in very limited crosshalkveen the two groups of
Sensors.



8.3 Controlling an Electrical Wheelchair using Head Movemats 87

Figure 8.3: Photo of possible attachment of the disclosed &tiva wheelchair.

Figure 8.2 shows the SIAMO wheelchair with the prototypenefmew HMI attached to
it. Figure 8.3 shows a close-up of the sensor arrangemeatcdimputer that controls the
sensors and performs the necessary processing of the ragesnis are placed behind
the seat on the prototype, but the size of the computer alionis to be placed under
the seat. The communication network on the SIAMO wheelcimgiudes a parallel
interface, which makes it possible to use the parallel poatBC to communicate with
the propulsion motors of the wheelchair.

The propulsion system on the wheelchair needs velocity canas for each of the two
driving wheels in radians per second. Rather than specdifgpleed for the left and right
driving wheels individually, the linear and angular vetgaf the wheelchair is selected
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as the output of the head movement to wheelchair movemenedean, described in
the next subsection. The translation from linear veloeitgnd angular velocity to
velocities for the left and right driving wheels of the whetgir is:

d
U+w§

Wy =
r
d

’U*WQ

w =
r
where D is distance between the two driving wheels of the wheel¢claaid R is the
radius of these wheels.

8.3.2 Conversion of Head Movements to Wheelchair Movements

In order to control the wheelchair the head positions haveetoonverted to movement
orders for the wheelchair propulsion motors. For this pagibe “area” of possible head
positions was at first divided into nine sectors as shown guifé 8.4 where measured
head head positions are superimposed into the sectionimgh&ad position measure-
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Figure 8.4: Retrieved Head positions and the nine sectors.

ments are the same as used in Figure 7.7 in Chapter 7, but ditfeeent measurement
used as center reference (measurement ™). As seen in Figure 8.4 the resolution of
head positions is sufficient for nine sectors which can bd émedriving commands.

Table 8.1 shows the conversion table for the head movememihéalchair movement
converter. The number of commands has been kept at a minitoukeegp implemen-
tation simple. The commands in Table 8.1 are useful to guidenheelchair, but for a
commercial version of the head sensor device they may natffieisnt. Especially the



8.3 Controlling an Electrical Wheelchair using Head Movemats 89

User Action Driving Command

Head Forward Increase Speed

Head Backward Decrease Speed

Head Centered Continue at Present Speed
Head Left Turn Left

Head Right Turn Right

Quick Backw.-Forw. Stop Forward Motion
Quick Forw.-Backw. Stop Backward Motion

Table 8.1: Conversion table for the head movement to whaglolovement converter.

codification of the stopping commands could be discussedittanlack of commands
for turning the sensor on and off might also be advantaggousl

The commands are divided into two groups: Direct commandsiwdre the first five
in Table 8.1, and codified commands which are the two commfandsopping forward
and backward motion respectively. With this limited numbgcommands the number
of sections used in the converter has been reduced to fivepasisn Figure 8.5. The
sectoeutral is a circle of radius two.
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Figure 8.5: Area of possible head positions divided into $etors.

A state machine is used to control the linear speed (forwamkivard speed) of the
wheelchair, based on the section in which the head currentlizigure 8.6 shows the
state machine for the normal increase/decrease of theityeldbe variables in the state
machine are linear velocity, linear speed increment/decremént, and time step\¢.

To stop forward/backward motion instantaneously codificais used, so that a move-
ment of the head in the opposite direction and quickly backeatral will stop the
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Backward

Backward

Figure 8.6: State machine for converting head positions&al speed.

Figure 8.7: State machine part for codified stop commands.

wheelchair. If the head is not moved back to neutral posiigiokly the result is normal
increase/decrease of the velocity according to head mavienfégure 8.7 shows the
state machine part that takes care of the codified stoppimyands. F and B in the
figure references to Forward and Backward, respectively.

The time for a quick move is set tAt < 0.3s and normal increase/decrease of lin-
ear speed will be in steps @v = 0.05m/s every half a second with the first incre-
ment/decrement aftek¢ = 0.3s to lower the respond time. These values are subject to
change to fit the needs and abilities for the individual user.

Turning the wheelchair was initially intended to follow asiar scheme, with start and
stop of angular motion. It turned out to be very difficult tantml| the wheelchair using
this control scheme. Instead the angular velocity is cdietiairectly by the user by the
degree of head tilt. Little tilt of the head results in lowring speed, and more tilt of
the head raises the turning speed. two additional stepsti@eremade to make it easier
to drive straight ahead without sway: A dead zone in the cgrasition and making the
angular speed partly inverse proportional to the lineaedpe

X
w=——(lz|>1
~ g0 (el > D)
wherez is thex coordinate of the actual head position (measuring he3gdki#t constant
« controls the degree of head tilt resulting in maximum angsfgeed, ands is the
proportional factor for inverse proportionality to lineseed. In the test setup the used
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area = 5 andg = 30.

Finally the frequency of supplying speed commands for theeddhair propulsion mo-
tors, was initially set too high, with the result that the whubhair showed slow reaction
times. The reason was that the speed commands queued uprcaedging time re-
sulted in a delay. Decreasing the command frequency to abnwiommands a second
eliminated this problem.

8.4 User Safety

The purpose of a wheelchair is to assist a human being in itypib the safety of that
human need some consideration. As mentioned above coitificztn be used such that
certain movements from the user will stop the motion of the@lbhair. In an emergency
case such codified movements might not be the best way totstoptteelchair. Either
because it might take too long, or because panic might ptéwenvheelchair user from
doing the codified movement correctly.

The algorithm used to give driving commands to the wheefgtvaipulsion motors can

be implemented in such a way that only a limited part of thixfidtion range of the head

is used for driving control. If the head is moved outside thisge for normal wheelchair
driving control the commands to the wheelchair can be stapediately (Emergency

stop). The possibility to combine the presented HMI with aetoaditional emergency
stop button is also available. This emergency stop buttaidaag. be placed behind the
head in the outer limit of the head movement area, such that mergency situation
the user can push the button by bending the head all way back.

In the present implementation the emergency stop functiorinéad moved outside a
limited part of the full motion range of the head is used.

Also the maximal speed of the wheelchair was limite@iw/s for linear motion and
2rad/s for angular motion. This is for safety of the wheelclest driver, for the un-
trained wheelchair driver (such as the auttrys feels very fast.

8.5 Test and Test Drives with the Wheelchair

The tests and test drives described here has the authot asives unless otherwise is
stated.

For the first tests a simple wheelchair simulator was implgew The simulator in-
cluded the whole setup as made for the wheelchair, but idsteieeding the wheel ve-
locities to the wheelchair propulsion motor controllersjrdual wheelchair was moved
on the computer screen. This wheelchair simulator servedtwposes, it was used to
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test the functionality of the software prior to test driveivthe SIAMO wheelchair, and
for training in using the input device.

After test on the wheelchair simulator the SIAMO wheelchvedrs equipped with the
new HMI. Several test drives have been made, some of whisbdahe need for changes
in the control scheme, as indicated in the description ofitteel movement to wheelchair
movement converter of Section 8.3.

A first test drive in a hall area showed that the control of theeelchair is fairly easy
and feels natural to a first time wheelchair user.

A second test drive showed that it was possible to do smatkections to the driving
direction as the wheelchair was driven down a corridor andgh a doorway. This test
was carried out with two different drivers, besides the agtBuan Carlos Garcia was
test driver on a drive down the corridor. This showed thatHiMd is robust against
changes in head size and hair color, as the author has blandrftaJuan Carlos has
black hair. No recalibration was needed when changing drive

Finally, an attempt to drive the wheelchair into an elevatas successful and showed
that it is possible to use the proposed HMI to navigate intoavaplaces.

Under one of the test drives the wheelchair was driven pasngber of windows, and

the head position detection was influenced severely by thdiglat shining trough the

windows. The functionality of the head sensor was not maiethduring the pass, but
the robustness against light from surroundings e.g. sum tgectly on the receivers
needs further work.

8.6 Summary

A new infrared non-contact head sensor has been proposetifbto wheelchair con-
trol. The HMI has been tested both in laboratory setup androacaual wheelchair
prototype. A wheelchair simulator has also been implentkrated tests using this sim-
ulator have shown that the HMI has robust performance, lmotatiations in the sensors
and to the changing hair color of different users.

The proposed HMI has been implemented on the SIAMO wheelesaa new input
device module. Test drives with the wheelchair have showhphoposed HMI is use-
ful for controlling the wheelchair, and that the control bétwheelchair feels natural
and comfortable. Also, the commands and behavior of theoseras be easily repro-
grammed, adapting it to other ways of driving or specific ¢@iss of some kind of
potential users.

One thing that need more work is robustness against ligit Sorroundings e.g. sun
light directly on the receivers.



Chapter 9

Robot Orientation Sensor

In this chapter the 3D Reflection Map Model from Chapter 4 iaed to model re-
flections from environment prototypes for obstacles a ramounters when driving
in an indoor environment. The aim of the model adaption iseeetbp an orientation
sensor for use on an indoor autonomous robot, so that it dactdée type, range and
orientation of obstacles in the operating environment.

9.1 Model of Environment Primitives

With the aim of making an orientation sensor for a robot, theR®flection Map Model
from Chapter 4 is modified to model reflections from the privai plane, edge, corner
and cylinder. Figure 9.1 shows the four primitives for whibh reflected light has to be
modeled.

The reflection models for the primitives in Figure 9.1 consathe same elements as the
3D Reflection Map Model with the only difference that the abjis now one of the

Edge Corner Wall Cylinder

L

Figure 9.1: The four primitives Corner, Edge, Plane, andr@gr, for which the light
reflection will be modeled.
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primitives in place of the sphere.

First the model is modified to model the reflections from a egrwall or edge. All these
three primitives can be modeled by the same reflection mddeahodel the reflections
from a cylinder an other modification of the 3D Reflection Mapdél| is needed.

9.1.1 Reflection Model for Edge, Corner, and Plane

The primitives edge, corner is modeled as two half plane wie point in common
(the edge/corner point), they can be described by threerdeas: The coordinate of
the point and two normal vectors, one for each half plane.

The plane can be modeled by the same setup, when the two neectals have the
same direction. This might seem to be a rather complicatgdoranodeling a plane,
but it has the advantage that it is a special case of the eslgefcmodel.

Let the edge primitive be the choice of object for developnoéthe model. The setup
of emitter, receiver and corner is given by: Emitter posifiy, emitter orientationg,
receiver position, receiver orientationpr, edge coordinatel?;, and normal vectors
for wall one and twon; andn., respectively. This is illustrated in Figure 9.2.

For simplicity assume that the emitter is at origo, and thatreceiver is on the positive
half of they axis. This can always be obtained by translation and rata®described
in Subsection 4.2.1 on page 27.

E ne

=

Figure 9.2: The setup for an edge, including emitter, remeand edge.
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Figure 9.3: Direction vectors and angles.

The angle of direction of the emitter is
nE
Vg = arctan (—)
(el

The direction vectorr¢, and anglep., from the emitter (origo) to the corner point is
found as

P
TC = rpe——
[ Pcll
Ve = arctan (E)
Tex

To determine if light in a certain direction from the emittat one of the walls, the
direction vectors of the walls are found as

ry = [nly —TNx O}T

T2 = [n2y —Tox O}T

Then the projection of the direction vector for the emittigght onto the line troughP,
with directionr; will be positive when the light hits wall one. Similarly forall two.

Figure 9.3 shows the direction vectortsg r1, o and anglesg andwc.

The integration limits for thes andé integrals are chosen to hie65° equal to the half
angle of the particular emitter in use. The center of botagrdl limits are the emitter
direction,ng (which is assumed to be contained in theplane).

Let the angle of direction for light emitted from the emittex denoted by then the
direction vector is .
rp = [cos(ve +0) sin(ve+6) O
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The line from origo with directiomp has a normal vector
T
nP == [77’Py T‘px 0]

Now the condition for the light beam from the emitter (at ofigvith directionrp to hit
the front side of wall one is
—ranl >0

The pointP on wall one is the point where the line of emitted light intaats the line of
wall one (the point hit by the light beam). The line of emitteeght has the equation

npx(z — o) + npy(y —yo) =0 & npxx +npy =0
since the emitter is positioned in origo. An equation forwal one line is
nix(r —x0) +ny(y —y0) =0 & nux+ nyy = nixPo+ niyPy

sinceP. is a point on wall one.

Now if the two lines are parallel then there does not existingersection point. An
intersection point exists when the normal vectegsandn, are not in parallel

‘npx SN

Nix MNiy

For the situation where there is not an intersection poirigid is reflected. In case of
an intersection point the andy coordinate of the intersection point is found as

T
0 Npy TN py 0
C1 Ny nix ¢
ny - Y 0
Nipx  TNipy Nipx  TNipy
Nnix MNiy Nix MNiy

wherec; = niPcx + n1yPcy. Now the only thing to test is that the poiftis on the
right side of P i.e. on the half line that represents the wall. This is theeaalen the
direction vector of wall one; and the vector fronP,y to P has the same direction.
Then the inner product of the two vectors is non negative:

(Pc— Pxy)'r1 >0

Figure 9.4 shows a situation where the light beam from thdtenintersects the line
representing the wall on the wrong sidelef. This is a false solution because there are
no wall at the intersection point.

The normal vector of the poir® equalsn; .
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Figure 9.4: Sketch of situation with a false solution.

Similarly for wall two the condition for the light beam hitiy the front side of the wall
is
—rgng >0
The line of wall two are
nox(z —x0) + n1y(y —yo) =0 & M + nayy = noxPex + noy Py

The condition for an intersection point is

n n
Px Py <>0
Tiox Ty
And thex andy coordinates ofP is
T
0 Npy TN py 0
C2 N Nox C2
ny - ed 0
Nipx  TNipy Nipx  TNipy
Nox Ty Tiox N2y

wherecy = 1oy Pex + 1oy Pey. Finally the pointP is on wall two when the vector from
P,y to P has opposite directions:

(Pyy — Pc)'ry >0
Here the normal vector of the poift equalsns.
Thez coordinate ofP is found fromv as
P, = || Pyy| arctan(v)

From here the rest of the model is the same as the 3D ReflectignMbdel of Chapter
4, starting from equation (4.4) on page 33.
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9.1.2 Reflection Model for Cylinder

The cylinder in this reflection model is assumed to be vdrtitlae reflection model for
the vertical cylinder is quite similar to the 3D Reflection Mislodel for the sphere in
Chapter 4. The cylinder is described by the center positiahé zy planeC and the
radiusr. The first part of this model follows the 3D Reflection Map Mbés far as
determination of the pointg, to ¢4, i.e. equation (4.3). See Figure 4.3 on page 29 for
the position of the pointg; to q4.

The integration limits for thé integral is then found as

61 = arctan (@)
q3x

0o = arctan(aw)
whereqs is the slope of the line from the emitter that tangent thelei(projection of
the cylinder onto the:y plane) as found in Equation (4.2) on page 29.

The direction in thery plane of light emitted by the emitter is denot&cand the angle
to thexy plane is denoted by. Denoting the distance from the emitter (origo) to the
intersection point of the line of emitted light and the airtiy ¢, the intersection point
between the line of light and the circle is found as

P =t, [cos(f) sin(f) tan(v)\/1+ tch(H)}T

where

t, = Cxcos(f) + Cysin(f) — \/(Cx cos(f) + Cysin())2 + 12 — C2 — C)Q,
Now the unit normal vectonp to the cylinder at poinf? can be found as

[PX_CX Py_Cy 0
H[PxfcX P, - C, o]TH

]T

np =

The rest of the model follows the 3D Reflection Map Model of Qilea4 from Equation
(4.4).

9.2 Model Validation

The modified models for modeling the reflections from the faimitives wall, corner,
edge, and cylinder are validated by comparing the modelgettions with measured
reflections for the setup shown in Figure 9.5 for the corner.
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Figure 9.5: The setup used for validating the models for cgéflas from wall, corner
(shown), edge and cylinder.

The measurements are made for a number of distances frotegneiteiver pair to the
object. For the corner and edge the distances are measutreridorner/edge point, and
the center of the rotation of the emitter/receiver pair &cph on the half angle line for
the corner or edge. The radius of rotation for the emitteeireer pair ist7cm. The wall,
corner and edge used in the model validation were white @éiwalls in the laboratory
area. The cylinder in use was a white cardboard tube of radées.

Figure 9.6-9.9 shows the results of the results of the madiglations.

Figure 9.6 and Figure 9.7 shows that the modeled and measuestity of reflected
light are in good accordance for both these cases.

Figure 9.8 and Figure 9.9 shows some deviation between mddeld measured inten-
sity of reflected light. By changing the emitter charactéris the model from cosine to

uniform the deviation between modeled and measured reftectire almost eliminated,
as shown in Figure 9.10 for the corner and Figure 9.11 for ytiader.

In the corner case the reason for the uniform emitter charatt gives a better result
might be that there are unmodeled multi-paths reflectioatsgives a small contribution
to the measurements.
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Figure 9.6: Model validation for wall reflection model.
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Figure 9.7: Model validation for edge reflection model.
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Figure 9.8: Model validation for corner reflection model.
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Figure 9.9: Model validation for cylinder reflection model.
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Figure 9.10: Model validation for corner reflection moddahgsuniform emitter charac-
teristic.
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Figure 9.11: Model validation for cylinder reflection modesing uniform emitter char-
acteristic.
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9.3 Orientation Estimation by COG method and Poly-
nomial fit based method

The investigation in this section has only been done on nead#dta from the reflection
models. Further investigation and especially tests onmesisurements are necessary.
The experiments with modeled data gives some interestsgtse

The same modeled reflection data as used in the precedingrskat been investigated
for possibilities of using the same principle with centeigodivity as used for position
determination of the human head in Section 7.4, for deteatiun of orientation of the

four prototypes plane, edge, corner and cylinder.

First a number of reflections for different angles and dis¢grhave been plotted for each
of the four primitives, see Figure 9.12 and Figure 9.13.
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Figure 9.12: Modeled reflections from a plane, left, and ageedight, at different
distances and angles.

The modeled reflections for both plane and edge in Figure, $i@ws a pattern that
changes with changing angle, but are almost constant fargihg distances. The mod-
eled reflections from the corner shows almost no changingpxalling amplitude with

growing distance, and for the cylinder the changes depeméieth angle and distance.

For the cylinder the principle from Section 7.4 may be agplieith adapted weights
w and scales andb) to give an estimate of the 2-dimensional position of thencigr
in front of the sensor setup. Figure 9.14 shows the resulpplying this principle to
the modeled reflections from a cylinder. The actual positisrmarked by a dot and the
x-marks are the retrieved positions.

As seen in Figure 9.14 the area where retrieved and actugignssare close to each
other is rather limited. The conclusion of this is that the@@ethod is only applicable
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Figure 9.13: Modeled reflections from a corner, left, and lander, right, at different
distances and angles.
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Figure 9.14: The COG position determination method appiiethodeled reflections
from a cylinder.

when the area of where position determination has to be dosraall. This was indeed
the case with the head sensor in Chapter 8.

Note, that the reference for the position used here is thectefhs from positior10, 0).
The reference position will always coincide with the estienaf the reference position
(by construction of the method). This can be utilized if tiva & to keep the cylinder in
a certain position using the reflections from this positisitee reference.
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In the case of planes the orientation of planes it has beamdfthat the orientation of
the plane can be estimated by

Tlog(I
Op = Cw (9.1)
V2 Ipi
wherew = [-105 —9.5 —85 ... 95 10.5]T,andc is a scalar. Figure 9.15

shows the actual (solid) and estimated (dotted) orientatigyle for modeled reflections
from a plane in the rang&25°.
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Figure 9.15: The COG orientation estimate for planes.

The large peak-like differences in Figure 9.15 originatesnf the fact that when the
plane is placed closest to the sensors some of the receiecsatarrated. This saturation
of some of the receivers results in a faulty estimate of tientation of the wall. If this
method of estimating the orientation of a plane is to be iryglisted at some later time,
it is possible to detect the saturation of receivers in otdénvoke some appropriate
special action.

Orientation of edges can also be estimated by Equation &4 rdsult of this is shown in

Figure 9.16, where it can be seen that there are also sormeslggldifferences between
actual and estimated orientation of the edge. For the edggtb@re is no saturation
of receivers when the edge is placed close to the sensors, alteanative method for
estimating the orientation of the edge has been found, kmastiting the light intensities

of the reflections with a polynomial of degree two.
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The polynomial fit estimation procedure applied to the ré¢ibes from the edge is:

P = [w2 w 1]
a=(P"P) !PT log(I)

a1(1 — GQCQ)

V2 Ie

wherew = [710.5 -95 -85 ... 9.5 10.5| , ¢; andcy, are scalars. The
dashed line in Figure 9.16 shows the result of estimatingotientation of the edge
using this method based on polynomial fit.

fe = c1
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Figure 9.16: The result of the COG and polynomial fit orieiotaestimate for an edge.

From Figure 9.16 it is clear that the orientation estimateblaon polynomial fit is better
that the COG estimate. The estimate based on fitting a polisl@hdegree two has
a significantly smaller deviation from the actual orierdatthan the COG orientation
estimate.

On both Figure 9.15 and 9.16 are thexis index for the measurements and ghexis

is the orientation angle. The simulated measurements hfigectht distances from the

center of the sensors, a total of seven different distanege been used. For each
orientation of the object the distance from center of thessento object have been
varied form10cm to70cm starting at Ocm in the indexing.
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9.4 Summary

This chapter has described modifications to the 3D Reflediap Model of Chapter 4
to model reflection from environment primitives such as aplan edge, a corner and
a cylinder. The modified models has been validated in laboyatxperiments. Also
a method has been proposed to find the orientation of a plasth@mredge based on
reflection measurements. This method has only been testbdmadeled reflection
intensities.
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Chapter 10

Conclusion and Future Work

The aim of this research project, was to develop a methodstimating 3D positions
from measurements of intensity of reflected light, usingraayeof infrared emitters and
receivers. This has been accomplished. Also accomplisteeckaults for 2D position
estimation, using a very simple algorithm, and some resrtsising the sensors for
robot navigation sensors.

10.1 Conclusion

In Chapter 2 the theory of light and light reflection was idnoed, and a number of
different light reflection models was reviewed. Based os tieview the Lambertian
reflection law was selected as appropriate reflection madehfs work.

Chapter 3 describes the sensors used in the laboratoryiees, together with the

signal processing used to modulate and demodulate theseiinéiteived light using the

Rudin-Shapiro transform. Also the measurement noise ofénsors was investigated,
and was shown to be Gaussian.

The 3D Reflection Map Model developed in Chapter 4 is a geooadlir based reflec-
tion model. The 3D Reflection Map Model models the intensftjight emitted by a
point source, reflected by a spherical object, that readieseiceiver. The model in-
corporates the positions, orientations and charactesisfithe light emitter respectively
the light receiver, and the position, size and reflectiompprties of the spherical object.
Laboratory experiments has been carried out to validat8EhReflection Map Model,
and the model was found in good accordance with the measutetsities of reflected
light.

109
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Two methods was proposed in Chapter 5 for estimating paoditam reflection intensi-
ties. Both methods relay on the 3D Reflection Map Model andches the parameter
space for best fitting object position. The first method pemulds a “naive” search where
a grid of possible positions is tested and refined until sefficprecision is reached.
This method is very computationally demanding, becauseyragaluations of the 3D
Reflection Map Model are needed in every iteration. The sg#@vaposed method for
estimating the object position is based on the Nelder-Méeaglex algorithm to search
the space of positions in the model. This search algorithes osly a few evaluations of
the 3D Reflection Map Model for each iteration step in thedearocess, an is therefore
more efficient when considering computational load. Chefptends with showing that
the proposed method based on the Nelder-Mead simplex #igogives good results
when using modeled reflections.

Chapter 6 contains results of applying the Nelder-Mead Eirglgorithm based method
for position estimation from reflections to real measurditecgion intensities. The
method is shown successful for reflections of a ball objewd,tae robustness and com-
putational demands of the method is investigated. Thissiiyation results in choosing
a subset of reflection measurements, for implementationrinreTouch Screen pro-
totype, based on the proposed method. The robustness ofdtiednallow the ball
object to be replaced by a human hand and still be functidtially the positioning of
sensors are investigated with respect to optimal placeraedtsome results are found
which indicate that the sensor setup used for the non-Toades is not optimal.

During a three month visit to Alcala University it was propdsgo use the sensors for a
human-machine interface (HMI) for a wheelchair. The HMIsldanake it possible for
the wheelchair user to control the motion of the wheelchgihbad movements. The
method for such a HMI is described in Chapter 7. This work leathe development
of a simple method for determining the two dimensional pasiof an object directly
from the measured reflection intensities. Furthermoreanpaipplication has been filed
for the position detection method, the patent applicatiamber is PA 2005 01217, and
it is entitled "Method for touch-free human-machine inded".

The HMI for wheelchair control has been implemented on th&M8D wheelchair of
Alcala University, as described in Chapter 8. The protoigpglementation has shown
that the HMI works as expected and that a wheelchair can beeatlen precisely with
this HMI.

In Chapter 9 reflection models of environment primitives basn developed, based on
the 3D Reflection Map Model of Chapter 4. The environment fiives included are
plane, edge, corner and cylinder. Laboratory measurerhastbeen used in validating
the models, and there is good accordance between measusemdmodel. The simple
direct method for determining 2D position of an object hasrbadapted to use for
estimating orientation of objects for use in a mobile robte orientation estimation
method has been successfully tested on modeled reflectamsf plane and an edge.
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10.2 Future Work

The work on this project has resulted a number of useful ndsthbut there are still
areas where additional work is needed.

The proposed methods for estimating 3D position from rafiestin Chapter 5 is based
on the 3D Reflection Map Model of Chapter 4. For this model t@abeurate is needs
to be calibrated mainly due to variations in emitter chagastics and object reflectivity.
The calibration procedure used relay on reflection measemé&sof the object in a grid
of positions in the region of interest. Development of a danpalibration procedure is
highly desirable.

The 3D position from reflections method proposed are onlietewith a fixed set of
reflection measurements. The encoding/decoding methatiimseodulating the light
opens the possibility to estimate the noise on the measuntsmas proposed in [16]
and [19]. This could be utilized to only consider the reflectmeasurements with best
signal to noise ratio, and this way lower the computatiomahdnds in estimating the
position.

Further work is also needed on the optimal sensor placemetiié non-Touch Screen,
and in general. In Chapter 6 the sensor setup for the nonkT8aeen was found not to
be optimal in the sense considered there. So further imag&in and experiments are
needed to validate the results obtained with respect tongpgensor placement.

Considering the HMI for control of a wheelchair, further \@s needed to find a suitable
set of commands, especially the possibility for the useavitch the HMI on and off is
desirable, to prevent unintended wheelchair movementsvign having dinner. Also
the robustness against direct sunlight and other sourcbghtfneeds more work, to
make sure the HMI is fully functional in all practical sitiats.

The results on navigation sensor for a mobile robots havbewn tested experimentally,
and the methods are not developed to the same extend as #nerathods proposed in
this thesis. To show that the proposed models and methodssafel in practice more

work in this area is needed.
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Appendix A

Material for Shielding

In parts of the project a positioning device have been efijzZfor moving a ball to
predefined positions, with the purpose of measuring thengities of the infrared light
reflected from this ball. Therefore the positioning devieeded to be coated/shielded
such that the reflection of infrared light from the positiogidevice was limited to a
minimum, and there by not disturbing the measurements bt ligtensities reflected
from the ball. Also the infrared LED’s and photodiodes usad tihe unwanted property
of emitting respectively being sensitive to light on/fronetrear side, so shielding was
also needed here to be able to fit both emitter (LED) and recéphotodiode) into the
same housing.

A.1 Non-Reflective Materials

In order to find a material that was goodN®T reflecting infrared light a number of
different materials was tested for their reflectivity ofraafed light. The materials is
listed in Table A.1, both materials that was expected to hawereflectivity and some
which was expected to have high reflectivity for the infraligdt used was tested.

The materials 1-7 are different paints for the test piecegaafden stick, as material 8
with diameterlOmm was painted with the different types of paint. The mate8a-15
was formed to a cylinder also of diamet&mm.

The test for reflectivity was made by attaching the stickimlér to the positioning de-
vice, and then sliding the material under test along a linfeant of an emitter-receiver
pair perpendicular to the direction of the emitter-recepar, as shown in Figure A.1,
the distance from stick/cylinder @mm.
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No. | Name Color Gloss
1 | Blackboard paint dark green mat
2 | Sericol screen ink, Polyplast PY black mat
3 | Maraplak MM073 black mat
4 | Alflex 50 + 90 mix black semi glossy
5 | Maraplak MM64 light green mat
6 | Maraplak MM067 grass green | mat
7 | Maraplak MM059 royal blue mat
8 | Wood - mat
9 | Self-adhesive vinyl film black mat
10 | Self-adhesive vinyl film gold glossy
11 | Self-adhesive vinyl film black glossy
12 | Self-adhesive vinyl film medium green glossy
13 | Coated plastic black mat
14 | Self-adhesive vinyl film transparent glossy
15 | Card board black mat

Table A.1: Materials tested for reflectiveness of infraigtt.

D Emitter/receiver pair

Figure A.1: Setup for measuring reflectivity of differentterdals.

The intensity measurements of the reflected infrared lightttie different materials
and a measurement with no stick/cylinder present are shoviaigure A.2 where the
different sub-plots are numbered as in Table A.1. Note,ttheay axis is different from
sub-plot to sub-plot. The units are sample number onthgis and sampled value on
they axis.

The sub-plots 12, 3, 4, 9, 11, 13 and 15 is obtained from measemts on black materi-
als, all mat except materials 4 and 11 which are glossy, aacetative high fluctuations
on sub-plot 4 are due to the fact that a wooden stick is noeptyfcircular, but more
like to a circle with an overlaid cosine, giving more peakdlese are several angles
where specular reflection is high. For matetiathe spikes is assumed to have a similar
origin, because the cylinder of self-adhesive vinyl filmas perfectly circular. The mea-
surement marked “no” in the lower left hand sub-plot in Fey#.2 is a measurement
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Figure A.2: Measurements of reflected infrared light from different materials.

without a stick/cylinder present and shows the backgroefidation resulting from the
positioning device. Subtracting this background “noisehf the measurements gives
the result shown in Figure A.3, still with differeptaxis.

Based on the measured intensity of the reflected light showigiure A.3 the materials
can be grouped into three groups, black materials, blacklEint, and other materials.
The green blackboard paint is the only one with measuredéities in the range 250—
1500. The various black materials have all measured peakcted light intensities less
than 250 both for mat and glossy materials. The remainingriads tested have all
measured peak reflected light intensities above 1500 wétldéinker green ones being in
the lower end and the transparent self-adhesive vinyl filairfgethe highest reflectivity.

As expected the black materials had the least reflectivitinfsred light. Amongst
these there are quite some differences in reflectivity, tieewith lowest reflectivity is
material no. 4, mat black self-adhesive vinyl film which has@asured peak value of
less than 45, and in the other end (not considering the tresglones) is no. 15, black
card board with a measured peak value of about 165.

The measurements have been replicated with a distari@®fm from emitter/receiver
pair to stick/cylinder passing by. The result of these messents are shown in Figure
A.4. Compared to Figure A.3 the measured peak values for atiérals are reduced
with a factor of approximately 10. Also note, that the for thve glossy black materials



116 Material for Shielding

400 1 60 2] & 3 20 ]
40
40 100
200 20 20
0 0 0 0

2000 4000 0 2000 4000 0 2000 4000 0 2000 4000

5 6 7 g
2000 1388 2000 2000
1000 500 1000 1000
0

0 0 0
2000 4000 0 2000 4000 0 2000 4000 0 2000 4000

1 11 12
40 9 2000 0 100 1500
20 1000 50 1000
0 500
0 0

0
2000 4000 0 2000 4000 0 2000 4000 0 2000 4000

150 13| 3000 14| 150 15
100 2000 100
50 1000 50
0 0

0
0 2000 4000 0 2000 4000 0 2000 4000

o

o

o

Figure A.3: Measurements of reflected infrared light frora tlifferent materials, cor-
rected for background reflections, distance to se68om.

(no. 4 and 11) there are high spikes. This is because thendesteom stick/cylinder to
the measuring photodiode is increased, and the physicaladirthe light sensor results
in a low-pass filter of the incoming light. Because the stigkhder is sliding by at this
larger distance, the time where the specular reflectiondsgmt is very short and hence
eliminated by the low-pass filtering effect.

The mat black self-adhesive vinyl film is the best of the miatein this test for shielding
against unwanted reflection of infrared light.

Itis worth noting, that black blackboard paint was not aafali¢ at the time of this inves-
tigation is expected to reflect very little infrared lightsidg this material for shielding
was suggested to the author by Steen G. Hanson from Risg.

Other materials with low reflectivity for infrared light hégen found during the work
is black anti-static foam used for IC’s and the black plasten anti-static bags. Both
materials seems to have good properties when used in sitgatthere reflections of
infrared light is unwanted.
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Figure A.4: Measurements of reflected infrared light frora tlifferent materials, cor-
rected for background reflections, distance to seh2omm.

A.2 Blocking Infrared Light

An other type of shielding found necessary was to prevemaiatl light from being
emitted into the housing of the emitter/receiver pairs ftbmback end of the LED's. It
is unappropriate to have the infrared light emitted into ltbeising because the photo-
diode in the receiver part is sensitive to infrared lightfirthe rear side as well as from
the front side. The result of this in the first sensor build ted the light from the back
end of the LED saturated the photodiode in the same housing.

Here all kinds of materials that is non-transparent to liggirt be applied, and one simple
solution would have been to separate emitter and receiveeparate housings of e.g.
aluminum. This solution was not appropriate because it lehlthosen to have the
emitters and receivers placed close to each other in pairso®e material that could
be used to block the infrared light within the housing hadeddund.

Special Non-transparent paint made with the purpose ofeptévg light from shining
trough was found effective when applied to both rear end @D and the back side
of the photodiode, in a sufficiently thick layer.

Other materials used for interrupting infrared light iscthcard board from cardboard
boxes, and the black self-adhesive vinyl film, the black-atetic foam for IC’s and
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black plastic from anti-static bags also used to preventctfins, as it often has been
found useful that the material used to interrupt infrargtitido not reflect infrared light
either, because placed close to an emitter/receiver pair.



Appendix B

Position Device

One of the key goals in this project is to make a 3D input deface computer, where
the position of the object is found based on output from lost optical sensors. To be
able to validate the system, and for use in the investiggtfoness it is crucial to know
the actual position of the object. A positioning device igaded to be able to position
the object at a known position.

The position device have to fulfill the following list of remements:

e Position in three-dimensional space
e Cover positions withir80cm x 60cm x 60cm

e Reposition withind.3mm

Computer controllable

“Invisible” to infrared light

e Low noise (electro magnetic)

The choice to custom construction of the position device wasle. Three linear
drive units, EImore ECO 60 RSR2, three Panasonic servo metith servo drivers,
MUDS5A5A1A, was fitted to a frame as shown in Figure B.1.

The size of the three linear drive units make the three-dsioeal positioning cover
the required area. An interface to the servo drives givespeten controllability, and

a reference point search gives the required precision. Gleelectro magnetic noise
requirement was fulfilled by using the option to turn off tleew® drives. Finally the po-
sition device was made reasonable “invisible” to infraiigtii, by mechanical shielding
of the problematic parts.
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Figure B.1: The position device used to position the objeet known position.
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