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Abstract

Traditionally, marine boilers have been controlled usilagsical single loop controllers.
To optimise marine boiler performance, reduce new ingtaliaime and to minimise
the physical dimensions of these large steel constructionsre comprehensive and co-
herent control strategy is needed. This research dealghéthpplication of advanced
control to a specific class of marine boilers combining walhlkn design methods for
multivariable systems.

This thesis presents contributions for modelling and admtirthe one-pass smoke tube
marine boilers as well as for hybrid systems control. Mucltheffocus has been di-
rected towards water level control which is complicated by hature of the distur-
bances acting on the system as well as by low frequency saeng®. This focus was
motivated by an estimated large potential to minimise theebgeometry by reducing
water level fluctuations. Strategies for achieving suchl,do@sed on model predic-
tive control, are suggested while pressure control is &eldidy using a multivariable
control setup.

The thesis further directs attention towards control ofldbéers in load situations re-
quiring on/off switching of the burner. A new strategy fornidéing such situations
based on a generalised hysteresis control approach isnpedseThe solution is opti-
mal according to a specific performance and the new methog: gmmising results
compared to traditional methods and existing optimisaliased methods (finite hori-
zon model predictive control). In the thesis the pressurdrobis based on this new
method when on/off burner switching is required while thaewdevel control is han-
dled by a model predictive controller.

The thesis is presented as a collection of eight papers ggaed by a short intro-
duction of the marine boiler plant, motivation, backgropsisimmary and conclusions.
The first paper (A) discusses modelling and control of a nirdlocharged burner unit.
The derived model is compared with measurement data, andteotetrategy for the
burner is suggested.

In the second paper (B) a model of the marine boiler is preskaibng with application
of linear quadratic Gaussian control to control pressuckveater level in a test boiler.
In the third paper (C) a thorough analysis of the marine baitatrol properties is



presented. In the following paper (D) a model predictivetaarstrategy for controlling
pressure and water level in the boiler is presented alony sihulation results. This
paper introduces an extra complexity to the control proldgroonsidering cooperation
with a waste heat recovery boiler. In the fifth paper (E) ressgdithered from Papers B,
C and D and experience gained over the project period areatedl into a statement of
limits of performance for the marine boiler along with simpbntrol design guidelines.
In the sixth paper (F) finite horizon model predictive cohtsoapplied to control of
marine boilers when the load situations require on/off burcontrol. In the seventh
paper (G) one of the new strategies suggested in Paper (l8}l lzas a generalised
hysteresis control approach is applied to the marine baildrdelivers more appropriate
performance than the finite receding horizon strategy pitesan paper F.

The final paper (H) discusses problems with finite recedingzbn control for sys-
tems with discrete input and states converging to a limitecyEurther, new methods
handling these problems are introduced derived from ifindrizon aspects.



Synopsis

Marinekedler har traditionelt veeret styret af klassiskketirslgjfe regulatorer. For at
optimere ydeevnen af marinekedlerne, reducere instalistiiden samt minimere de fy-
siske dimensioner af disse store stalkonstruktioner ebdey for en mere omfattende
og sammenheangende reguleringsstrategi. Dette projekarmfiér avanceret reguler-
ing af en specifik klasse af marinekedler ved at kombinerelieedesignmetoder for
flervariable systemer.

| afhandlingen praesenteres bidrag inden for modelleringegglering af et-traeks ro-
grers marinekedler savel som inden for regulering af hgbsigstemer. Der er specielt
fokuseret pa vandstandsregulering, hvilket er komplicafarakteren af de forstyr-
relser, der pavirker systemet samt af lavfrekvent maledbaitte fokus var motiveret
af et estimeret stort potentiale for at reducere kedlerivegmsioner ved at minimere
fluktuationer i vandstanden. Reguleringsstrategier,leapd model praediktiv reguler-
ing, fremsaettes for at n& malet, mens trykreguleringen edteéet ved at anvende et
flervariabel reguleringssetup.

Afhandlingen retter derudover fokus mod regulering af kedllast situationer, som
kreever teend/sluk skift af breenderen. En ny strategi, bapéret generaliseret hys-
terese reguleringsprincip, til at handtere sadanne &inmter preesenteret. Lasningen
er optimal i forhold til et bestemt ydeevne kriterium, og deser lovende resultater
sammenlignet med traditionelle metoder og eksisterentmepngsbaserede metoder
(endelig horisont model praediktiv regulering). | afhandgin baseres trykreguleringen
pa denne nye metode, nar taend/sluk skift af breenderen kreaees vandstandsregu-
leringen er handteret med en model praediktiv regulator.

Afhandlingen bestar af en samling af otte artikler indledtdren kort introduktion
til marinekedler, motivation, baggrund, sammendrag samnkkision. Den fgrste ar-
tikel (A) diskuterer modellering og regulering af en ny tolddet breender enhed. Den
udledte model bliver sammelignet med male data, og der leb/én reguleringsstrategi
til breenderen.

| den anden artikel (B) opstilles en model af marinekedlentsen regulator baseret
pa lineser kvadratisk regulering til regulering af tryk ognelatand i en test kedel. |
den tredje artikel (C) preesenteres en grundig analyse afemggsegenskaberne for



marinekedler. | den efterfglgende artikel (D) preesentsiresilerings resultater for en
model preediktiv reguleringsstrategi til at styre vanddtag tryk i kedlen. Denne artikel
introducerer en ekstra kompleksitet ved at betragte #itet med sammenkgrsel med
en udstagdningsgas kedel. | den femte artikel (E) er resuftatfra artiklerne B, C, og
D samt erfaring samlet gennem projektperioden samlet tieeiegarelse for ydeevne
begreensningerne for marinekedlen samt simple retningstihdesign af regulatorer.

| den sjette artikel (F) er endelig horisont model preedikeiyulering anvendt til styring
af en marinekedel i last situationer, der kraever teend/stegnbler styring. | den syvende
artikel (G) er en af de nye strategier, som er foreslaetkelrti og baseret pa en gener-
aliseret hysterese regulator, anvendt pa en marineked®lden yder mere tilfredsstil-
lende end model praediktiv regulering med endelig horisemty praesenteret i artikel
F.

| den sidste artikel (H) er problemer med anvendelse af @ntlelisont model praedik-
tiv regulering pa systemer med diskrete input og tilstargten konvergerer til en
greensecyklus, behandlet. Nye metoder til at handtere giss#demer, udledt fra et
uendelig horisont perspektiv, er introduceret.

vi
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1. Introduction

This thesis is concerned with modelling, analysis and cbofrmarine boiler systems.
The goal is to develop advanced control strategies capéblenalling the complex dy-
namics of these constructions while seeking to minimisewnlatel variations to allow
reduction of the physical boiler dimensions. This must dd@eaed while maintaining
an acceptable pressure performance.

1.1 Background and Motivation

This project was proposed by Aalborg Industries A/S (Al).

Al has 15 subsidiaries located in 13 countries. Each sunsidias its own markets
and competencies. In the year 2006 Al had a net turnover of RQKI46.9 million,
presenting a result of DKK 109.2 million [Al, 2006]. The nuertof employees in 2006
averaged 1906 worldwide. Al is the global market leader@ast and heat generating
solutions primarily for marine applications. The core bgsis is to supply and service
marine and offshore concepts characterised by boilerg, gas systems, thermal fluid
systems, burners, control systems and other related aceessFurther activities are
within service and supply of industrial boiler plants. Tloeds of this thesis is on the
marine steam boilers, burners and control systems.

To remain competitive on the marine boiler market Al has fbitmecessary to make
their boilers more compact, cheaper and at the same time effaoient. Furthermore,
there is a demand for easier operation, less maintenanctasted and more efficient
new installation of marine boilers. Achieving these imprments requires optimisation
of the dynamic behaviour of the boiler through control ashaelconstruction. Espe-
cially regarding construction, new burner technology imbaation with improved
boiler heat transfer efficiency have recently allowed forencompact boiler designs.
Integrating the boiler construction and control systenuithfer believed to help protect
the product against copying.

As marine boilers are operating off shore, security demamedshigh compared with
industrial onshore boiler plants placing high demands enctintroller regarding e.g.
boiler water level and pressure control. Further, the negimiler is often vital for ship
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operation and high availability is expected. This meansttiexe is a demand for a high
level of automation and reliable fault detection and accauaation.

Basically, marine boiler control is a matter of keeping wdével and pressure near
specified setpoints. Today, the background theory useddsigding marine boiler
controllers is based on single loop processes (ignoringrthikivariable nature of the
process) resembling the principle applied to steam endige3ames Watt in 1788.
These controllers are adjusted by the sevice engineer amigsioning, which re-
quires relatively large resources and further by no meassren optimal performance.
This means that since the first marine boiler was built in Agdbin 1912 there have
been only few developments in the basic control algorithnoweler, due to the in-
creased market competition Al has found it necessary totowkrds the development
of a more comprehensive, versatile and coherent contrédisysA new control sys-
tem is currently under development, which together withvgafe tools as MTLAB ®
/Simulink® and Real-Time Workshdp allows for rapid prototyping and faster imple-
mentation of new advanced control strategies. Further, thnepast few years Al has
initiated many student projects at Aalborg University feed on applying model-based
control and fault detection algorithms to a specific boienily; the oil-fired one-pass
smoke tube boiler. This thesis focuses on model-basedataiftihe marine boiler and
related topics.

1.2 The Marine Boiler

This section will give a basic introduction to marine baslén order to make the reader
familiar with the application. First, a short introductitmthe application of these large
steel constructions is given and the basic functionaligxiglained.

The class of marine boilers described in this work is usedffshore steam produc-
tion. The offshore carriers span from FPS@ssels, tankers, container ships and bulk
carriers to passenger liners. The steam is used in a wide i@rgpplications, among
others:

e Keeping heavy fuel in tanks at 45°C

Preheating the fuel tez 120-140C before it enters the ship engine and boiler
burner

Keeping oil and other cargo in tanks at a suitable tempezatur

Heating cabins, producing hot water and producing freskemwat
e Steam driven cargo pumps

e Tank cleaning.

IFloating, Production, Storage and Offloading
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The reasons for using steam for these purposes are manyn s&sa high energy
content, it takes up little space, it is easy to transportthrcverall boiler system has
a high efficiency.

Typically two types of steam boilers are present on the shifps oil-fired boiler and
the waste heat recovery (WHR) boiler, also sometimes rafdoas the exhaust gas
boiler?. A ship can have more than one of each. The oil-fired boileraiiy active
when the ship is in harbour, whereas when at sea the WHR bakllestover and is
supplemented by the oil-fired boiler when the steam consiomgxceeds the WHR
boiler's capacity. The two boilers are usually combined icoafiguration where the
WHR uses the steam space of the oil-fired boiler. However, 86 alupply WHR
boilers (the smoke tube WHR boilers) which can have their awara space.

The boiler family addressed in this work is the oil-fired queess smoke tube boiler
interconnected with the water tube WHR boiler. A drawing aftsa configuration is
shown in Figure 1.1.

Steam flow * * Exhaust gas
—
Exhaust gas Feed water flow
-
]
I
‘ Oil-fired
WHR boiler
boiler “
[ —
I
-
. Fuel flow

Engine waste heat Circulation

Pump
Figure 1.1: Drawing of side-fired marine boiler interconnected with a WHiRdy.

The oil-fired boiler differs from other boiler designs in tways: it is side-fired and

the flue gas passes straight through. These side-fired $ailersimple in design, have
larger efficiency compared to other designs and use leds stee

The boiler consists of a furnace and flue gas pipes surroubgecater and steam in

2For an extensive overview of boiler designs and functioes[sarsen, 2001; Spirax, 2007].
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what will be referred to as the water/steam part or drum obthiker. In the top left side

of the boiler the steam is let out and in the top right side feater is injected.

A mixture of air and residual fuel is injected into the fureaghere it is ignited and

burned. A combination of thermal radiation and convectimtributes the heat to the
furnace jacket and heats the surrounding water. The gastirerombustion (flue gas)
leaves the furnace through the flue gas pipes and contritiutessating of the water and
steam by thermal convection through the pipe walls.

The WHR boiler is placed in the funnel of the ship. The desigetcthked in Figure 1.1

is a water tube boiler, especially designed for heat regovem diesel engine exhaust
gas. These boilers use forced circulation. The water isléaken from the bottom of

the oil-fired boiler. The water is then heated by the engif@agt gas, and the mixture
of steam and water exiting the boiler is injected in the tofhefoil-fired boiler.

1.3 State of the Art and Related Work

The steam boiler technology is over 200 years old and camesita complicated mul-
tivariable nonlinear process. Nevertheless steam balersontrolled with controllers
whose background theory is based on SISO (single inputesmgbut) processes. This
is general for both industrial and marine steam boilers. Stkam pressure is controlled
using PID, control in some cases supplemented by a feedfdrin@m the steam flow.
The water level is controlled using what is known as single,ar three element control
[Pedersen et al., 2003]. Single element control makes uggedback from the water
level only. Two element control adds a feedforward actimmfithe measured steam
flow to the feedback law. Finally three element control addhé feedback a separate
loop which has the purpose of continuously adding the sanwuanhof feed water to
the boiler as the amount of steam leaving by measuring botfs fla he type of water
level controller depends on the specific boiler type. Howethe water level feedback
controller is normally pure proportional action. For smailers both the water level
and pressure can be controlled using a hysteresis comtsalglying an on/off control
signal to the fuel valve or feed water pump rather than a naptis control signal.
Advanced model-based control has evolved much during ghedmtury and has shown
potential in many industries. However, even though modeleld control has had suc-
cess in other industries it has had difficulties being adbpte¢he marine steam boiler
industry. Therefore, there is a potential for improvemenlsch is also backed by
economical and competitive incentives:

e A better controller for the water level can allow for more quant boilers with
reduced water and steam volumes.

e Using new signals can allow for better combined operatiowilefired and WHR
boilers, which again allows for more compact boilers.
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e The performance at low load where on/off burner switchingeguired can be
increased.

e Advanced control strategies can allow for burners whichlmacombined with
more compact boilers.

e Using control system analysis it is possible to find out whnaité the achievable
performance.

Looking in the literature numerous works can be found on imgeand advanced con-
trol of the steam boiler. However, most of these examplecandéined to simulation
studies. In the field of power plant boilers, advanced cdstrategies have been stud-
ied for some years now. In [Mortensen, 1997; Mortensen £1888], a gain scheduled
linear quadratic Gaussian (LQG) regulator designed to agwvgtoad following capa-
bilities of once through boilers was presented. In [Hangstd998], a gain scheduled
H, controller was developed for control of steam pressure emgérature in the same
process. In [Mglbak, 1990], generalised predictive cdnti@s applied for control of
super heater temperature. More recently related work wesepted in [Rossiter et al.,
2002]. In [Lee et al., 2000], a constrained receding horialgorithm was applied to
a nonlinear boiler-turbine model, and in [Kothare et alQ@0a similar algorithm was
applied to level control in the steam generator in a nucleagp plant. Both these later
works address extension of the algorithms to linear pamnvatying processes.

Even though experience from the power plants can be useglithetill a large challenge
in introducing advanced control for marine boilers to reéoh improvements listed
above:

e Introduction of advanced model-based control requiresaisothat reflect the
system dynamics with sufficient precision. As new boilerd barners are de-
veloped, model-based control requires a considerablet eéfgarding renewed
model work and model fitting for every new boiler type.

e The boiler control must be adjusted to the operating comutfor marine boilers
characterised by frequent large variations in the steadh loa

e Satisfying demands to the system requires careful coratidarof the perfor-
mance requirements and knowledge of the control propentidse system.

e Optimal on/off burner control requires a new control themrype developed.

Furthermore, the configuration of the WHR and the oil-fireddyas a special solution
in marine boiler systems.

Dynamic models and hereby also model-based control até/eanew subjects in the
field of marine boilers. Al began these studies five years agohave since initiated
student and Ph.D. projects at Aalborg University, see efqdérsen and Jgrgensen,
2007; Hvistendahl and Solberg, 2004; Persson and Sgre2(¥e®y;, Sgrensen, 2004].
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1.3.1 Boiler modelling

As we are interested in controlling the whole boiler systemgdels of both the boiler,
the burner and the feed water system are of interest. We @reated in deriving mod-
els based on first principles rather than using system fiigatton techniques to specify
a black box model based on e.g. linear parametric modelan{.j1999]. This tech-
nique is adopted as these models tend to be valid over a wp@eating range. The goal
is to derive lumped parameter models that reflect the plamaihjcs as well as possible
based on knowledge of the system behaviour and measuremérgsapproach is also
taken to achieve insight into the boiler system processthEyrdetailed models like
these will be of great value as a simulation platform for colfer designs.

Early work on lumped first principle dynamic models useful &lvanced controller
design for the drum boiler can be found in [Chien et al., 1958pre recent publi-
cations are [Pellegrinetti and Bentsman, 1996] and the lpopoodel by Astrém and
Bell published in [Astrém and Bell, 2000]. The main diffiquih modelling the boiler
dynamics is caused by the distribution of steam below themsairface. This steam
introduces a phenomenon called shrink-and-swell on thenmetel [Astrom and Bell,
2000]. This is seen as a non-minimum phase zero in the resiamm steam flow, feed
water flow and fuel flow to the water level. Many proposals fatescription of the
distribution of steam bubbles below the water surface haemllocumented — see e.g.
[Astréom and Bell, 2000; Andersen and Jgrgensen, 2007; KiinGiroi, 2005; Solberg
et al., 2005b; Sgrensen et al., 2004]. Most of these are lmsadsumptions and all
end up including empirical constants to be estimated to ditntodel to process data.
In [Kothare et al., 2000], an approach was taken to model tllertbas a collection of
linear models in which a non-minimum phase zero is easilgriesl. A summary of
developments in modelling of boilers can be found in [Sgean2004] where a model
of the WHR boiler is also presented.

The feed water system can be modelled using standard expreder flow through
valves and pressure delivered by pumps — see e.g. [EastoMe@dnkey, 1993].
Also, the standard pressure atomising burner does not eawysmodelling difficulties.
However, we must also address a novel burner which insteadcofiventional fan is
equipped with a gas turbine. The gas turbine is among othgs panstructed of a
turbocharger. When constructing a model of this burner iseful to look towards the
automotive industry where especially the turbochargerrbasived much modelling
attention — see e.g. [Amstutz and Guzzella, 1998; Jensdn £941; Jung and Glover,
2003; Kolmanovsky and Moraal, 1999; Mller et al., 1998]s@bas turbine theory is
described in [Saravanamuttoo et al., 2001], and a modetdtiosary gas turbines can
be found in [Sekhon et al., 2006]. In most works the flue gaseistéd as an ideal gas
for which the general physics can be found in e.g. [SerwayBeidhner, 2000].
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1.3.2 System analysis

It is important to analyse the properties of the system pnosetting up proper per-
formance criteria, selecting control strategy and desigjicontrollers. Many methods
exist for evaluating control structure design — see e.g.ciBjawski, 1989; Skogestad
and Postlethwaite, 1996]. We shall use methods for findingtalsle input/output pair-
ing and evaluating performance of decentralised contllbleasures as the Relative
Gain Array (RGA), [Bristol, 1966], and fd x 2 systems, Rijnsdorp’s Interaction Mea-
sure (RIM), [Rijnsdorp, 1965], are popular analysis toaslinear systems. Both of
these are frequency dependent tools which can be used foingugt/output pairing,
evaluation of potential control difficulties and provisiohinformation on sensitivity
to certain types of uncertainty. Further, using these nreasstability and performance
under decentralised control can be addressed before doiagtaal design.

Both the RGA and the RIM are frequency domain measures. Hemvéme domain
analysis is equivalently important, especially for noaéin systems where frequency
dependent tools are not suited. The book [Hirsch et al., pO04lifferential equations
and dynamical systems along with the book [Lee, 2006] orefitial manifold pro-
vide time domain tools for analysing linear and nonlineatsms — see also [Khalil,
2002]. These references also provide tools for analysie@xtistence of limit cycles in
nonlinear systems.

1.3.3 Controller design

There are many methods for controlling MIMO (multiple inpuautltiple output) pro-
cesses such as the marine boiler. These span from classezitdalised control meth-
ods based on SISO linear process theory in combination etiforward control to ad-
vanced nonlinear model-based MIMO controllers. As in matmgoindustries the total
marine boiler system is a large-scale process, and thecd @e but many controllers
implemented to take care of various tasks. These contsaler often implemented in a
control hierarchy differentiated by the necessary updatguiency of the controller and
the complexity of the tasks.

Process control hierarchy

In Figure 1.2 a pyramid showing the industrial process abhiierarchy is shown. This
structure allows for handling of the increasing complekitindustrial processes. From
the figure it can be seen that the closer we get to the prodess|dser we get to the
bottom of the pyramid.

The controllers at the bottom level handle e.g. flow and supptssure control. The
dynamics and actuators in these processes are fast, usuatly faster than the dy-
namics seen at the middle level. Furthermore, the contsolised in these systems are
usually SISO controllers with update timés,, specified in seconds or lesk, ~ s.
The bottom level controllers are often combined with thedtedevel controllers in a
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Economic optimisation

Portfolio/plant (static optimisation)

management

MIMO/decentralised control

Units, plant (MPC, LQG, Ho., etc.)

process control

Actuators: pumps, valves, etc. SISO control
materials/flow control (PID)

Figure 1.2: lllustration of the process control hierarchy as employethaindustry. The different levels
seen from the bottom corresponds to task of increasing coditylnd hence longer controller update times.
Further, the models used for controller design at the bottearidvels are dynamic whereas the models used
at the top level are often static.

cascade configuration. The models used in control desigtigsalevel are dynamic.
The controllers at this level often have the purpose of liisggy gains, reducing input
uncertainty and attenuating input disturbances.

The middle level controllers are the process controllerg, ¢he boiler pressure and
water level controllers. These controllers are often moreex than at the lower level
and the MIMO nature of the process is efficiently handlediatl#vel. The update time
at this level is in the range of minutes or le$%,~ min. Also the models used for the
controller designs are dynamic.

In relation to the marine boiler system the top level of therdichy could be seen as the
overall ship-wide control, if such control existed. Thisumbbe overall ship efficiency
optimisation. The update frequency of controllers at thigel will usually be in the
range of hourd’; ~ h. Furthermore, the models used at this level are often sfhiie
output of these controllers are future setpoints for thedbeitevel controllers.

At both the top and middle levels it is often necessary to e tathandle constraints on
process outputs, e.g. water level, pressur©r. concentration in the exhaust gas. In
this thesis we will work on the bottom and middle levels of ierarchy. Especially we
will later address the model predictive controller (MPC)iethis found at the middle
level.

Control methods

See e.g. [Astrom and Hagglund, 2006; Franklin et al., 199981 Haugen, 1994;
Skogestad, 2003] for design and tuning rules for the PIDrotlats and feedforward
elements for SISO processes. It is possible to take the cmgdings in MIMO pro-
cesses into account while still allowing for a controllesigm based on SISO process
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theory. This can be achieved by introducing a decoupling/éen the loops that inter-
act, — see e.g. [Gagnon et al., 1998; Luyben, 1970; Wade ] 188&n from the input to
the decoupling element, the decoupling element plus theegsorepresent a diagonal
process. We will use a decoupling scheme to analyse the teoffMIMO control.
Apart from the classical control strategies there are a rurabadvanced model-based
control strategies relevant for control of the marine boil&@hese are e.g. optimal
control, robust control, nonlinear control and adaptigi/gining control.

There are many variants of optimal control, [Athans and FE#66; Lee and Markus,
1967]. We will use both time-optimal control, [Lim, 1969; 18ag, 1998] and the lin-
ear quadratic Gaussian (LQG) control. Loop transfer rego(leTR) is a method for
robust tuning of LQG controllers. The LQG/LTR procedure ¢enfound in [Doyle
and Stein, 1981; Maciejowski, 1985, 1989; Saberi et al.31,98hich includes both the
continuous time and discrete time case.

The robust controller addresses model uncertainty dyréctihe controller design and
allows for designing controllers that stabilise a chosenilia of plants and further
provides robust performance, — see e.g. [Doyle et al., 1B@derud and Paganini,
2000; Zhou et al., 1996]. Tools such as linear matrix ineitjgal(LMI), [Boyd et al.,
1994], and semi-definite programming (SDP) allows for vemyplex robust controller
designs and especially offers methods for multiobjecte®ighs.

Nonlinear control is still a topic of much research and is ey\woad topic, [Khalil,
2002], and also exists as versions of robust and optimalalor®ne especially attrac-
tive method is gain scheduling, which covers methods sudhvasting the plant gain
and combining multiple controllers into one controller lmheduling. The feed water
system is an obvious plant to apply gain scheduling to asltrg gain can be inverted
relatively easily.

Another class of control strategies relevant to the maroikebplant is the auto-tuning
controllers and the adaptive/self-tuning controllersatgies for automatic tuning of
PID controllers are described in [Astrom et al., 1993]. Weehefer to the methods
which consists of performing an experiment on the open asedddoop process and
from these find a set of controller parameters to be impleeakint the control system
for future operation. Such a scheme would be rather strdggitard to apply to the
marine boiler system if local loops around the feed water faiedl supply had been
closed. There are also methods that continuously adapnesess to the plant— see e.g.
[Astrom and Wittenmark, 1989]. These are for instance adaphd self-tuning control
of which an example is presented in [Bitmead et al., 1990jagisptimal control. These
methods also include the iterative identification and adrgchemes such as presented
in [Hjalmarsson, 2002; Van den Hof and Schrama, 1995; Zaaf),1995]. Especially
closed-loop identification techniques are of interest wiéng these methods, [Forssell
and Ljung, 1999; van Donkelaar and Van den Hof, 1999; Zhu antdys, 2002].

Many other control design methods exist, but especially r@eeives much attention
in this thesis. We have the intention of designing a corgratiking into account con-
straints on both inputs and outputs. Further, we are ineaéis minimising the variance
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of water level and pressure variations which naturally $e@adVPC.

Model predictive control

Model predictive control is a widely applied advanced cohstrategy for industrial
applications [Qin and Badgwell, 1997, 2003]. In relatiomtaler control, examples are
documented in [Kothare et al., 2000; Lee et al., 2000; Rexsstital., 2002]. MPC refers
to the control algorithms that explicitly make use of a pgsceodel to predict future
responses. The algorithm implementation is also known @sdieg horizon control.
At each controller update the predictions are based onmumeasurements gathered
from the plant. They are used to evaluate a performanceiimand an optimisation
problem is solved to find the input sequence which optimiseptedicted performance
over a chosen horizon. Now the first input in the sequencepBegbto the plant, and
the same procedure is repeated at the next controller update

Motivation The model used in the predictions can be both linear and meenli In
this thesis we will look at MPC using linear models and a sgddnd of nonlinear
models called hybrid models, which we will treat later. Foraaerview of linear MPC
see e.g. [Maciejowski, 2001; Rossiter, 2003]. MPC has a murabadvantages over
other advanced control strategies. First of all, as findhegy dptimal input consists
of solving an optimisation problem, it is possible to incargte constraints on both
inputs, rate of change of inputs, outputs and internal statebles into the controller.
This obviously means that even though we refer to it as liMR€, the controller is
not linear. The MPC controller is also pro-active, meaninagt future trajectories of
setpoints and disturbances can be handled in the contugd.seurther, MPC naturally
handles MIMO processes and has the advantages over line@oléers that it allows
for moving the setpoints closer to the constraints withagtreasing the number of
constraint violations.

The process control hierarchyln relation to the process control hierarchy discussed in
the previous section, the MPC controller can be found at tliglle level. The reason
for this is mostly computational complexity and complexafyimplementation, which
means that it is difficult to apply MPC at the lower level whre SISO PID controllers
are most popular. However, lately results have shown thet @vthe SISO case MPC
should be considered over PID as the computational demdrttie &ISO MPC con-
troller are similar to those of PID control, and further thé®! controller in general
outperforms the PID controller regarding setpoint chandegurbance rejection and
constraint handling — see [Pannocchia et al., 2005].

Computational aspectsThe optimisation problem arising in linear MPC using a qua-
dratic performance function is a convex quadratic programgmroblem. Such prob-
lems are the topic of [Boyd and Vandenberghe, 2004]. It isipbs to exploit the struc-
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ture of the MPC problem setup to arrive at very efficient Sohg to the optimisation
problem — see e.g. [Rao et al., 1998]. However, the complexit the computational
resources needed to implement the control law might be vigty. hiTherefore, differ-
ent methods to reduce the online computational load have eggested. These are
for instance the explicit MPC controller found by means ofltimparametric program-
ming, [Bemporad et al., 2002c]. Another way to reduce the gerity is to reduce
the number of free variables. This is done by introducingitidocking [Cagienard
et al., 2007; Qin and Badgwell, 1997] which refers to the apph of constraining the
input sequence to only change at certain times througheuptidiction horizon. We
will use this approach in the marine boiler example. In [Latal., 2006], the authors
suggest another method for reducing the online computtioad. A multiplexed
MPC scheme is presented where the MPC problem for each gabsys solved se-
quentially. Work has also been done in the direction of dezeésed MPC — see e.g.
[Venkat, 2006]. The latter three methods for reducing @antiomputational load are
suboptimal solutions to the original problem whereas thaieix MPC controller is
equivalent to the original controller.

Stability It is possible to construct an MPC controller with guaradtsbility at least

for the nominal case [Mayne et al., 2000; Pannocchia and iRgsyl2003; Rawlings
and Muske, 1993]. In fact stability can be ensured even wisémguinput blocking

[Cagienard et al., 2007]. In particular, it is also posstbleonstruct the MPC controller
in such a way that it defines the constrained linear quadirsiidte horizon regulator
(CLQR) — see e.g. [Chmielewski and Manousiouthakis, 1996ed&r et al., 2004,
Scokaert and Rawlings, 1998].

Output feedback and integral actiont is worth noting that MPC assumes that the
state vector of the plant can be measured. In order to achigypert feedback the MPC
controller must be combined with a state observer as foamt& the Kalman filter
[Grewal and Andrews, 2001]. This means that the stabilisults referred to above
will not hold in the output feedback situation. Differenteahpts have been made to fix
this — see e.g. [Bernussou et al., 2005; Kothare et al., 1996]

Itis also through the state observer that integral actidherMPC controller is normally
incorporated, [Muske and Rawlings, 1993]. When the modedisdentical to the plant
it is not enough to use a model formulation with input chan@@sgrator at the input),
which is why integrating disturbances put in the directiée.@. the inputs or outputs
are estimated to explain the difference between model amt.pl

Controller tuning Tuning of the MPC controller then becomes a matter of botmtun
the gains and horizon in the performance function of thercdiat and for instance the
covariances of the state and measurement noise in a Kalnem blepending on the
problem size, this leaves quite a lot of parameters to beerhoko aid this procedure



12 1. INTRODUCTION

there are methods such as the autocovariance least-squettesd for estimating noise
covariances [Odelson et al., 2006a,b]. Another methodhuviewill use on the marine
boiler example is the loop transfer recovery (LTR) methde (tQG/LTR approach).
Notes on LTR can be found in e.g. [Doyle and Stein, 1981; Mawiski, 1985, 2001,

1989; Saberi et al., 1993]. This approach is for linear ailers, however, for an
example of application to MPC, see [Rowe and Maciejowsk99a]9

Robustness and nonlinearityWork has also been carried out in the area of robust
model predictive control. However, this direction is stillthe development phase and
not yet suited for industrial applications. Two sources o€ertainty are dealt with
in the robust predictive control framework: model unceraiand uncertainty with
respect to disturbances — see e.g. [Chisci et al., 2001;a@aahd Kerrigan, 2006;
Kothare et al., 1996; Smith, 2006].

As mentioned earlier this thesis deals with MPC using limeadels. However, such
schemes only work well when the nonlinear system to be ctedra working around
an operating point. When the operating point is changed flmbminal situation,
the controller might not perform well due to model mismat®me way of tackling this
by still using linear models is to switch among a set of thesmaling to the current
plant state. Examples of this can be found in e.g. [Kothawd.e2000; Pedret et al.,
2000] where the latter refers to this method as model-vgrpiedictive control. This
method has not been used in this thesis but might becomerglevthe future.

There exists a number of tools to assist the engineer inpeirig design, analysis and
development of his MPC controller. The ones that have beed wsthis thesis, apart
from the authors own algorithms, are the multi-parameiliox (MPT-toolbox),
[Kvasnica et al., 2004] and the MPC-toolbox from the The Mébinks , [Bemporad
et al., 2006], which are both software packages farhAB ® .

Hybrid/switching control

In many industrial processes, e.g. the thermodynamicathadical processes a mix-
ture of on/off valves and heating elements might be preseéien describing such
systems they fall into the class of hybrid systems. The redroiler is such a system as
both the burner and feed water valve can be operated conshudown to some min-
imum level whereafter the output from these systems mustiteteed off to reduce
the load further. This means that when operated at low loatesswitching control
must take place. Traditional methods for controlling sugstems are hysteresis con-
trol and pulse width modulation (PWM). However, both these¢hods have a number
of shortcomings discussed in [Solberg et al., 2008a]. Ferf¢ed water system these
shortcomings are not crucial and here we shall use PWM. Hawireghe burner sys-
tem things are more complicated, and in this thesis we wiltstigate how to optimally
control processes which require switching control.

A special property of the systems with discrete inputs isithaome cases the optimal
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state trajectory does not converge to an equilibrium painttd a limit cycle. Such a
case arise in the marine boiler example.

Optimal control of hybrid systems is discussed in e.g. [Beragd et al., 2002a,b;
Egerstedt et al., 2006; Giua et al., 2001a,b; Hedlund antiZzegri999; Riedinger et al.,
1999; Seatzu et al., 2006; Verriest et al., 2005; Xuping ants#klis, 2003]. Many au-
thors have focused on switched linear and affine autonomatierss e.g. [Giua et al.,
2001b; Seatzu et al., 2006; Xuping and Antsaklis, 2003].atigular, it is noticed that
when the switching sequence is predetermined, the optiordta reduces to a state
feedback. However, the focus is restricted to a finite nurobswitches. In [Giua et al.,
2001a], the stability of these systems when the number dtbes goes to infinity, is
studied. However, this is for stable dynamics and with ndaving cost.

We will also make use of terminology from [Frazzoli, 2001afzoli et al., 1999] pre-
senting robust motion planing for autonomous vehicles.

However, to solve our problem we will move in the directionfPC and time-optimal
control. In the MPC framework there are tools such as the WMixegic Dynamical
(MLD) modelling framework, which in combination with MPC &n approach which
allows standard tools to be applied to obtain an optimisorgrol law — see e.g. [Bem-
porad and Morari, 1999; Torrisi and Bemporad, 2004]. In [Mige, 2002; Tsuda et al.,
2000], approaches to handle when the states converge tatayiohe are presented.
Furthermore, a simulation with the MLD framework on an intdia$ process is pre-
sented in [Larsen et al., 2005]. A few offline techniques dasemulti-parametric pro-
gramming and dynamic programming have been suggested litetitedure for defining
the explicit control law — see e.g. [Bemporad et al., 2000y&b et al., 2005]. How-
ever, these methods are most suitable for relatively snyatems using a relatively
short prediction horizon.

In [Sarabia et al., 2005], another approach to MPC of hybystesns is presented.
This approach uses a nonlinear process model, and insteaptiofising over both
continuous and discrete input variables over the controlzbn, the optimisation is
performed over continuous variables and switching timethefdiscrete variables. In
this thesis we will show shortcomings of many of the abovwedisnethods and suggest
a new approach for controlling systems with discrete desigariables.

1.4 Vision for the Marine Boiler Controller

Today all installed controllers on marine boiler plants ad@isted during commission-
ing and no model-based approaches are employed. This niegtnsaich unit of the

plant is adjusted independently, and overall plant peréoree is rather arbitrary and
highly dependent on time schedule and the skill of the assigervice engineer.

This section expresses the author’s opinion on what pagtfutiire marine boiler con-

trol system should consist of. To a large extent many of thiesens are made possible
by the control system currently under development at Al. Viki®n is to have a marine
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boiler control concept, which includes automatic paramielentification of a process
model to be used for actuator and boiler controller desigris $ystem must be capa-
ble of allowing still smaller boiler geometry, meaning tlla¢ autonomy of the plant
must not be at the expense of water level and pressure penficen A complete control
system must also include fault detection and accommodatgorithms.

For control purposes, the boiler plant should be divided mbdules representing e.qg.
feed water system, burner and boiler. Each module has itscowtmnoller and the over-
all controller has a hierarchy of control loops combined inagcade configuration.
(This is of course a somewhat oversimplified picture as eagtiuhe e.g. the burner
and oil system will contain both a loop for stabilising thé miessure, heating the oil
and injecting the correct fuel amount to the furnace.) Sucbrdiguration has many
advantages. Regarding control, inner loops on actuatéersgsare in general known
in the process industry to linearise valve gains and attengiaturbances at the plant
input allowing an outer loop to treat it as a linear systemwEler, a much more trans-
parent advantage of such a strategy is the flexibility itvedlon combining modules.
Of course such ability requires the aforementioned autiecnpatrameter identification
to be implemented in order for outer loops to base their cbairtions on the correct
process model. When changes are made to the boiler planttrentpntroller which is
assigned to the module that is affected needs to be upd&tedlitk® and Real-Time
Worksho® supports automatic code generation for subsystems in @/q@batroller
diagram.

It should then be possible to create a marine boiler coritraity containing models of
each process submodule to allow testing in a simulatiorrenrient. Apart from the
process models such library must contain controllers foneaodule. These controllers
should be general enough to allow simple configuration tgoaittee controller to a
specific element within its class. E.g. boilers in the sammilfacan use the same
control structure. The software tools for implementing thedel and control library
could be e.g. MTLAB ® /Simulink® in combination with Modelica [Modelica, 2007].
The latter supports object-oriented modelling of thernmadyical plants and can easily
interface with Simulinf® . See e.g. [Casella and Leva, 2003; Eborn and Astrém, 2000]
for Modelica examples of boiler modelling and power plabtdiry design.

Regarding the control strategy, the scheme shown in Fig8reupports the discussion
above and is the scheme used in this project. The inner laopsd the actuators are
not shown in details in Figure 1.3. This scheme only appteson-load sharing boiler
operation.

There are two new things to this figure; one is the green bdxditg setpoint control
and burner decision control, the other is the external infptie external input covers
possible signals about load changes from the ship enginargp@umps. Such sig-
nals can be used to improve the water level control in a feedfa and can be made
available. The setpoint optimisation is meant to use thiggalks together with possible
estimates of other disturbances acting on the boiler inramealculate setpoints for
the water level, which are safe. Here safe means that the lga& can be held within
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Figure 1.3: Control strategy for marine boiler plant.

the upper and lower constraints for all possible futureuwdisinces. The burner deci-
sion control is a matter of deciding whether the burner sthéel turned off or turned

on. This is important when the steam demand is smaller thatrctirresponding to the
minimum burner load. More information on the function of tireen box is given in

[Solberg et al., 2007a] and [Solberg et al., 2008b].

The vision described above assumes that the boiler contstém is separated from
the control systems for ship propulsion and steam consunmniitg as is the case to-
day. However, integrating control of all these units in gshide control system can
allow for much more efficient control resembling that of modpower plants. As an

example this will allow for the boiler steam demand to be g¢feghin an optimal way

corresponding to the boiler dynamics. However, introdurctf such systems is still in
the early stages and requires many of the unit suppliersdperate.

1.4.1 Project objectives

In this project focus has been on the introduction of modelell control to the marine
boilers. In particular, the goal has been to find systemagigh procedures limiting
the current need for time consuming manual controller tynin

The main objective of the project is to develop control sg#s for the oil-fired one-
pass smoke tube marine boiler which allows for reductionhef physical boiler di-
mensions. Model predictive control (MPC) was thought asstblation to the control
problem as it naturally incorporates constraints on inpuis outputs and gives large
degrees of freedom in choosing the performance functioretogiimised. Further,
MPC has proved the most successful advanced control sfratahe process indus-
try, [Qin and Badgwell, 2003]. Especially in the chemicatlgwetrol industry, large
improvements using MPC in replacement of classical comtr®lreported, resulting in
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remarkably increased production rates.

1.5 Outline of the Thesis

This thesis is based on a collection of publications. Thsithis divided into two parts.
The first part is an introduction and summary of the contidng, and the second part
presents the related publications. The organisation islks\s:

Part 1: Chapter 2 presents a description of the marine bldet together with control
challenges hereof, and a few specific details of the tesebaile given. Chapter 3
gives a summary of the contributions. In Chapter 4, conchsiand perspectives are
presented.

Part 2: In this part the eight publications made during thaemt are presented in the
following order:

A [Solberg et al., 2008c]. Brian Solberg, Palle Andersen dakiob Stoustrup.
Modelling and control of a turbocharged burner unit. ECO8&QConference,
Krakow, Poland, 2008.

B [Solberg et al., 2005b]. Brian Solberg, Claus M. S. Karséen Palle Andersen,
Tom S. Pedersen and Poul U. Hvistendahl. Model-based dafitmdottom fired
marine boiler. In P. Horacek, editor, 16th IFAC World CorggePrague, Czech
Republic, 2005.

C [Solberg et al., 2007b]. Brian Solberg, Claus M. S. Karséenand Palle Ander-
sen. Control properties of bottom fired marine boilers. Ene2007.
(Journal version of the conference paper [Solberg et ab52])

D [Solberg et al., 2007a]. Brian Solberg, Palle AndersenJaiab Stoustrup. Ad-
vanced water level control in a one-pass smoke tube mariier.btechnical re-
port, Department of Electronic Systems, Aalborg Univgrgialborg, Denmark,
2007.

E [Solberg et al., 2008d]. Brian Solberg, Palle Andersenakbb Stoustrup. The
one-pass smoke tube marine boiler - limits of performan€0& 2008 Confer-
ence, Krakéw, Poland, 2008.

F [Solberg et al., 2008a]. Brian Solberg, Palle Andersen MaMaciejowski and
Jakob Stoustrup. Hybrid model predictive control appliedwitching control of
burner load for a compact marine boiler design. In D. D. Clditpe, 17th IFAC
World Congress, Seoul, Korea, 2008.

G [Solberg et al., 2008b]. Brian Solberg, Palle Andersen,MaMaciejowski and
Jakob Stoustrup. Optimal switching control of burner sgtfior a compact ma-
rine boiler design. Submitted March 2008 for journal puddiicn, 2008.
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H [Solberg et al., 2008e]. Brian Solberg, Palle AndersenJaiab Stoustrup. Op-
timal switching strategy for systems with discrete inputing a discontinuous
cost functional. Submitted March 2008 for publication iteimational Journal
of Control, 2008.
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2. The Marine Boiler Plant

The purpose of this chapter is to describe in detail the redbiviler plant introduced
in Section 1.2. Both the environment in which the boiler apes and the load char-
acteristics are presented in order to be able to formulateirements for the marine
boiler control system. Also different control challengpsaal to the marine boiler are
discussed. In the end of the chapter the plant used duritgitethe project will be

described shortly.

2.1 Operating Conditions

2.1.1 Environment

In this section we will look at the environment in which thelbcs are operating. Apart
from the natural rolling of the ship due to high sea there desvanotable characteristics
about the environment.

QOil-fired boiler

The oil-fired boiler is placed in the engine room of the shineir for the burner is
taken from inside the engine room. The temperature of thisaies depending on
the outside temperature. In the extremes some plants aignddgo operate with air
temperatures ranging from 0-35.

As the ventilation system in the engine room operates coatisly, the pressure in
the engine room can vary. This influences the fan and hencedimbustion. The
ventilation is to ensure air for the burner and engine witltweating too much vacuum
in the engine room.

WHR boiler

The air for the engine is taken from inside the engine roomwél@r, as mentioned
in the previous section the temperature of this air can vapedding on the outside
temperature. This causes the engine efficiency to vary as Wwek this reason the

19
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heat absorbed in the WHR boiler for the same engine load depemdhe outside
temperature (e.g. Arctic waters or the tropics). A typical R/Hoiler for a4000%

oil-fired boiler has a steam production in the rang&@f — 4000% of steam.

2.1.2 Operational situation

There is a collection of different operational situatioasthe marine boiler plant. This
gives a number of different states the system can be in. Tdtates are sketched below:

OF WHR off on | start-up| shutdown
off Xi1 | X2 Xi3 X14
on X21 XQQ X23 X24
start-up X331 | X3o X33 X3y
shutdown X4 Xyo X3 Xy

where OF means oil-fired boiler. The WHR boiler produces steatong as the engine
is running, and start-up and shutdown of this boiler are detely dependent on the
engine operating condition. When to start or stop the oildftweiler is currently con-
trolled by monitoring the pressure. On/off control of thefaied boiler is necessary in
situations where the steam consumption is just above thecigf the WHR boiler,
or if the WHR boiler is off when the steam consumption is lowsart the minimum
capacity of the burner.

2.2 Water-steam Circuit

Here we look at the water-steam circuit for the marine baiterfiguration: one oil-fired
boiler and one WHR boiler. The purpose is to introduce the mngsbrtant terminology
used in the thesis and to make the reader more familiar wittinea&oiler plants. In
Figure 2.1 a principle diagram of the water-steam circughswn. Only the valves
important for the present work are presented, and none akthendant systems have
been displayed.

The numbers in the figure have the following interpretation:

1 Oil-fired boiler.
2 WHR boiler.
3 Steam dump condenser.

4 Hot well. This works as the open feed water tank and furtbbects the conden-
sate returned from the consumer or dumped by the contra@msysthe water in
the hot well is kept at a temperature80°C in order to increase boiler efficiency
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Figure 2.1: Principle diagram of marine boiler plant water-steam circui

and reduce oxygen content [Pedersen et al., 2003]. Thisndldw by blowing
steam into the water.

5 Feed water pump. Usually this is designed to be able to gaffdw of 1.25-1.50
times the maximum steam production.

6 Feed water control valve.

7 Feed water return valve. The feed water pump is runningratteat speed. The
return valve is installed to ensure that the pump will not benping against a
closed valve which would cause the energy delivered by tieppio heat up the
feed water which in the end could damage the pump. Also thi@v@an change
the characteristic of the pressure just after the pump,whés similar behaviour
as changing the pump speed.

8 Circulation pump. The pump has a design capacity of 5-7githe maximum
steam production depending on which engine operating loeddesigned for.
The reason for keeping such high circulation numbers is ¢vent a too high
steam quality or super heating in the tubes. Especially envithter tube WHR
boilers there is a risk of starting a soot fire caused by annengpark if there is
insufficient cooling of the water tubes. This can damageubes.

The distribution of water and steam in the water tube boikeexpected to look
like shown in Figure 2.2. The variable describes the distance from the entry
to the WHR boiler to an arbitrary point in the WHR boiler. It ca@ §een that
for high steam qualities a water film is expected to form onglpes. A high
circulation number is needed to avoid braking this film.

9 Steam dump valve. On plants equipped with both the oil-fireiier and the
WHR boiler this valve is controllable.
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Figure 2.2: Three cross sections of the water tubes in the WHR boilds distance from the entry to the
boiler.

2.3 The Water Level

It is important to keep both pressure and water level in thietsoclose to their set-
points. Especially the water level is difficult to controh this section we will explain
why.

For safety reasons it is necessary to keep the water levekeaboertain level in order
to have sufficient cooling of the metal parts, and to ensurgla $team quality it is
also important to keep the water level below a certain leliéle lower level is indi-
cated by a low water level (LWL) alarm and the high level is gadéd by a high water
level (HWL) alarm. In general, a normal water level (NWL) is defil and used as
setpoint in the level controller. The difficulties in keegitihe level around this setpoint
arise from what is known as the shrink-and-swell phenomefitis phenomenon in-
troduces an initial inverse response on the water level feemboth the steam flow
and engine load disturbance but also from the feed water fitabarner load. This
inverse response refers to the process control term nomamim phase and basically
means that the process variable considered responds tpuatrbi first moving in the
opposite direction before it moves in the long term dirattiDetails are listed below:

e Engine load changes:

— Swell: Occurs under start of the engine and under positigd kthanges.
When the power delivered to the WHR boiler increases the mastdn of
steam in the boiler increases. At low pressure, steam oesupuch more
space than water, which leads to large amounts of water Ipeisiged into
the oil-fired boiler, and the water level increases.

— Shrink: Occurs under engine shutdown and negative loadgasan/Vhen
the power delivered to the WHR boiler decreases the mas#inamtsteam
decreases. This allows for more water in the WHR boiler, wisggumped
from the oil-fired boiler in which the water level decreases.

e Steam load changes:
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— Swell: The phenomenon is caused by the distribution of steables be-
low the water surface in the boiling process. When the steamifian-
creased the pressure drops instantly. This causes thedsubblow the
water surface to expand and the boiling point to decreasaiogemore
bubbles. As a consequence the water level will apparersity ri

— Shrink: Opposite of swell.
e Feed water flow changes:

— Swell: Opposite of shrink.

— Shrink: The phenomenon is again caused by the steam bubides the
water surface. The feed water is cooler than the saturagimpérature in
the boiler. When the feed water flow is increased the cooleemauses
steam bubbles below the water surface to condensate ayéneegjuired
to get the system in thermal equilibrium. As water takes gp kpace than
steam this causes the water level to drop.

e Burner load changes:

— Swell: Increasing the firing rate has much the same consequeas en-
gine load changes. The increase in firing rate causes vafiorisof water
beneath the water surface to increase resulting in an isedegolume of
steam in the water causing a raise in the water level.

— Shrink: Opposite of swell.

The distances from LWL alarm to NWL and from NWL to HWL alarm areccdated
based on the water volume in the WHR transferred from the r@ittfboiler in case of
shrink and to the oil-fired boiler in case of swell. In case noRMbbiler is present more
heuristic measures are imposed. In some cases it is founththboiler must be taller
than the maximum allowed. Further, some shipyards havegmrabhandling the tall
boilers. It is expected that by introducing advanced cadyiges conservative estimates
of LWL alarm and HWL alarm levels can be generated.

Apart from the shrink-and-swell phenomenon, the variant¢he water level makes
it difficult to measure it and in turn difficult to control. Itals been observed that the
water level variance is correlated with the steam load. Atsowater level measure-
ment used in this project is based on one measurement plaoee iside of the boiler,
which means that it only gives information about a very sraiface area. It is known
from studying the water level through a glass in the drum évan though the level
measurement does not vary a lot the water level is very ahaoti

For the one-pass smoke tube boiler concerned in this prapgservations has also
shown that the water level in the boiler rises from the sid@gatds the middle of the
boiler. The level has the shape of a cone. This phenomenogpécted to be caused
by the strong heating in the center of the boiler along thedagpipes, creating many
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steam bubbles in the water which raises the surface. SeeeFR2g8. Occasionally this
cone seems to collapse creating a wave on the surface. Inawymome must keep in
mind that when speaking of controlling the water level itie humber returned from a
water level measurement that is controlled and not the bchamtic water surface.

Figure 2.3: Water surface in one-pass smoke tube boiler. Note that tlfiecsvis rising towards the flue gas
pipes.

2.4 Consumer and Load Characteristics

The steam consumers onboard ships are mostly representethlgss on/off operation
of valves. Even on tank ships the controllers for the cargmgs) driven by steam
turbines, react very fast compared to the marine boiler ahyes However, generally
there is a mixture of load situations listed below:

e Ramps: turbine units changing load will generate a rampeénsteam flow dis-
turbance.

e Steps: on/off switching of e.g. heating sections for cangfuel.

Regarding the step disturbances they are usually in theertogn 10-3%%, however,
there is no onboard boiler equipment which prevents lag@ssrom occurring. How-
ever, at this point, by informing the consumer, Al tries toitithe load changes to about
10-2- to avoid tripping the boiler.

The steam load is interpreted as a disturbance in the baitdra system. The reason
is that the consumer has full authority of the main steam liftés means that in theory,
if sufficient firing is sustained, the consumer can empty thikebfor steam/water if the
consumption is high enough.

The type of disturbance and the frequency with which theudistnce occurs differ
from one ship type to another. However, also within the sametype the disturbance

ITripping here refers to the forced burner shutdown causeathyating the water level alarms.
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characteristics vary. This can for instance be due to cimgngargo or the environment
in which the ship is sailing; tropical versus arctic watetrsene different heat consump-
tions are required. Real life measurement of the load paitenot available. In fact
currently this pattern is not well known.

Some applications require very large amounts of steam watfilers do not. Oil-fired
boilers that can produce more than SOQ;Q(Me used to drive cargo pumps. In these
applications usually only relatively small WHR boilers, cuaned to the volume of
the oil-fired boiler, are used. For this reason the shrirndk-snell phenomenon caused
by engine load changes is less pronounced. However, therlfaihily treated in this
project consists of relatively small boilers capable ofalng steam flows in the range
from 1200-800@%. In these boilers the disturbance from the WHR boiler playsge
role.

2.5 Control System Requirements

The requirements for the control system can be split integhypes; Those requested
by the consumers, those imposed by the boiler constructiatenal and those de-
manded by the classification societies and authorities.|atter two are mainly safety
and environmental concerns.

Requirements imposed by construction material mainly eorlimitations in pressure
and temperature gradients in the steel of the boiler druras@hequirements limits the
speed at which the boiler becomes available for steam ptiothudvlaximum pressure
gradients arex 1% depending on the boiler geometry. In large boilers opegatin
at high pressures delivering steam for turbines, large @ésin the steam demand
can occur causing the pressure to drop several bars malésg tiradient limitations
important during normal operation as well. However, for $heall boilers considered
in this project this is usually not a problem.

The most important requirement set by the classificatioreties for the control system
is a lower bound on the water level. The flue gas pipes must berumater up to the
point at which the flue gas drops bel@®0°C to avoid too high temperatures in the
steel structure. Of course this bound must in any case bevgloaeonservative as it is
at a constant level, whereas the point would in reality ckanigh the load. The boiler
is equipped with a LWL alarm to indicate when the water lev&lithin a certain range
from this point (typically 45-66hm). This limit the allowable fluctuations on the water
level.

Large penalties are often assigned by authorities to shipeosmif the smoke coming
out of the stacks is too harmful for the environment. This esatequirements on the
burner control, which must keep clean combustion at all $im&his is a matter of
keeping a proper ratio between the fuel and air flow supplbetthé¢ combustion. The
requirements set by the authorities are different from dartio harbour. However,
keeping the oxygen level in the exhaust gas al#%es enough to ensure a minimum
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of polluting gasses leaving the stacks. Keeping the oxygesl low also has the benefit
of improving combustion performance and hence increasiilgiplant efficiency.

2.5.1 Consumer

Of course the requirements for the boiler output (steam flodyaessure) depend on the
type of application which the steam is to be used for. The swBtgent requirements
occur when the steam is to be used to drive a turbine. In teisttee turbine efficiency is
very dependent on the steam temperature and further wet s@adamage the turbine
blades. However, the requirements are less stringent iagpécations in which the
one-pass smoke tube boiler is used.

The consumer requirements fall into three categories:

e Plant stability: The capability of the plant to supply steata predefined tem-
perature/pressure to the consumer when in operation. 3hiwstly a matter of
correct sizing of the actuators. The consumer also playmaoritant role when
it comes to plant stability. The reason is that the steam flietutbance is com-
pletely controlled by the consumer as mentioned in Sectiénhis means that
he can by choice of the disturbance profile cause trippingebbiler if this pro-
file does not comply with the plant design. To avoid trippihg boiler is again a
matter of proper water level control. Basically this medrat the control system
has to expect the worst from the consumer which is frequardelsteps in the
steam flow.

e Output variance: When purchasing a new boiler the consumenaily only
specifies a certain steam flow capacity at a certain presborehis reason it is
difficult to set up requirements for the control system rdgay the output vari-
ance. However, the following can be observed: the reasonthdyonsumer
wants a constant pressure is that this implies a constameieture (i.e. satu-
ration temperature), and all heat consuming applicatiots@pe systems are
designed for saturated steam pressure. Especially heladmyers require con-
stant pressure as industrial processes often require tacbbsmperature.

e Steam quality: Water drops in the steam should be avoideérieigl. The reason
is that water from the drum can carry salts and oil into tharmstesupply line
damaging the pipe system. Further, water drops at high itgloan hit the pipe
walls in pipe bends causing wear on the pipeline. Keeping bigam quality is
a matter of appropriate water level control. The higher tagewlevel, the higher
the risk of carrying water drops into the steam supply lineowiver, a new
mechanical installation above the steam space in the labilen has reduced this
dependency. In the boilers treated in this project the mattéeeping water
drops from entering the steam outlet can be formulated aschwater level
constraint. If this constraint is exceeded water will ggbithe steam supply
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line. This constraint is indicated with the HWL alarm actectbefore the hard
constraint is exceeded.

One natural way to evaluate the performance of the boiletesyseen from a con-
sumer’s point of view would be to look at the response fromep &t the steam valve
to produced steam flow. In this way, classical measuremeiots &s rise time, settling
time and overshoot can be evaluated. However, no such gaidfis for this variable
are available but could be defined in collaboration with Adtamers.

2.5.2 Controlled variables

In summary, the controlled variables are pressure, watet e the drum and oxygen
percentage in the exhaust gas. These variables must beggepkanately constant for
all potential disturbance profiles.

2.5.3 Boiler types

It is desirable that the developed control algorithms anmeege in such a way that
they can be applied to other Al boiler types than the one-passke tube boiler. Al
has announced that they do not have any problems contralimgvater level in the
stand-alone oil-fired one-pass smoke tube boiler. Evenhsosinall boilers serve as
good test boilers because large boilers are difficult tosedeurther, it is assumed that
theory developed for these small boilers can be used foatiged boilers without large
modifications.

Therefore, it is assumed that the results presented intlibsEg can be extended to a
wider use on other boiler families in Al's product range. @ffcular interest here is
the large drum boilers that produce steam to drive steanmiesbln these boilers there
is a much higher demand for good pressure performance.

2.6 Control Challenges

Having introduced some of the basics regarding the mariiterdant and control sys-
tem requirements, attention is now directed towards conotrallenges present for the
marine boiler. Below is a list of properties of the marinel@osystem which complicate
drum pressure and water level regulation.

e Actuator nonlinearities Both the feed water system and the burner are compli-
cated systems consisting of numerous valves, pipes andgurhpy are difficult
to describe yet they still have a large effect on the achievebntroller perfor-
mance if no special attention is given to these in the caetrdesign.

e Actuator saturation(integrator windup). Obviously both oil flow to the burner
and feed water flow are limited. This introduces further nwdrities at the
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plant input. When the designed controller has integral actpecial precautions
must be taken.

e Discontinuous input flowsBoth the burner and the feed water system are char-
acterised by having discontinuities in the delivered otitpusually continuous
operation of the feed water valve is reliable down to an apgudiegree ol 0%;
from here to fully closed the valve position is unreliable.overcome this prob-
lem the valve might be operated in on/off mode for low opesindgs the burner
turndown ratid cannot be infinite the burner has to be operated in on/off mode
for low steam consumptions.

e High disturbance bandwidthThe steam flow disturbance instantly affects the
steam pressure and as mentioned in Section 2.3 also the leegér creating
the shrink-and-swell phenomenon. The marine boiler coslystem receives
no prior information about the steam load changes which sytke disturbance
difficult to handle and requires frequent updates in the tooinig of the steam
pressure to be able to respond fast to the disturbance fat gouwtrol perfor-
mance.

e Shrink-and-swell When present in the response from control input to control
variable it limits the achievable performance using singleut single output
(SISO) strategies as it introduces a non-minimum phase zEl@vever, this
zero from feed water to water level is not pronounced in the-pass smoke
tube boiler. The shrink-and-swell caused by engine loadgbswas previously
described and has a large affect on the water level.

e Measurement noisédere we refer to the water level measurement. As mentioned
in Section 2.3 the water surface is rather chaotic causingesneasurement tech-
nigues to deliver a signal subject to noise. This makesficdif to obtain a high
bandwidth of the closed loop system.

As can be seen, the factors contributing to complicatiorheflioiler control fall into
two groups; One group is concerned with the supply systemisremactuators, and the
other group is concerned with disturbances and noise. Tdmorewhy plant nonlin-
earities are not mentioned is that in the boiler family addegl in this project these are
not pronounced in the frequency band around the desiredaresfrequency [Solberg
et al., 2007b].

The largest challenge is to improve the current water lewetrol in such a way that the
boiler geometry can be minimised (by reducing the necestiatgnce between LWL
alarm and HWL alarm — see Section 2.3) without compromisiegrst quality and
steam output. Improved level control further makes it gussio increase efficiency
of existing boilers by moving the level setpoint closer te tHWL alarm level. It is

2Turndown ratio is defined as the ratio between the maximum anihmin possible fuel flow which
results in an acceptable burner performance during boileration.



2.7 TEST PLANT 29

expected that to improve level control, introduction of adeed control methods is
required. The controller must take into account the comatibnis discussed above.
There is also a large challenge in making the control systemerautonomous. This
concerns auto tuning of the control system and reliable figtection and accommao-
dation. The focus in this project is on the water level andguee control.

2.6.1 Time-varying plant dynamics

Due to sooting of the heating surfaces in the boilers the thaasfer coefficients will
change during the boiler lifetime. The sooting also charigegqulibrium to withhold
a certain steam demand, and there is a risk of soot fires. Tdétecao be removed
again using soot blowers. Also a stone layer can build up erhtrating surface on
the water side if the feed water is not properly treated argltba many salts in it,
which when the water evaporates settle on the heating sugastones. This highly
increases the temperature in the heating surface and sb@alebided. If the feed water
should contain small amounts of oil this can burn onto theihgaurface and create
an insulating layer just as with the stone layer. Both theaad the oil content in the
feed water is monitored on line to avoid damaging the heatinface. Special valve
systems are installed to remove the oil and other substdirmagshe drum water.

Wear on e.g. valves will also cause the dynamics and gairgiadtuator systems to
change over time.

2.7 TestPlant

The test plant available during this project was a full-scslissioN™ OB marine
boiler situated in Al's test centre. We will only give a fewtdiés about the NssioN™
OB plant. The boiler is connected to Al's new control systerhich can be used both
for data acquisition and plant control. Besides the stahdauipment, the boiler is
equipped with additional sensors used for test purposegs onl

The boiler is an oil-fired one-pass smoke tube boiler capabtielivering 180(51g of
steam at Bar when equipped with the current burner. A drawing of thiséqgirinciple
is shown in Figure 1.1. The water-steam circuit for the témhtois similar to the one
illustrated in Figure 2.1 without the WHR boiler. Furthet,sitbam is dumped and only
one test boiler is operating on the main steam line at a time.

2.7.1 Sensors and actuators

The actuators on the boiler are the feed water valve and therealve in the oil system
controlling how much oil is fed to the atomiser. The prineiplf the feed water system
was shown in Figure 2.1. It is capable of delivering a WatMMO—ZlOd%.
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The oil system is a bit more complicated, and we will not show diagram hereof.
The burner is a pressure atomising burner. The specific bom#he test boiler has a
relatively large turndown ratio of 1:5.7. At fuel flows beldive minimum allowable
fuel flow there is not enough pressure to allow for proper &org. In such case
the combustion is incomplete which leads to more pollutiooor utilisation of the
fuel energy, risk of carbon deposits in the furnace and flisepg@es. In such case, the
combustion air flow could be increased giving a higher exagssumber, but at the risk
of cooling the flame which also gives poor combustion, mo@e andNO, emissions
and less efficiency.

The air flow supplied to the combustion in the test boiler imstd by a damper after
the fresh air fan. The amount of air is controlled electraltjcand determined as a
function of the current wanted fuel flow. This function is ricgated in the present
work. The maximum fuel flow is 15% and the minimum fuel flow is 2.

The sensors on the boiler for measuring pressure and tetapeeae all standard equip-
ment and so is the water level sensor. However, the watelrdewnsor is interesting as
we will see that it limits the speed of the water level feedblop. It is based on
the capacitive measurement principle where an electradlésreubmerged in the wa-
ter acting as one plate of a capacitor, and the boiler drurts\aat as the other plate.
The water acts as the dielectric. When the water level chatigesapacitor changes
as the dielectric between the plates changes. This chardgtasted and converted
into an output signal. The change in capacitance is prapatito the change in level.
Although accurate and placed in a protection tube such, unea&nt is very sensi-
tive. This also means that the chaotic behaviour of the fgpivater level is detected
by this device. As the noise on the water level has no specépincy this makes
it difficult to detect whether changes of the water level ane tb changes caused by
the shrink-and-swell phenomenon or simple bubbles bregdkivse from the water sur-
face, or the raised surface towards the flue gas pipes citapeeating wave motions
on the surface. Other devices for measuring liquid surfacesvailable also for pres-
surised vessels containing boiling substances. Howewesgethave not been available
throughout the project.



3. Summary of Contributions

This chapter summarises the contributions made in thigptoplong with this sum-
mary, the challenges in marine boiler control from Sectio® &e addressed. The
purpose is to describe which of these challenges have béerdssnd how. The chap-
ter is organised in sections describing supply system nindednd control, marine
boiler modelling and control and hybrid systems controkthegr with its application to
marine boiler burner setting control.

3.1 Supply System Modelling and Control

This section is concerned with modelling and control of themy systems for the ma-
rine boiler. These are the feed water system and the burreewil\see that the results
presented here solve the first challenge from Section 2&degyActuator nonlinear-
ities. This is done by designing local compensations for thesemyslinearising the
system gains and allowing the reference to the feed waterdimhfuel flow to be used
as manipulated variables in the outer controller. Furthese inner loops can easily be
designed faster than the outer loop.

3.1.1 Feed water system

The modelling and control of the feed water system was pteddn [Solberg et al.,
2008d]. The controller adjusts the feed water valve strokmake the feed water flow
equal to the reference. A diagram of the feed water systehmigisin Figure 3.1.

The total water-steam circuit was shown in Figure 2ul.is the pressure in the open
feed water tank which is equal to the ambient pressyyés the pressure delivered by
the pumpp;, is the back pressure seen from the feed water system whigé ®© the
pressure in the boilefi s, is the feed water flow to the boiler through the controllable
feed water valve, and.. is the return flow to the feed water tank through the manually
adjustable valve.

An explicit expression for the feed water flow as functionfw valve strokez,,, and

31
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Figure 3.1: Diagram of feed water system. Water pumped from the feed waaté&ri$ injected into the boiler
in the forward path, and in the return path the water is ledkbathe feed water tank.

boiler pressure was found as

mfw = g(sz7kr7ps) = kff(sz)\/App(wa>kraps) +pa — Ps (31)

whereAp, is given as the solution to a quadratic equation:

7a1(sz7 kmps) - \/al(sz» k7’7ps)2 - 4&2(wa, kr)ao(sz,ps)
2a9 (2w, kr)
k¢ andk, are the valve gains of the forward control valve and the retaitve respec-

tively. as, a; andag can be found in [Solberg et al., 2008d].
The functionf(-) relates the valve strokey,,, to the flow:

Ap, = (3.2)

Flogu) = (R — =Rorro) (3.3)
The function indicates that this is an exponential valverttiar, the last term in the
parenthesis involving?, is not standard, but is included to describe the valve throug
the whole operating range. The feed water flow dynamics aediyimamics of the
pneumatic valve positioning are fast compared to the flove@edynamics which is
why this model was constructed purely static. The sensoamyrs were described as:

1

1], (5) = Gruls)inga(s) = ———iiru(s) (3.4)
This model provides a good fit to measuring data, and the sénsmconstant is about
Trw = 4s. The only parameters in this model that cannot be found fratasheets are
the positioning of the return valvé,., and the sensor time constant. It is obvious that
the system is very nonlinear, which is illustrated in FigBr2.
Note that the feed water flow is dependent on the boiler ste@sspre, such that
mey € [0,mp(ps)]. Further, note that at nominal boiler pressyrg,= 8bar, the
small gain varies up to a factor of 22.
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Figure 3.2: Feed water system characteristics. In the top left corregietbd water flow is shown as a function
of the valve stroke for different boiler pressures. In theright corner the partial derivative of the feed water
flow with respect to the valve stroke is shown for differeniidropressures. Notice that only valve strokes
zpy > 0.1 are included as the valve positioning is unreliable belos kevel. In the bottom left corner

the feed water flow is shown as a function of the valve strokelfferent return valve strokes, and in the
bottom right corner the partial derivative of the feed wdkew with respect to the boiler pressure is shown
for different valve strokes.
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Figure 3.3: Feed water control scheme including both feedforward and@ek. K¢, is the feedback
controller (a PI controller)g—! is a model of the feed water system gain dhpw is a model of the feed
water sensor dynamics. Notice fé?fw =Gy andg = g we havem;w =GpuwMfpw,ref-

To handle the nonlinearity in the feed water system we sugdédke control structure
in Figure 3.3.
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Note that the boiler pressure is assumed to be an unmeasstartbdnce handled by
the feedback. The inverse mappinggdt .., ps) is a function mapping a reference
flow and a nominal boiler pressure to a valve stragke, : R? — R.

Mfw,ref

1
Zfw,ref = log - +1 (3.5)
lOg(R) (kf\/App,ref(mfw,ref7kr) + Pa _ps>

Note that heref(z;,,) = R/, where the term involving?, has been omitted,
e~ fozre = (. The reason for this is that the gain of the system is very atdow valve
strokes and further the positioning of the valve stroke isaegurate enough to actively
operate at these small strokes. Instead, pulse width mibatuia used for small valve
strokes, handling the control challenBescontinuous input flows

App ref is afunction ofin ¢, ... and was found as the solution to a quadratic equation:

_bl(mfwmefa kr) - \/bl(mfw,ref7 kr)Q - 4b2(kr)b0(mfw,ref)
2bo(ky)

App,ref = (36)
wherebs, b; andby can be found in [Solberg et al., 2008d]. In [Andersen and Jar-
gensen, 2007] the inverse (3.5) was approximated by théi@olto a quadratic equa-
tion in rivry e p, Which proved to give satisfactory results in practice.tRer, integra-

tor windup is handled in a tracking anti-windup scheme — gestrm and Hagglund,
2006].

To sum up, a model of the feed water system has been derived eontroller based
on gain scheduling and local feedback has been developed.

3.1.2 Burner

The contributions regarding burner control have mainlynb@mcentrated on modelling
and control of a novel turbocharged burner unit. Howevarcfimpleteness we will
shortly address the standard pressure atomising burnehwla find on boilers that we
will discuss control strategies for later.

Pressure atomising burner

The conventional pressure atomising burner has beendrbgtpure feedforward. For
details — see [Andersen and Jgrgensen, 2007; Solberg €08Bd]. The reason is
that the fuel flow is seldom measured on installed boilerbefdapacity treated in this
project. The position of the damper controlling the air flavquired to keep a clean
combustion is found through a pre-calculated function effilel valve stroke. This
function was found in [Andersen and Jgrgensen, 2007]. Tk means that there
is no feedback from the oxygen level in the exhaust gas. Naildetf the nozzle-
lance/atomiser system have been found for which reasort afingiple model for the
fuel system could not be derived. However, the gain from vaéle stroke to fuel flow
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to the burner has a relatively small variation over a largégfahe operating range. For
this reason the feedforward is a linear function from fuelfleference to fuel valve
stroke.

Turbocharged burner unit

In [Solberg et al., 2008c] a model and control strategy fooeehturbocharged burner
unit developed partly by Al was derived. The overall goalto§twork was to develop
a control strategy capable of tracking a fuel flow referenbédenoptimising efficiency
and ensuring clean combustion measured by the oxygen ¢aontidve exhaust gas.
The burner consists of a gas turbine mounted on a furnaceettslof the burner unit
is shown in Figure 3.4 and the functionality is explaineciel

ful
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Figure 3.4: Drawing of the turbocharged burner systemis the compressot, is the turbinegg is the gas
generator (the first combustion chamber) gndis the furnace (the second combustion chamberis the
fresh air inlet, andfu1 and fu2 are the fuel inputs.

The unitse, t andgg comprise the gas turbine. Fugl1, is injected and burned in the
gas generatogg, and the hot gas leaving the combustion drives the turbinghich
rotates the shaft of the turbocharger delivering power iscedhe compression process
in the compressor;. Air is sucked in at the compressor inlet, and the hot conitist
flue gas leaves the turbine to enter the second combustionbehathe furnacefn.
Here fuel is added agairfu2, and another combustion takes place. More thdl @0
the total fuel flow is injected into the furnace. The hot flus tgaves the furnace and
enters the boiler convection part before leaving througtftimnel.
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The model was based on first principles using mass and enatgydes for describing
the temperature and pressure dynamics. As flow through dinieaty of the tur-
bocharger was required in these balance equations, apmat&ns of the turbocharger
turbine and compressor maps partly based on physical insigte made. The oxygen
was modelled by describing mole balances for the oxygendmy#fs generator and fur-
nace volumes. The resulting model was of sixth order andepted in descriptor form
as:

F(a:)i%j = h(x,u,d) (3.7a)
y = g(x,u,d) (3.7b)

whereu = [mful,mfug]T is the vector of inputs being the fuel mass flow to the gas
generator and the furnacel = [TmTfu,Tm]T is the vector of disturbances being
temperatures of the inlet air, of the fuel and of the metabsajing the hot flue gas
and the water/steam in the boiler.= [p,g, Tyg w, Tin, Tgg.04, Tn.0,] " IS the state
vector being pressure in the gas generator, temperature gets generator, shaft speed,
temperature in the furnace, and oxygen fraction in the gasrgéor and the furnace.
Finally, y = 114w, Q, 2 n.0,]" is the output vector withi s, = 171 7,1 + 11,0 and

Q is the energy transferred to the metal walls. Expanding,aj3reveals the model
structure as:

— d -
fu 2 00 0 0] [ g hy
for foo O 0O 0 O = ha
0 0 fsz 0 0 0 9| |hs
0 0 0 fu 0 0O di” T | ha (3.8)
0 0 0 0 fs5 O d%d%% hs
0 0 0 0 0 fe6 dzfdn.,oz he
L t m

where the elementf; andh; were found in the model derivation — see [Solberg et al.,
2008c]. ' is never singular, hence has a well defined inverse, so (8afalpe written
as an ordinary differential equation:= f(z,u,d) = F~(x)h(x,u,d).

Validation against measurements collected from the tespsshows good agreement
between model and measuring data in terms of capturing thandigal behaviour.
However, in terms of stationary values these are not reptedewell by the model
for other outputs than the oxygen level, see Figure 3.5. Wais accepted for now
as the main focus was on oxygen control, and constraintstemi states were not
considered.

The performance requirements for the controller of the éumere to deliver the re-
quested fuel flow while keeping the oxygen percentage ab&vard& maximise effi-
ciency. No requirement regarding off-set free trackinghef tuel flow reference was
introduced meaning that differences between requestedandl fuel flow should be
handled by e.g. including integral action in the outer coligr.
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Figure 3.5: Comparison between measurements (blue solid curves) and sonutautput (green dashed
curves).

It was shown that the feasible region of stationary inputfiogvs is convex and further
the optimal stationary input distribution was the one kegm minimum fuel flow to
the gas generator burner. Also, both the gains and dynamaos the fuel inputs to
oxygen percentage and power delivered to the metal walleegrto be very nonlinear.
Further, the response from ¢, t0 z ¢, 0, has a non-minimum phase zero. To handle
the nonlinearities and non-minimum phase behaviour, timtrabstructure shown in
Figure 3.6 was suggested.
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Figure 3.6: Control structure for the burner unit. A nonlinear feedfard/is combined with some dynamic
compensation to take into account the dynamics of the proédetsedback around the oxygen is closed to
handle disturbances and model uncertainty.

Note that this controller consists of a feedback and a feedifia path. The feedforward
from the total fuel flow reference;,,, , is functions calculating optimal steady state
values for the fuel distribution;;, ., = fo(Tsn;.)s Tripus = Tingu — Tringa» @nd the
corresponding oxygen level, . , = fi(rm,,). Note that no feedforward compen-
sation is made for disturbances. The feedforward functimascalculated by inverting
the steady state version of the model. The functions can jp@xgimated by piecewise
guadratic functions consisting of three pieces. The dynday filter, m intro-
duced after the nonlinear feedforward functions#gy, , is introduced to accommodate
the non-minimum phase behaviour#g, o, when changingis,;. The “min” block
ensures that air lack never occurs. The other frl{é# has a time constant close to
that of the closed loop oxygen response. The feedback afrbdler, adjusts the ratio,
a = :Zf »L between the two fuel flows to correct the oxygen level if tbedforward
compensatlon is not accurate due to disturbances or modettamty. Anti-windup
compensation, not shown, is made for the PI controller. Tipatisaturation configura-
tion to the right in the diagram ensures that the referennébezachieved even though
1 sy2 has saturated.

Simulation results gathered from the nonlinear model aesgmted in Figure 3.7 and
Figure 3.8.

From the simulation results it can be seen that the desigmetiatler is robust against
disturbances and capable of tracking the fuel flow refereagther, the number of
constraint violationsxs,, 0, < 3%) is small. Note that the functions used in the non-
linear feedforward are easy to identify during burner cossianing.

Thus regarding burner control, focus was on a new turboelgogrner for which a first
principle model was derived and a control strategy based monéinear feedforward
and a feedback oxygen controller was suggested.
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Figure 3.7: Simulation results with a staircase reference change tootaéftel flow. The total fuel flow

is shown in the top left plot, upper curves, along with the podelivered to the metal divided by the fuel
enthalpy, lower curves. The oxygen percentage is shownertdh right plot. The fuel flow to the gas
generator is shown in the bottom left plot and the fuel flontt® furnace in the bottom right plot. The red
lines in the top plots are reference curves. The red lindsarottom plots are feedforward signals. The blue
curves are the uncontrolled system with pure feedforwatte green curves have feedforward and the lag
filter in the feedforward path. The black curves have botdfieevard and feedback.

3.2 Marine Boiler Modelling and Control

In this section we focus on marine boiler modelling and adnind we discuss the
contributions made in this area. Different first principledels for the marine boiler of
varying complexity (second to eighth order) have been ptesiin the thesis. The most
cited model is the third order model presented in [Solberal.e2007a] and [Solberg
et al., 2008a] differing only by choice of functions desoridpthe amount of steam
escaping the water surface and the heat transfer efficigheymodel has the descriptor
form:

dx
dt
y =g(x) (3.9b)

F(x)— =h(z,u,d) (3.93)
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Figure 3.8: Simulation results with a ramp disturbance in engine roomspresof—500-* over 1, from

25s to 35. Further, a ramp disturbance occurs in the engine room temumeraf3oTC over 1@ from 70s

to 8%. The total fuel flow is shown in the top left plot; upper curvatong with the power delivered to
the metal divided by the fuel enthalpy; lower curves. The @wygercentage is shown in the top right plot.
The fuel flow to the gas generator is shown in the bottom left phd the fuel flow to the furnace in the
bottom right plot. The red lines in the top plots are refeeenarves. The red lines in the bottom plots
are feedforward signals. The blue curves are the uncoattalystem with pure feedforward. The green
curves have feedforward and lag filter in the feedforwardh p@he black curves have both feedforward and
feedback.

where the state vector is = [ps, Vi, V3|7 with ps being the steam pressuri, the
volume of water in the boiler antd, the volume of steam bubbles below the water sur-
face. The input vector is = [mfu,mfw]T with 71z, being the oil mass flow to the
burner andn ., the feed water flowd = k is the disturbance whereis a variable ex-
pressing steam pipe conductance and steam valve strokelatesrthe steam pressure
to the steam flown, as:

s (t) = k(t)v/ps(t) — pa (3.10)

with p, being the pressure in the feed water tank. The temperatuteedeed water
is assumed to be constant and therefore not included ihhe output vector iy =
g(z) = [ps, Lw)* whereL,,(V,, V;) is the water level. Expanding, (3.9a) reveals the
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model structure as:

fir fiz O % hy
Jaa fe2 O | = | hy (3.11)
fs1 fa2 fas] |4 hs

where the elementf; andh; were found in the model derivation — see [Solberg et al.,
2007a]. The total nonlinear simulation model used in thggutdias the structure shown
in Figure 3.9.

Thf,,‘

Feed water | Feed water
M furef controller supply system D
Boiler
oil-fired +

. . . WHR

T fures Fuel Fuel ol Burmer Q Ly
— - L

Controller supply system

L | 1

Y
\J

|

Figure 3.9: Structure of total nonlinear model used for simulation pugsosThis structure includes flow
controllers for the feed water and oil input.

The WHR boiler, not included in the model (3.9), is also intkchin the figure, and the
disturbance.. corresponds to the engine load.

3.2.1 Limits of performance

Together [Solberg et al., 2007b] and [Solberg et al., 20@8dyide a thorough treat-

ment of control properties and limits of performance for thiefired one-pass smoke
tube boiler. It was shown that the performance limitatiomisthese plants with the

current sensor equipment are determined by the water lesasurement noise and to
some extent actuator constraints. The consequence ostthiatiit is natural to have a
large separation in the water level and pressure loop baltldsvi This also means that
it is difficult to obtain a high bandwidth of the sensitivityrfction from the steam flow

disturbance to the water level using decentralised cantrol

Besides these limiting factors it was shown that the boikrdves linearly in a large

frequency range for all possible steam loads, and that oeadicontroller provides

acceptable performance. Further, an analysis in [Sollieat, 2007b] showed that in-

teractions in the process does not pose any stability isgnes designing decentralised
controllers. Also, a product of [Solberg et al., 2008d] wasduction of the eighth order
nonlinear model in [Solberg et al., 2005b] to a second ordeftinear model capturing

the important dynamics for control.
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The two differential equations from this model were one ioaging from the mass
balance for the water/steam part:

dgﬂ) dp§ dv

Yy — 0s)— AL M fy — Mg 3.12
. dt+(91 9.)dt My — M (3.12)

Vi

and one from the energy balance:

dps 1
dt g, Vi, 9

(Q — (hw = hpw)tipw — hm) (3.13)

wheregw, 0s andh,,, hs are the densities and enthalpies of the water and steantrespe
tively. Q = miy, for some efficiency facton andh, = hs — hy,.
These equations describe the evolution of the water volumdesteam pressure. The
steam bubble volume below the water surface was described as

T.

Vi = “Lin, (3.14)

Os
whererhs was a function of as in (3.10), and; expresses the average rise time of
steam bubbles in the water. The water level was then found:to b

_ Vw + va - Vo
Aws
whereA,,; is the water surface area aifglis the volume surrounding the furnace. The

water level is measured from the furnace top and up. The semaler model can then
be written as:

Ly (3.15)

& =f(x,u,d) (3.16a)
y =c(x,u,d) (3.16b)
wherey = [ps, L), x = [ps, V)T, u = [rivfu, ape] @andd = k. This model has a

simple linear representation which can be found in [Solle¢i)., 2008d].

The work on control properties and limits of performancevedd that low order linear
models could be used for controller design and further, tigesable performance is
limited by the water level sensor noise and actuator coingtra

3.2.2 Model predictive control of marine boilers

In [Solberg et al., 2005b] an LQG control strategy was presfor the oil-fired one-

pass smoke tube boiler. Tests conducted during this wonrkeprtwo important things:

multivariable model-based control was applicable to thkebolass treated and further,
relying on an estimate of the current steam flow disturbaatieer than a measure-
ment does not decrease performance remarkably. In [Sofberlg 2007a] the natural
extension of this work towards constrained LQG using MPC eescribed.
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MPC naturally deals with the control challengetuator saturatiorfrom Section 2.6.

The setup included a second order empirical model of the WHRrband the third

order model of the oil-fired boiler (3.9). The sampled lin@gproximation of the model
was given as:

z(k+1) = Az(k) + Bu(k) + Bqd(k) (3.17a)
y(k) = Cx(k) (3.17b)
reX, ueld (3.17¢)

whereu = [mfu, mfw]Tv T = [ps, Va, Vo, Lex,1, Iez,Z]Tv Y = [ps, Lw]Ta d = [k, LE]Ti

X C R™ andi/ C R™ are compact sets describing constraints on states andirgut
spectively. L. represents engine load changes anpgl; is a state of the WHR boiler
model. A sample time of@was used. This update frequency is necessary to handle the
control challengeigh disturbance bandwidth

To define the controller, a standard quadratic cost funatias used:

TV (o, u) = [r(N) = y(N)]" P[r(N) = y(N)] + (3.18)
N-1
+ > [r(6) = y(@)]" Qr(i) — y(i)] + Au” (i) RAu(i)
=0

where() includes weights on the water level and pressure deviationsthe references
r. R includes weights on the rate of input changes &rid a terminal error penalty

is the current statey is the future input sequence to be found in the MPC update step
and N is the prediction horizon. The tuning of the MPC controllexsidone by using
the LQGI/LTR procedure for shaping the return ratio of thénestor in such a way that
the MPC performance could be compared to that of a classécamdralised PI control
strategy. The estimator was designed also to achieve offeetracking of the water
level and pressure. This was achieved by augmenting theln(®d&) by integrating
disturbances in the direction ®f Two different choices of* were suggested leading
to two MPC designs. Design 1 had= B and Design 2 hadl, = [1B[1] Bq[}]].
Regarding the control challengeiggh disturbance bandwidtandMeasurement noise
Design 2 showed to increase the bandwidth of the sensifiitgtion from the steam
flow disturbance to the water level without increasing darisi to water level mea-
surement noise.

The designed controllers proved in simulations on the neali model of the full-scale
boiler to outperform the PI controller, see the simulatiesults in Figure 3.10.

The reason for this was concluded to be due to the model-laagkllIMO nature of the
controller rather than superior constraint handling. Teés also backed up by the fact
that a clipped-LQG scheme achieved similar performance RE M\lso, the direction
of the unmeasured disturbances in the estimator provedimggrtant. Especially,
estimatingk ~ 71, proved very efficient regarding water level control. To daestoate
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Figure 3.10: Plot of simulation results with a pulse in steam flow—eﬁoo% shown as the black line in the
bottom right plot. The pressure is shown in the top left plog, water level in the top right plot, the fuel flow
in the bottom left plot, and the feed water flow in the bottoghtiplot. The red lines in the top plots are
the references, and the red lines in the bottom plots arenttial isteady state value of the inputs. The blue
curves represent the Pl controller, the green curves représe MPC controller of Design 1, and the orange
curves represent the MPC controller of Design 2.

why this is so, we take a closer look at the unconstrained-clbert:

] <[t me) < [l Kl [] e

where K;;(z) differs in the three controller designs. In Figure 3.11 etsein in the
unconstrained MPC controller subject to the same measutsras in Figure 3.10 are
shown.

This figure reveals that the controller of Design 2 has a varglscoupling from the
water level to the fuel flow, whereas the coupling from presso feed water holds the
estimate of the steam flow. Design 1 has large couplings im ¢ioéctions. This shows
the importance of the MIMO structure and at the same timecatds that adequate
performance should be expected using a decentralisecbteatreme with feedforward
from a steam flow estimate to the water level controller.
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Figure 3.11: Plot of individual terms of the unconstrained controllerfieTop plot is the fuel flow and the
bottom plot is the feed water flow. The blue curves are the Rirotler, w11 anduss. The dashed, green and
orange curves represent the MPC controller of Design 1, la@dalid, green and orange curves represent
Design 2. In the top plot the orange curves represgntand the green curves represent. In the bottom
plot the orange curves represent; and the green curves represent.

Thus, what really sets the limits of performance for the dédone oil-fired boiler is the
ability to generate this steam flow estimate which is infleehby measurement noise
and model uncertainty. The reason is, as mentioned in [8pkeal., 2008d], that
we have to accept the shrink or swell occurring from the stélam changes but can
change the speed at which recovery from the disturbanceds nha fact, the feedback
itself need not be very fast as other disturbances thané¢aesfiow have much smaller
bandwidths. This again points towards MIMO control, in teese that the steam flow
estimate must be generated from both process inputs andtsutp

In the paper [Solberg et al., 2007a] we also investigatedémefits of applying MPC
to processes for which future knowledge of disturbance gésiis available. This was
done by assuming that the engine load changes were knovwartiineites in advance.
The purpose was to address the challeBgeink-and-swell The efficiency of this
scheme is illustrated in the simulation results of Figude?3.

Finally, a setpoint control scheme was discussed with tlipgse of limiting the nec-
essary distance between the lower and upper water levehglarsuch a way that the
boiler dimension could be reduced. However, no concreteridfgn was developed.
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Figure 3.12: Plot of simulation results with a step change in the engind foam L. = 0to L. = 0.35.

The pressure is shown in the top left plot, the water levehéntop right plot, the fuel flow in the bottom left
plot, and the feed water flow in the bottom right plot. The rieeéd$ in the top plots are the references, and
the red lines in the bottom plots are the initial steady statee of the inputs. The blue curves represent the
PI controller and the green curves represent the MPC céaitiafl Design 1. Notice that the MPC controller
acts before the disturbance occurs.

3.2.3 Switching control of burner setting

As mentioned earlier in Section 2.6 a burner can only be d¢peéidown to a certain min-
imum load whereafter on/off operation is required to meetdbsired energy request
on average. This issue was part of the control challédigeontinuous input flows

In [Solberg et al., 2008a,b] two different strategies fondilang the burner setting
switching was presented for boilers equipped with a twgestaurner. The burner can
operate in three modes, Burner 1 off and Burner 2 off, Burnen &nd Burner 2 off,
and Burner 1 on and Burner 2 on. Burner 1 is smaller than Butndhe burner was
modelled as a finite state machine with fixed fuel flow manoesnaxecuted during
burner switching. This model was combined with a linear nh@dethe one in (3.17)
(without the WHR boiler) to have a full model of the boiler syrst

Both, strategies set out to solve the following control peain

Problem 3.1. At every sample instarit, given the current state(k), minimise the
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following performance index over = [u(k), u(k + 1|k),...]:

M(T)

ot = i 7{ 3 ho st
T
F T [T G + MRIQU)( + KIR) + +Au”( + KIR)R()Au(j + k|k)] |
j=0

(3.20)

whereAu(j) = u(j) — u(j — 1), 2(4) = r(j) — y(j) with the reference vector(j),

i € {0,1,2}, M(T) is the total number of burner switches, ahgd _, ;, is the cost
associated with a switch from burner mode ; to modei;. @ and R are quadratic
penalties on error and input changes.

Hence the control problem poses a trade-off between ouyaie( level and pressure)
setpoint deviations and control input action includingtsad burner switches.

A special property of the two-stage burner is that the mimnmossible power delivered
by concurrent operation of the burners is higher than theimmam power delivered by
Burner 1 alone. This means that there are two power gapsiegimeaning that the
burner cannot deliver power continuously below the minimioad of Burner 1 and
neither between the maximum load of Burner 1 and the minimoad bf the concurrent
burner operation.

It was noted that given the special property of the gap-regand the cost function in
the control problem setup there will be certain disturbdeeels for which the optimal
continuous solution to the control problem 3.1 forces tlagestrajectory of the system
to converge to a limit cycle.

In [Solberg et al., 2008a] the application of MPC using theedilogic dynamical
framework (MLD) to control burner on/off switches for baieequipped with a two-
stage burner was discussed. We refer to this method as Méthiodthe same paper,
problems regarding the finite receding horizon frameworkctmtrolling these burner
on/off switches were discussed. The problems arise exadign the system to be
controlled converges to a limit cycle. In this case the réggtiorizon control using the
MPC/MLD framework suffers from prediction mismatches.

In [Solberg et al., 2008b] a method suggested in [Solberd.e2@08e] based on a
generalised hysteresis framework was applied to the saoeegs in order to handle
the shortcomings of MPC/MLD. We refer to this method as MdtBoThe structure of
this new control strategy is shown in Figure 3.13.

The idea behind this new strategy is that the MPC contradidraisically the same as
designed in [Solberg et al., 2007a] but with variable caists depending on the burner
state. The state estimator estimates when the requestest powesponds to a gap-
region. If this is so, the burners are allowed to switch whendtates hit a switching
surface described bf(z). These switching surfaces are found by seeking the optimal
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Figure 3.13: Control structure for Method B.

limit cycle (if one exists) given the current requested podemand. The surfaces are
described using theory from time-optimal control. The roetis only developed for
SISO systems with discrete input. For this reason the mosksd in the optimisation
assumed that the MPC water level controller was active.e&atsiof performing the
optimisations on line, a table of switching surfaces wasboff line and implemented
as a lookup table.

A simulation study showed that this new controller behavesterappropriately than
the MPC/MLD controller, see Figure 3.14. The approach isegarand can be applied
to similar systems governed by actuator systems which aréntmus in one region
and discrete in another. Further, the method allows foagesequences to be executed
in between input switches.

3.3 Hybrid Systems Control

The contributions in this field are concerned with controbgétems having discrete
inputs using a discontinuous cost functional. The lattethoe mentioned (Method
B) for control of the burner on/off switches above was orédiiyndescribed in [Solberg
et al., 2008e]. In that work it was pointed out that finite iding horizon control of
systems whose state converge to a limit cycle is never opthmaugh the proposition:

Proposition 3.2. Given a control problem described by a cost functional whiels
discontinuous jumps. If the optimal state trajectory cages to a limit cycle, finite
receding horizon control is never optimal.

The systems under consideration were:

i(t) = Az(t) + Bu(t) (3.21a)
y(t) = Cu(t) (3.21b)

wherez € R", y € R andu(¢) : [0,00) — {u,u}. The input was symmetria(t) €
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Figure 3.14: Simulation results using Method A left and Method B right. firthe top the first row shows

pressure error, the second water level error, the third tmws the feed water flow (blue), estimated (green)
and measured (red) disturbance both converted to represprgsted steam flow, and the bottom row shows
fuel flow. The plot on the right includes the estimated steddieuel input (green), the grey fields corre-
spond to the gap-regions. Notice the spikes in the fuel flomfiL2 to 25 min. bottom left and the asymmetry

in the pressure error oscillations in the same period togdeftlethod A.
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{-1,1}, and we defined\ = u(0), such that:

Aforo<t<T)
u(t) =9 —AforTy <t <Ts (3.22)
A for Ty, < t < Tj etc.

The general cost functional treated was:

T
J(x(0),u(-)) = lim l/0 le(r),u(r))dr (3.23)

wheree(7) = r(7)—y(7) and the piecewise continuol(&(7), u(7)) : R x {u,u} — R
included a quadratic penalty on the tracking error and a ebstvitching the input.
Hence:

le(r),u(r)) = qe*(T) +p (8 (T —T1) + 0 (1 —T) +...), (3.24)

whereg > 0 is the cost associated with output deviations from the esfeg, ang > 0

is the cost assigned to the changes in the input sigifal.is the Dirac delta function,
andT; is the time of the'th input change.

A new sampled optimisation problem for solving the infiniriaon control problem
minimising (3.23) was introduced. However, as a consideramount of computa-
tional resources would still be required for this approaelg approximations to the
infinite horizon strategy were proposed. The strategy likhoth these methods was
first, offline, to find the optimal limit cycle the state wouldrwerge to given some per-
formance function and subsequently in an online controés@htrack this cycle. One
approach referred to as Method penalises the deviations from the predetermined op-
timal limit cycle in a cost functional of a finite receding mn controller. The other,
Method B, uses a generalisation of hysteresis control taking a gemaleapproach
looking at a hypersurface in the state space to determinelsya in the input. The
steps in designing the latter controller are:

1 Find the optimal limit cycle by solving an optimisation ptem.

2 Calculate switching surfaces and their domains, staftmg the pointsz™ and
x~ respectively, using techniques from time-optimal control

3 The control law aims to evaluate the functions represgttia switching surfaces
and to check their sign. Based on this information the coimput can be set to
eitheru(t) = —1, u(t) = 1.

T andxz~ are points on the limit cycle where a switch in the input froagative to
positive and positive to negative respectively occurs.

Examples of both methods were presented in [Solberg etQflge]. One example was
the triple integrator which we repeat here:
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Example 3.3. Triple integrator: the differential equation is simpiy, (¢) = u(¢), which
for constantu(t) = A has the solution:

X1 éA %.T;}(O) .TQ(O) l‘l(O) t3

To| = 0 %A 583(0) TQ(O) t2 (325)

T3 0 0 A x3(0)| |t

The input is limited tau(t) € {—1,1} andy(t) = x1(¢) andr(t) = 0. The design
parameters arey = 1 andp = 507. Now find the optimal limit cycle to get switching
pointsz™, z~ and the optimal period’;. The limit cycle is symmetric and hence the
duty cycle isD. = 1/2. Next we seek the switching surfaces. First, find the curve
along which the state approaches with negative input.(t) = —1 by settingt = —7

(7 > 0) in (3.25)and eliminatingr. This curve is given by the intersection of the two
hypersurfaces:

_ 1 1
fi(x) = 6(x32 —x9)® + 5%%(1’32 —29)? — a3 (w32 — 23) +2) — 212 =0 (3.26)
1
fo (x) = —5(.%32 —29)? — a3 (w32 — a3) + 25 — 222 =0 (3.27)

over the domair{z|z$ < z3}. The next step is to find the surfad®,", on which a
positive input can bring the state to the cuve. To do this, set = —s (s > 0) in
(3.25)and set the initial condition to the points dir defined byf; = 0, f; = 0.
By eliminatings and points o'~ from the equation, the following expression for the
surface can be derived:

1

5 1
g+(x) = g(xgg — Ig)d —|— 5.%32(.%32 — Ig)z —|— £E22($32 — .Z‘g) + X1 —T1 = O (328)

with 19, 222, 32 being points o’ found from(3.26) (3.27)and:
1/2

1
T3p = (2($§ +a%) + a3 - 902) (3.29)

The domainXy,+ C R? on whichWW* is defined is:
L2 - :1302) + 3 forzsz <0
X+ = x’a: <2y s > - 3.30
we { ? {—%|x§—x82|+x8forsc3>0 (3:30)

The curve and surfacé™ and W~ can be found in a similar manner starting from the
point 2. Now define a new function describing the surface dividirgdtate space
M = W+ uUW~. This function is given as:

_ Jgt(x)forz(t) € Xy+
9@) = {g(x) for z(t) € Xy - (3.31)
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Figure 3.15: Switching surfaces and optimal limit cycle for the triple igtator example.

Finally, define the space above the surfageas M~ and the space below ak/ "
being regions of the state space where a negative input oséip® input can take the

state to one of the switching surfaces.
Now a feedback law can be designed to steer the state to theyioke as:

1fora(t) e M+

—1forz(t) e M~

Lforz(t) e WH\ T~

u(t) = ¢ —1forz(t) e W \T'" (3.32)
1forz(t) e Tt

—1fora(t) e '~

u(t) for z(t) € R3\ (Xy+ U Xyp-)

The switching surfaces for this control law are shown in F&g8.15. The optimal limit
cycle is also plotted as a blue curve.

The control law(3.32) and the one using Method*fave been simulated, and the
results are shown in Figure 3.16.

The top plot shows the value of the cost functional. The bheedorresponds to the
cost associated with the optimal limit cycle. The red lin¢éhis cost achieved by ap-
plying Method A, and the green line is the cost achieved by applying MethodliBe
performance is evaluated using the performance functiof3.i83) The bottom plots
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Figure 3.16: Simulation results for triple integrator example. Top: perfance plots. Bottom: state trajec-
tory in the phase plane.

show the trajectory of the closed loop in the phase planesptef onto the:|, x5 plane
left and onto thers, 23 plane right. The red curve is the state evolution using Métho
A*, the green curve is the state evolution using Methddd®d the blue curve is the
state trajectory corresponding to the optimal limit cycle.

As can be seen, both methods result in the state convergthe timit cycle.

The actual performance curve over a period in the above éeampvaluated from the
following integral:

Je 1 o 2(7)d 3.33
(@t) = (| ardr)r+2p), (3.33)
» t

whereT}, the actual period, is defined as:
T; = min(Ts + 7o, T5), (3.34)

with Tj, being the time since the last input change @h@dnd7’ being the future times
at which the second and third input change take place regpkct

Method B proved to allow considerably faster online computatiormntMethod A
for the treated examples. Both methods have only been sébrectlatively small
systems and problems might be encountered when incredwngddel order. Further,
MIMO systems and mixed continuous/discrete decision begare not systematically
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handled. However, an approach to do so was discussed ahogerfiwol of the two-
stage burner.
We might conclude by raising two questions:

e Why do we need an infinite horizon?
e What is the consequence of running with a finite horizon?

To answer the latter question first, we saw in [Solberg et28l08e] that for hybrid
systems the choice of horizon changes the solution draatlgtid his is different from
linear systems and standard MPC where convergence is matdr fa the horizon
length. An infinite horizon is often used in linear MPC to aata stability guarantees
or approximate the constrained LQR controller. Howeveremvpredicting over this
infinite horizon, disturbances, references, system dycsmic. are often assumed not
to change. This is of cause never true in practice. Howewminlg that by choice
of an infinite horizon, the stability properties of linear IRan be carried over to
the hybrid case, this is motivation enough. Also, if no imfiation about any future
changes altering the solution is available, the infinitézwr solution provide consistent
predictions as long as no alterations occur, whereas the fiorizon method will be
subject to prediction mismatches.

3.4 Solved Control Challenges

Here we shortly summarise the solved challenges.

e Actuator nonlinearitiesThis challenge was solved for both the feed water system
and the turbocharged burner unit. For the feed water systesmwias handled
by inverting the plant gain in a gain scheduling strategy loiovad with a local
feedback. For the burner, nonlinear feedforward functiwom the reference
were used to find the correct distribution of fuel flows.

e Actuator saturation(integrator windup). On the actuator control level this was
handled by tracking anti-windup schemes. But seen fromadiilerxontroller the
saturation (constraints) were handled using MPC.

e Discontinuous input flowsThis challenge was handled by developing and im-
plementing hybrid system control schemes based on MLD/MirCgeneralised
hysteresis control.

e High disturbance bandwidthA high sample rate ensured that step disturbance
changes were spotted fast. Further, the bandwidth of thetsety function from
the unmeasured steam flow to water level was increased byajempea steam
flow estimate.
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e Shrink-and-swell The shrink-and-swell caused by steam flow changes had to
be accepted though the recovery speed was increased. Tleepmorounced
phenomenon caused by engine load changes was handled bitiagpthe pro-
active nature of the MPC controller and further, a setpoarttiml scheme was
suggested.

e Measurement noisd he measurement noise on the water level limited the achiev
able bandwidth of the water level loop. However, the moshpumced distur-
bance is the steam flow, and the bandwidth of the sensitivitgtion from this
to the water level was increased through a steam flow estigemterated mainly
from the pressure measurement.

It has been shown that a better water level control could h&aed without compro-
mising pressure performance by using MPC. Further, a s@tpontrol scheme was
discussed allowing to increase the water level setpoirseclo the upper constraint.
The influence of the time-varying plant dynamics is reduocagrninimum by the choice
of control structure.
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4. Conclusion

In this thesis various topics within marine boiler modedliand control have been dis-
cussed. The work is presented in a collection of papers sedli the final part of
this report. These papers describe application of advarmeilol to a specific class of
marine boilers, and new results within hybrid systems @dmtre discussed. Further, a
thorough analysis of the boiler control properties is régabr

The contributions of the project are in the area of marinéebonodelling and control
and hybrid systems control.

In the area of marine boilers the work can be divided into twambhes; one concerning
burner control and one concerning overall boiler contr@g&ding burner control, the
main contributions are:

e Construction of a first principle model describing a turkerged burner unit.
Published in [Solberg et al., 2008c].

e Design of a power controller with oxygen constraints fortilmdocharged burner
unit. Published in [Solberg et al., 2008c].

Regarding boiler modelling and control, the main contiiims are:

e Athorough analysis of control properties of the one-passk&ntube boiler. Pub-
lished in [Solberg et al., 2007b].

e A description of limits of performance in marine boiler canit Published in
[Solberg et al., 2008d].

e An LQG controller capable of controlling water level and ggere utilising an
estimate of the steam flow disturbance. Published in [Sgletal., 2005b].

e A novel approach to control marine boilers allowing a powaisumption which
requires on/off burner control. Published in [Solberg et2008a] and [Solberg
et al., 2008b].

e Steps towards a model predictive control structure for neabioilers using an
outer water level setpoint optimiser to improve efficienog allow smaller boiler
geometry. Published in [Solberg et al., 2007a].

57
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In the area of hybrid systems control, the following conitibns have been made:

e lllustration of problems using a receding finite horizon ttohlaw for systems
whose solution converge to a limit cycle. In this context tieed for infinite
horizon strategies is pointed out. Published in [Solbew.e2008¢].

e Two methods for handling the above problem have been deséldpublished in
[Solberg et al., 2008¢e].

The overall marine boiler plant is a complicated large-scainlinear process. How-
ever, in this thesis we have shown that when focusing onrdiffemodules of the pro-
cess, i.e. the actuator systems and boiler process ini@ulaather simple control
algorithms can be derived for the entire process.

Both the burner, the feed water system and the boiler prdeess been treated in the
thesis. First principle models of these submodules hava Hedaved and controllers
developed.

It turned out that the boiler process itself did not posedaitgoretical challenges re-
garding modelling or control in normal situations. This vessphasised by developing
a second order model of the boiler describing the relatipnisétween fuel, feed water,
steam flow and water level and pressure. Further, the pléaieel linearly over a large
frequency range including the crossover frequency. Raggutte control, the noise on
the water level measurement made it impossible to achieligghsa bandwidth for the
water level loop as possible with the pressure loop whennglgn single loop strate-
gies. As a consequence, benefit could be gained from a nridtdka control structure
as this allowed for speeding up the response from the steawmdikiurbance to the
water level through a disturbance estimate. This estimakegenerated by a Kalman
filter including an internal model of the steam flow disturban

Instead it was the actuator systems that introduced thénsamlbehaviour in the plant.
For the feed water system, the nonlinear gain could be lise@in a gain schedul-
ing strategy inverting the plant gain combined with a loesddback allowing to set a
reference for the feed water flow in an outer loop. Regardigghurner system the
nonlinearities were introduced by the complexity of a tatharged burner unit and as
a consequence of the necessary on/off operation for lowelbuoads. This latter be-
haviour characterises the system as having a hybrid nafteehniques to deal with
this hybrid nature were developed. Further, a first prircipbdel of the turbocharged
burner unit was derived, and a control strategy based on linean feedforward and a
local feedback for oxygen control was presented.

Much of the project has been concerned with the applicatidViRC and its variants.
The reason for this was the original purpose of the projeatitimise the boiler wa-
ter/steam space. It was then thought that the process whaly lignlinear with exten-
sive cross couplings and pronounced shrink-and-swell\behia Given both the hard
water level, pressure and actuator constraints it seentacahto use MPC. In [Solberg
et al., 2007a] simulation results gathered from a model afllestale plant indicated
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that MPC is applicable for marine boiler control. This papencluded that it was
especially the model-based nature of the MPC controllarahewed this strategy to
outperform the classical Pl controller. The superior caist handling and pro-active
nature offered by MPC proved less important when no infoionaif future disturbance
or setpoint changes were available. Further, the distedamodel used proved to be
very important for improving performance. This model slibloé designed to estimate
the unmeasured steam flow disturbance.

Simulation results also indicated that when the pro-actateire of MPC was not used,
MPC delivered similar performance to a clipped-LQG comémIThis is important as
implementing the clipped-LQG controller eliminates thedéor a quadratic program-
ming solver in the marine boiler control system.

It was argued in [Solberg et al., 2008d] that one has to a¢bephrink or swell origi-
nating from steam flow changes. However, using MPC the watet ivas brought back
to its setpoint faster than with the classical decentrdlBecontroller. In order still to
allow reduction of the steam space, a setpoint control seheas discussed. Such a
scheme can work for both the stand-alone oil-fired boiler when this is equipped
with a WHR boiler. Especially under the concurrent operatibtthe oil-fired boiler
and the WHR boiler such a setpoint scheme can allow for redutia height of the
oil-fired boiler. Combining the setpoint controller with MPC controller which re-
ceives prior knowledge about engine load changes showedtpas in [Solberg et al.,
2007a]. However, even for the stand-alone oil-fired boitaprovements could be ex-
pected through setpoint control.

It was found necessary to deal with the burner on/off switglat the same level as the
water level and pressure control. This characterised therkas a hybrid system. Two
strategies for controlling the boiler in situations reéqugrthis on/off switching were
suggested. One was based on MPC and the mixed logic dynafwital) framework
requiring a mixed integer optimisation problem to be soleadine. The other strategy
used a generalised hysteresis (GH) framework develope8albérg et al., 2008e] in
combination with MPC. The GH/MPC method required either aline optimisation
of switching surfaces for the hysteresis or the implemémabf a lookup table. In
this work a lookup table was constructed. It was shown thnagigiulations that the
GH/MPC method in general produces better responses thanltBe&MPC framework.
The main reason for this is argued to be due to the infinitebarused in the GH/MPC
method reducing prediction mismatches. The GH/MPC methddrther found com-
putationally more attractive than MLD/MPC framework forlioe implementation.

4.1 Perspectives

In this last section the author’s suggestions for futureaesh in the area of marine
boiler control will be presented.

e Regarding the one-pass smoke tube boiler, focus should kedritom the con-
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trol algorithms towards fault detection and accommodadilgorithms. There is
a huge potential in being able to automatically detect anthis faults. Both
to avoid damaging the plant but also to assist service eargria fault accom-
modation. Such schemes might be based on very simple mofigie plant

submodules together with the extensive knowledge and exper gathered by
service engineers over the years.

The developed MPC controller should be decoupled and a tratisad scheme
applied. This is achieved by closing a fast pressure loop IBMAEC control.
The water level loop can then run at a much lower sample fregyuallowing
longer computation times. However, it is still importantgenerate the steam
flow estimate as this is what improves the water level cortver traditional Pl
control. Whether this estimate should be generated from uheiat fuel flow
alone or in a Kalman filter as in this thesis can be investijafehe benefit in
such a setup is that it is less sensitive to uncertainty irctbes couplings. Such
a decentralised strategy is also in line whith our proposateralised hysteresis
control structure.

Regarding control there are supposedly a large challengentrolling the large

drum type marine boilers. This is backed by observationsenigdAl. The prob-

lem in these boilers is the relatively small water volume paned to the steam
load. This makes the phenomena present in the one-pass smbekieoiler more

pronounced in this boiler type. However, the drum boiler goaular example
in the literature both regarding modelling and control anshould not be diffi-

cult to adjust these results to the environment in which tlagime drum boiler

operates.

Modelling and control of the combustion process to improuenbr efficiency
and reduce the risk of furnace pressure pulsations whicltaase plants to re-
quire shutdown.

Water level measurement. Introducing a measurement of #ierwolume in
the one-pass smoke tube boiler would be beneficial as thefaetbt feedback
from a noisy water level measurement would be eliminatedval$ illustrated
in [Solberg et al., 2008d] how such a measurement could be insa control
scheme.

Further, development is required regarding introductibthe WHR boiler to
the one-pass smoke tube boiler. Especially a first princippelel of the boiler
verified against measuring data is needed. Regarding ¢athiesetpoint optimi-
sation scheme suggested in [Solberg et al., 2007a] shodldtber developed.

Regarding control of hybrid systems whose state trajeatorywerge to a limit
cycle, much more work is required in the direction towardwite horizon strate-
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gies. This is important as systems having such properties afise in the indus-
try.
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1 INTRODUCTION 7

Abstract

This paper concerns modelling and control of a novel turlamghd burner unit devel-
oped for small-scale industrial and marine boilers. Therirmrconsists of a gas turbine
mounted on a furnace. The burner has two inputs; oil flow togh® generator (gas
turbine combustion chamber) and oil flow to the furnace, amal dutputs; power and
oxygen percentage in the exhaust gas. The control objecfitiee burner unit is to
deliver the requested power set by e.g. an outer pressuwiole keeping a clean
combustion and optimising efficiency. A first principle maslelerived and validated
against preliminary test data. The preliminary test sholaat the model is capable of
capturing the important dynamics of the burner unit whilerentesting is required to
determine the reason for discrepancies in gains. An amalgkthe model shows that
both dynamics and gains change remarkably over the enta@ tange. However, local
linearised models of low order can be derived and used in aegient controller de-
sign. Also, the model includes an inverse response (noimmim phase zero) from the
gas generator oil flow to the controlled oxygen level. Thisunsethat when changing
the oil flow to the gas generator, the oxygen level initiallgves in the opposite direc-
tion before it moves in the long term direction. A controbsdgy based on a nonlinear
feedforward and a linear feedback controller, adjusting thtio between the oil flow to
the gas generator and to the furnace, is proposed. The fegdfd is calculated from
an inverse mapping of the requested power output to find thestationary oil flows
while respecting oxygen constraints. Simulation resutihegred from the developed
nonlinear model with added noise and external disturbarlbestrate the efficiency of
the proposed control strategy.

1 Introduction

Most burners, shipped with industrial and marine boiledato are equipped with a fan
to supply the combustion with air. Such fans consume coredidie amounts of electric
power and produce noise. Further, to achieve a high turndatim using a conven-
tional burner, more than one atomiser is needed. The buamsidered in this paper is
a two stage burner in which the first stage drives a gas tugidehe second stage is a
conventional furnace burner. This concept has multipleathges over the aforemen-
tioned fan concept. First of all burner efficiency is highlaare is no longer a need for
electrical fan actuation. Further, the turndown ratio réased in the way that the gas
turbine can operate alone (however, this operation modet igany thermodynamically
efficient). Finally, the gas turbine concept increases #eewglocity through the boiler
convection part which leads to a higher heat transfer to thin

However, this new burner concept requires a more comprefeecasntrol strategy than
the conventional burners to maximise efficiency and keepanctombustion to e.g.
minimise the amount of pollutant expelled from the funnehisTfactor is especially
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important when the burner is installed on ship boilers agelgenalties are assigned to
shipowners if the smoke coming out of the stacks is too hdrtofthe environment.
The control problem is complicated by the high degree of ineakities in the system
and further, the process exhibits an inverse response fremas generator (gas turbine
combustion chamber) fuel injection to the flue gas oxygeell@hich is used as a
parameter for clean combustion.

In relation to the automotive industry many people have esklrd modelling and con-
trol of turbocharged diesel engines — see e.g. [Jensen, dt98l1; Jung and Glover,
2003; Kolmanovsky and Moraal, 1999; Mller et al., 1998]JorArthese works, results
on the turbocharger modelling can be used. There is obyi@ustsemblance between
the setup presented in this paper and the gas turbine foupdwer plants and com-
bined cycle power plants. A model of a stationary gas turbarebe found in [Sekhon
et al., 2006].

We derive a model based on first principles rather than usisigs identification tech-
niques to specify a black box model based on e.g. linear patramodels. This
technique is adopted as these models tend to be valid ovefes operating range. The
goal is to derive a lumped parameter model that reflects theebaynamics as well as
possible from knowledge of the system behaviour and meamne This approach is
also taken to achieve insight to the burner process. Furheetailed model like this
will be of great value as a simulation platform for controtiesigns. Model verification
experiments have been performed at Aalborg Industrieg’ tgst centre.

Regarding controller design, principles such as traditicelector and ratio control of
burners can be used — see e.g. [Astrém and Hagglund, 2006}eo, many other
methods exist and especially model predictive control (MG&ciejowski, 2001; Qin
and Badgwell, 2003; Rossiter, 2003] is an interesting atatdias it can naturally han-
dle constraints on inputs and state variables. Howevehishgaper we focus on the
control properties of the burner unit and therefore stickhwiaditional selector and
ratio control with a nonlinear feedforward from setpoinanges.

We show that even though the process is nonlinear and inclimderse responses, a
simple ratio controller can control the process. Howevemare advanced control
methods are to be used it is expected to be necessary to lhadienlinearities in the
control setup.

The paper is organised as follows: First a short system i¢iser is given and as-
sumptions made for modelling purposes are presented. hngé#&lihe model derivation
followed by a discussion of the control properties. Subsatjy the control strategy is
described, simulation results presented and conclusimh$udure work are discussed.

2 System Description

A sketch of the burner unit is shown in Figure 1, and the fuomality is explained
below.
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P

Figure 1: Drawing of the turbocharged burner systemis the compressot, is the turbinegg is the gas
generator (the first combustion chamber) gndis the furnace (the second combustion chamberis the
fresh air inlet, andf«1 and fu2 are the fuel inputs.

The unitse, t andgg comprise the gas turbine. Fugh:1, is injected and burned in the
gas generatogg, and the hot gas leaving the combustion drives the turlsinghich
rotates the shaft of the turbocharger delivering power iwedhe compression process
in the compressor;. Air is sucked in at the compressor inlet, and the hot conidnust
flue gas leaves the turbine to enter the second combustionbehathe furnacefn.
Here fuel is added agairfu2, and another combustion takes place. More tH#l of
the total fuel flow is injected into the furnace. The hot flus tgaves the furnace and
enters the boiler convection part before leaving througtftinnel.

Before proceeding to the model derivation we set up somergeagsumptions to sim-
plify the modelling process. These assumptions are listelceaplained below.

Assumption 2.1. The ambient pressure is constant.

The pressure in the engine room on a ship may vary. This wilieémce the pressure
ratio across the compressor as inlet air is taken from thanemgom. However, the
setup concerned in this project is situated on shore in aégdte where ventilation is
expected to cause negligible pressure variations.

Assumption 2.2. The metal part separating the flue gas and the water-steatrcpar
sists of one piece of metal with the same temperature.

This assumption is justified by the fact that most boilerdude a pressure control
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loop keeping the pressure around a constant reference, vafyie®ar, meaning that
temperature variations are small.

Assumption 2.3. All energy losses in the system leave through the funnel.

This assumption is made because losses in terms of heat gligilnle compared to
the total amount of energy supplied to the system. A rougimest of the relative
heat losses was shown in [Persson and Sgrensen, 2006Kt®i®02 per thousand.
Furthermore, no friction losses from the shaft of the tuHawger are considered.

Assumption 2.4. The pressure in the furnace is equal to the ambient pressure.

Measurement performed over the convection part of the tktrishowed a pressure
loss of about 900Ra which is small compared to the range of operation. The anibien
pressure assumption is included to have consistency in tiieeinno fuel and air flow

= no flue gas flow.

Assumption 2.5. The conditions in the control volumes are homogeneous.

This assumption reflects the earlier statement that we aigrewting a lumped param-
eter model. Furthermore, we will use a backwards placeelisation. The reason for
this is that using for instance a bilinear place discreatisainethod introduces unwanted
right half plane zeros in a linear model [Hvistendahl ando8ad, 2004].

Assumption 2.6. The specific heat capacity, ¢, and molar mass)/, of the flue gas
throughout the process are assumed to be constant.

An analysis of the flue gas carried out in [Hvistendahl and&agj, 2004] justifies this
assumption. In general we do not kndw;. To find this we would have to make use of
both a mass balance and a mole balance tofifyd= . However, as the analysis of
the flue gas in [Hvistendahl and Solberg, 2004] shows; theanmohkss of the flue gas
even after as stoichiometric combustion is approximatglyaéto that of atmospheric
air. Therefore, we assume a constant molar mass of the flue gas

Assumption 2.7. The flue gas can be viewed as an ideal gas.

The reference level for the enthalpy is seffip= 273.15K or 0°C, however, all tem-
peratures are kept in kelvirl'(K]). The reason for this choice is that many of the
specific heat capacity data are only available fra¥@ @nd up.

2.1 Modelling

The modelling is divided into two main sections: one dealiith the thermodynamic
properties of the gas turbine and furnace system and andtfa¢ing with the oxygen
balance. In Figure 2 the gas turbine is presented in a sciediagram useful for
modelling purposes. Attempts have been made to includeotlveducts indicated on
the figure in the model. This was done by using Euler equatiocisiding friction
losses. However, the result of modelling these ducts didowtribute to the validity of
the resulting model and will be omitted here.
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Air
Duct 1 > Compressor ™ Duct 2
Fuel
Shaft Gas generator [*—
~— Duct4 | Turbine < Duct3 [
Flue gas

Figure 2: Schematic diagram showing the interconnection of the compsribat make up the gas turbine.

2.2 Turbocharger Model

There exists a lot of literature concerning mean values ttingeof turbocharged en-
gines. The results from this can be applied to this burner dnirthermore, the book
[Saravanamuttoo et al., 2001] provides a good referencarbo tmachinery.

Most of the modelling in this section is based on results fidmstutz and Guzzella,
1998; Jung and Glover, 2003; Kolmanovsky and Moraal, 1998tiéM et al., 1998].
As mentioned above, heat losses are neglected, and it imadstinat the processes
in the compressor and turbine can be viewed as adiabaticsikle2compression and
expansion respectively. Such processes are called ipémt@maod have the following
properties useful for the model derivation:

Properties of isentropic processes$-or an ideal gas undergoing an isentropic process,
the following relationship is valid [Eastop and McConke993B]:

Tois [ Po 7771
()= (%) @

whereT; is the inlet temperature of the working fluid,,, is the outlet temperature
under isentropic conditiong,; andp, are the inlet and outlet pressure respectively and
the adiabatic index = > = —4 whereR = M(c, — c¢,) also known as the ideal

prf

gas constant.

Compressor model

To account for the compressor not being ideal in reality, mieotduce the compressor
isentropic efficiency) < . < 1 as the ratio between theoretical isentropic temperature
rise and actual temperature rise, [Eastop and McConkeyg]199

To,;s,c - Ti,c

2
To,c - n,c ( )

Tle =



82 PAPER A

Equations (1) and (2) can be combined to find an expressicihéatemperature at the

compressor outlet:
y—1
=
(po,c) B 1]) 3)
Dic

A common assumption when working with compressor and terhinits is to regard

them as steady state steady flow processes (SSSF). The ntasscompressor and
turbine is relative low compared to the mass flow rate due ¢ostihall compressor
and turbine volume. Hence mass, temperature and pressuadl assumed to change
instantly with changing inlet conditions rendering the dgnics negligible.

This means that the mass balance for the compressor is gven a

1
Toqc = Ti7c 1+ —
) Ne

0— dm,

- mi c mo,c (4)

i
Furthermore, the energy balance can be written as:
d(mecp,f(To.c — To) — peVe)

dt
= miaccpaf(Ti7C - TO) - mo,ccp,f(To,c - TO) + Pc

0=

(5)

whereP, is the power delivered from the shaft to the compressor, lwhising Equa-
tions (4) and (5) can be expressed as:

Pc = mccp-,f(TO,c - Ti,c) (6)
wherer. = 1m; . = 1, . NOw inserting (3) into this expression gives:

~—1

1 o,c o

P. = tivey fTio— (”) ~1 (7)
' e Dic

Turbine model

The turbine in the turbocharger is a fixed geometry turbif@T(f- As in case of the
compressor we start by introducing the turbine isentrofficiency 0 < n, < 1 as
the ratio between actual temperature drop and theoresieatriopic temperature drop,
[Eastop and McConkey, 1993]:

N = T7',¢ *To,t
=
Tit = Tost

Using Equations (1) and (8) an expression for the tempezaithe turbine outlet can

be found: -
T,, =T, (1 —_ ll - (’”) D ©)
Dit

(8)
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The mass and energy balances for the turbine are equivaltrige of the compressor,
except that the work done by the turbine is positive so thatgnis transferred from
the turbine by means of work. This means that we can find areszmn for the power
absorbed in the shaft from the turbine:

Pt = mtcp,f(Ti,t — To,t) (10)

whererin; = 1+ = 1, . InSerting (9) we get:
- (W) ’ ] (11)
DPijt

The model of the shaft connecting the compressor and tutiasehe purpose of de-
scribing the turbocharger speed, This can be done by considering the energy balance
for the shaft. The kinetic energy for the shaftis:

P = mtcpjTi,tﬂt

Shaft model

1
Ukin = 5]&)2 (12)

wherel is the inertia of the rotating parts. Hence the energy bal@ngiven as:

de—w =Nm P — P. — Py (13)
dt
where P is a friction term, which is assumed to be negligible comgacethe power
delivered by the turbine and the power it takes to drive themessor. Furthermore,
the mechanical efficiency,,, is set to 1 below. So inserting the compressor and turbine
power terms from (7) and (11), the model for the shaft becomes

=1 =1
. dﬂ_ mtcp,fTi’tnt[l—(%) B :|77hc(‘.p,fTi’C%|:(Z(;:Z) ¥ 71] (14)
~~ dt &
f33 hs

This is the equation governing the turbocharger dynamics.

Turbocharger data sheets

We still need to find expressions for the flow through the caagor and turbine as well
as expressions for the efficiency of these components. Awieveof different methods
for deriving such can be found in [Kolmanovsky and MoraalQ99 Some are partly
based on first principle and others are functions deriveh frarve fitting techniques.
The parameters in both approaches are estimated from ¢uabid compressor maps.
These can be acquired from the turbocharger manufacturer.
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Usually the flow and speed data are scaled to make the magseindient of the inlet
conditions f;, T;). The scaling is done according to:

] ol o
Di MPa 27/T; | svK

Th:

where N is scaled rotations per second. The dependency of the spekeprassure
ratios on the flow and efficiency of the compressor and turaiee

] ca (o). PPloa(a2) g
Te Pic ui Dit

As discussed in [Kolmanovsky and Moraal, 1999], it is notae/easy to find a func-
tion g, for the compressor map, having flow as output. An altereatiapping for the
compressor is possible [Kolmanovsky and Moraal, 1999]:

Po,c
[’} = g (w,me) a7
Ne

Knowledge of the flow can be gained by introducing a contrdunee correspond-
ing to the manifold connecting the compressor and the gasrgear. Using the one-
dimensional momentum balance for this control volume gives

— Fo,c d c
pggpi + gzcos(f) + ch z = —h(v.) (18)

The compressor mass flow can be foundas= p.Av., whereA is the diameter of the
pipe. This corresponds to using "Model 1I" in [KolmanovskydaVioraal, 1999] . This

approach has the advantages of allowing for modelling ofptlessure drop over the
gas generator inlet duct. However, as described in [Kolmskywand Moraal, 1999]

the new differential equation increases model stiffness.

In this work we will use the mappings shown in (16). The datailable for the tur-

bocharger used are limited. For this reason we use a metmagpfiyoximating the

mappingsg. and g; which is partly based on physical insight instead of e.g.apar

eterising the data by using regression to fit some polynomidel or train a neural
network model. The advantage of this is that the extrapmiadf data tends to give
better predictions.

Compressor

The method used to describe the compressor flow and efficieni@scribed in [Jensen
et al., 1991]. This is the method investigated in [Kolmarkyvand Moraal, 1999] per-
forming the best when the output is flow and efficiency. Whetleaseural network ap-
proach seems to be superior for the alternative model, irsf®e and Sgrensen, 2006]
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the problems using a neural network model for the compragsibunder consideration
was illustrated.

Expressing the enthalpy for the gas undergoing the compreash; . = ¢, ;7; . and
ho,c = ¢, tTo . for the inlet and outlet respectively, we can write Equatinas:

P.= mc(ho,c - hi,c) = chhc (19)

Using Equation (7) we find the following relation between émthalpy change and the
pressure ratio over the compressor:

~y—1

]' o,Cc v

Ahe = ¢y fTjo— Kp : > - 1] (20)
c Dic

Looking at the ideal casg. = 1, Ah. iqcq; Can be estimated from Euler’s equation
for turbomachinery. For this purpose we consider a compresih radially inclined
impeller blades, no pre-whirl and no backsweep [Eastop ac@dvikey, 1993, p. 372-
375]:

Ahc,ideal = Uocwo - UZC'LU? (21)
whereU, is the blade speed at the impeller tig,,,, is the tangential component of
the gas velocity (whirl) leaving the impellel]; is the velocity of the impeller at the

impeller entry and”,,; is the tangential component of the gas velocity entering the
impeller. However, as we have assumed no pre-véhjrl = 0 and hence

Ahc,ideal = Uono = Uccc (22)

In practice, the whirl velocity’. is different from the ideal’; ;4..; = U, due to inertia
of air trapped between blades. This is known as slip, and
Ce.

o= i (23)

is known as the slip factor. Hence:
Ahc,ideal - UUCQ (24)

The slip factor is dependent on the mass flow rate throughaimpressor, meaning that
the compressor pressure ratio is a function of both turbrgehapeed and mass flow.
The ratio between the ideal and actual enthalpy changesstiie compressor is the
compressor efficiency.
o Ahc,ideal
e = A,

(p“) . 1] (26)
DPi,c

(25)

Using Equation (20) we have:

Ahc,ideal = Cp,fT’i,c
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[Jensen et al., 1991] uses these physical consideratidhssaime empirical assump-
tions to derive a model for the efficiency and mass flow. Thest flefine the dimen-

sionless parameter, also known as the temperature coefficient or the blade gadi
coefficient, which is closely related to the slip factor (ahé inverse square of the
blade speed ratio as defined later for the turbine), as:

p =1
ersTie [ (2277 = 1)]

1772
EUC

(27)

whereU, = %Dcw. The normalised compressor flow rate, or flow coefficient is
defined as:

m
b=—=_ 28
puED2U, (28)
and the inlet Mach numbé¥! is:
M = Ue (29)

\/ ’Y%Tzc

The normalised flow and the compressor efficiency are asstmneel functions oflr

andM:
k¥ — Ky

O = ki =ky + koM, 1=1,2.3 30
ko + U LR, (30)
nC:alq)2+af2(I)+a3a a; = w? Z:17273 (31)
a;3 — M
And now -
e = @paZDEUC (32)

The method described in [Mdller et al., 1998], based on masnsight as well, was
also investigated. This method proposes a parametrisattidre enthalpy in (26) using
the blade speed and the mass flow. However, the method se¢todiecapplicable for
the compressor at hand and gives a poorer fit than the metisadloled above.

Turbine

Euler’s equations can also be used for the turbine, notiagtij assuming no swirl at
the turbine outlet the tangential component of the gas itglat the outlet becomes
zero,C\,,; = 0. The rest of the equations follow the same lines as for thepcessor.
However, for the turbine we use a different method for madglflow and efficiency.
Following [Kolmanovsky and Moraal, 1999] we model the flowathgh the turbine as
the flow through nozzles (or diffusers). The well known flowations are [Saravana-
muttoo et al., 2001, p. 449-451]

Dit 2

VI RV vy — 1

Ty = Ay [n% _ ni} (33)
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where

II = maX(Ht, Hcrit) = max(&, Hcrit) (34)

Pit
2

Here the critical pressure ratio iH..;; = —5 ﬁ. A, is the effective flow area. This
is assumed to be a function of the turbocharger speed and¢ksype ratio over the
turbine given as:

2
A2 = an(0) (224) s an ()22 4 () (35)
Pit Pit Pit
where ~ . -
a;(N) = as N? + ay; N + ag; (36)

this form is not standard but found to be a better fit than tiggestion in [Kolmanovsky
and Moraal, 1999].

According to [Kolmanovsky and Moraal, 1999] the efficien@nde modelled as a
function of the blade speed ratio:

Uy _ %th 37)

a =1
2, T <1 —(22) )

whereU; is the velocity of the blade speed at the point where the flawrenandC;
is the tangential component of the air velocity at the entryhe turbine rotor. The
efficiency is then parameterised as:

A U .
me=ba(N) [ A ) +bi(N)A +bo(N) (38)
(on (o
where ) ~
bi(N) = by N + bo; (39)

2.3 Gas Generator Combustion Model

In this paragraph a model used for the combustion takingeglathe gas generator is
described. The idea is to calculate the adiabatic flame teatype. The approach taken
is to construct an artificial infinitesimal combustion cahtrolume. The mass balance
for such a control volume is given as:

mcb,gg = m(z + mful (40)

herer. andrin ¢, is the air flow and fuel supplied to the combustion, a@ing 4, is the
mass flow of the flue gas leaving the combustion. Likewise tieggy balance is given
as:

Meb,ggheb,gg = Mehe + Mpui (hpy + Hyy) (42)
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whereh,, hy,1 andhg, 44 are the specific enthalpies of the inflowing and outflowing
fluids, andH,, is the calorific value for the fuel. Rearranging to isolatg ,, gives:

heb,gg = , 42
b,gg Tie.gg ( )
Insertingh = ¢, ¢ (T — 1)) gives:
i c Tc — T i u u T u T H u
Tpgy = Cp.f ( 0) + 1 pur(Cppu(Tyu = T0) + Hya) | (43)

Meb,ggCp, f

2.4 Gas Generator Model

The gas generator is treated as one control volume. The raémck for the gas gen-
erator is given as:

dmgg dpgg
at Vag dt

whereV,, is the volume of the gas generator gng is the density of the flue gas in
the gas generatom,, is the mass of flue gas in the volume which can be expressed in
terms of temperature and pressure through the ideal gati@gua

= M gg — MMo,gg = Mcb,gg — Mt (44)

Mgg = VigPgg, Pgg = RT (45)
99

whereT, is the temperature in the gas generatorgpds the pressure. The derivative
of pgq is:

dpgg _ ( My \ dpgg ([ PggMy\ dTgg (46a)
dit ~ \RT,,) dt RT2, ) "dt
_ Pgg dpgg  pgg dTyg (46b)

Cpgg dt Ty, dt
Substituting into (44) gives:

b dpgg R dTgg _ Tich,gg — 1

= (47)
Dgg dt Tyg dt Mg
~— —— —_———
f11 f12 h1

The energy balance for the gas generator is given as:

dimggcp,r(Teg — To) — Pgg Vil
dt

= 1M, ggCp, f (Teb,gg —T0) =114y, f (Tyg —To) (48)
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Note that we have not included any energy transfer to or géoirathe metal construc-
tion as these contributions are assumed to be small. Expgutiai derivative gives:

dm dT dp
. Tog = T0) dtgg + mggcp,fwgg ~ Vag dig -
e, g9Cp,f (Teb,gg = To) = 1itscp, 1 (Tgg = To) (49)

Now ‘“;% from (44) can be substituted into (49) and by rearranging neeaat:

L= Meb,ggCp,f (Tebgg — Tyg) (50)
fo1 fo2 ho

The differential equations (14), (47) and (50) constitine model of the gas turbine.
Note that there will be a pressure drop across the gas genavhich has not been
included in the model.

2.5 Furnace Combustion Model

The furnace combustion model is identical to the combustiaalel for the gas gen-
erator described previously with a change of variables. cdehe flue gas flow and
temperature from the combustion and for the furnace can lttewas:

mcb,fn = mt + mqu (51)
and
Ty = et (T = To) + 10 pua(Cp,pu(Tpu = To) + Hya) | (52)
cbfm m(zb,fncp,f 0
respectively.

2.6 Furnace Model

The furnace model is supposed to capture the temperatudys in the furnace.
Such a model might be divided into multiple control volumesluding the convection
tubes to achieve a more accurate model. However, here we towia single control
volume. The mass balance is:

dmfn
dt

Whereriy, is the flue gas flow leaving through the funnel. As the pressutbe
furnace is regarded as constait, = p,, the energy balance becomes:

= Tilcb_’fn — an (53)

[dm prncp, s (Trn — To)]

dt = mcb,fncp,f(ch,fn - TO) - mffncp,f(Tfn - TO) - Q

(54)
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whereT’,, is the furnace temperature and= ae o (T — Trn) is the energy trans-
ferred to the metal wall of the furnace and convection patth @j,, being the tempera-
ture of the wall andv.. ;,, being the heat transfer coefficient. Expanding the devigati
using (53) and rearranging gives:

dTyn e, pnCp,f (Teb,pn — Trn) — @

= 55
—~~ dt M fnCp, f 59
faa
ha
wherem ¢, is found from:
panf

whereVy,, is the volume of the furnace.
Before finding the output mass flow; s, the change in density,,, of the flue gas
must be found. Such derivations are equivalent to those@hddd as the pressure is
constant, the first term in (46b) is zero leaving the follogveguation for the change in
density:

o _ pin dTin

= 7
dt Ty, dt (57)
which together with (53) and (55) gives the mass flow:
1 .
R . .
T Ty 1 To)eps (mcb»fncp,f( e, fn + To) Q) (58)

2.7 Oxygen Model

The oxygen model is divided into two; one describing the @tyéraction,z,,.0,, in
the gas generator and another describing the oxygen fraatjg, o,, in the furnace.
These models do not treat the combustion meaning that thesing these models are
the outputs from the combustion. However, the two modelsangsimilar and will be
treated in general. First we put up the mole balance for thérgbvolume:

Z—ZL =1n; — N, (59)
wheren,; andn,, are the mole flows entering and leaving the container respeécand
n is the number of moles accumulated. Now the mole balancéhéooxygen can be
expressed as:

d(nx,.0,)
dt
using a backward difference place discretisation, diffeeting gives:

= /':Z’ia:i702 - h0x0,02 (60)

d"E0702

dn . .
dt Lo,0, E = NiT3,0, — NoTo,04 (61)
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Substituting (59) into this expression and rearranging@gjiv

d1’0702 1

dt = ;(‘TLOQ - x(hoz) (62)
where, the time constantis= :-. Remember also that we can fincasn = % =

A%. Using the fact thad/ for the flue gas is assumed constant gives the time constant

asT = 2. For the gas generator and furnace the equations are:

m

dx ,O 1
U ,% = ;(fﬂcm,og — Zgg,0,) (63)
fs5
]7,5
and J )
xfn,Oz - B
<@ (%cb2,0, = T fn,0) (64)
fe6
he

respectively.

As is apparent from these equations we need to know bothndz; o, to make use
of the differential equation. These are determined by shgdthe combustion taking
place.

Combustion in gas generator

The combustion is assumed to be complete. A complete comhusta process which
burns all the carbo® to CO,, all the hydrogert to H,O and all sulfurS to SO,.
If there are any unburned components in the exhaust gas suchl&, and CO the
combustion process is incomplete. The mole flows of carbanhgdrogen coming in
with the fuel are: ) )

nep = L;Z[;yca ngp = LJZ‘\ZIZJH (65)
whereyc andy; are the mass fractions of carbon and hydrogen in the fuel.Sanae
here thatyy; = 1—yc hence ignoring sulphur and other purely represented coengen
in diesel and heavy fuel used for marine boilers.
We assume that the atmospheric air for the combustion der#i21% O, and 7%
N, here the percentages represent mole percentage and we tfemoxygen fraction
asro,,qtm- Next the reaction schemes for the process are laid downabledo deter-
mine how much oxygen is left in the flue gas after combustiahwahat the different
compounds in the flue gas are. Reaction schemes:

neC+nc0y — neCOy (66)

1 1
ngH + ZhHOQ — iﬁHH2O (67)
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Hence the mole flow of oxygen leaving the combustion is:

. . . 1.
Neb1,05 = Ne,05 — (nCl + anl) (68)

wheren, o, = fcxo,,atm With n, = i = ]\"}f We also haveiy, . = n.(1 —
T0,.atm)- Finally, the total amount of moles leaving the combust®given as:

. . ) . 1.
frept = ich,05 + AN, + 0 + S (69)

This equation works only for combustion with atmosphericaai is the case in the gas
generator. The reason is that we do not keep track of the coemp®in the flue gas dur-
ing the rest of the process. However, we notice that, as wedssumed thal/; is con-

stant, we can find the total amount of mole leaving the conrusisn;,; = %”;f“
The expression for the oxygen fraction entering the gasrgémethen becomes:
n m M
Teb1,0, = c.bl,Oz _ ?bl,Oz ( f ) (70)
Neb1 Mep1 M02

Now in the mean time the last bracket on the right hand sideyaBEon (70) is close to
unity (M;/Mo, ~ 0.9). Hence an approximate solution could be obtained by trigati
the mole and mass fraction as equal.

Combustion in furnace

The derivation of the expression for the oxygen fractionha flue gas leaving the
furnace combustion is identical to that of the gas genei@orbustion due to the as-
sumption of constant molar mass of the flue gas. The comipuatias the flue gas
leaving the turbine having the oxygen fractiey), o,. The oxygen fraction is given as:

Neh2,0,
Teb2,00 = (71)
cb2

Fuel

In relation to combustion we need to know what fuel we aregisinfind out the ratio
between carbon and hydrogen. In case of heavy fuel, one dan an analysis of the
fuel to obtain such data. In case of diesel we assume that we kime structure of
the main molecule. Assuming that it consists only of carboa laydrogen atoms the
general molecule looks like:
Diesel : CxHy (72)

The mole fraction of carbon and hydrogen in the diesel cambed as:

X Y

= :1— =
Xty “H T Xty

(73)
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From this we can find the average molar mass of diesel as:
My, = xcMe +xgMpy (74)
and so the mass fractions of carbon and hydrogen are:

M

yc:wcﬁ, yH:l'Hm (75)
In this work we assum&’ = 15 andH = 32.
2.8 Model Summary
The total model is best presented in descriptor form as:
F(m)cc% = h(z,u,d) (76a)
y = g(x,u,d) (76b)

whereuw = [ifu1, 1t pu2] " d = [To, Tru, T " @ = [Pgg, Tyg, @, Tns Tgg,04, % n,00]"
andy = [1fu, Q@ T 1,0, s M fu = M pu1 + 11 02. Expanding, (76a) has the form:

o
fir fiz O 0 0 0 d?# hy
for foo O 0 0 O giq ha
000 0 fu 0 o] de [T | (
0 0 0 0 fs5 0|00 hs
0 0 0 0 0 fe dxf?,% he
L t J

where the elementg; andh; were indicated in the model derivation in Equations (14),
(47), (50), (55), (63) and (64).

Fis never singular, hence it has a well defined inverse, so) @@abe written as an
ordinary differential equationt = f(z,u,d) = F~'(z)h(z,u,d).

2.9 Model Verification

Preliminary test data have been collected from Al's testreerThese are used to ver-
ify the constructed model. In Figure 3 both the measuremata dnd the simulation

outputs are shown.

It should be mentioned that the measurement of the temperatuhe turbine inlet is

unreliable as the sensor was placed close to the gas gemeudlet where sufficient

gas mixing had not yet occurred, meaning that the temperatas very dependent on
the placement in the cross section. Instead the turbinetdetnperature is shown in
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Figure 3: Comparison between measurements (blue solid curves) and Sonutautput (green dashed
curves).

the plot. However, this measurement has a large time canstarmodelled. Also
the actual gas generator pressure is not measured, andtéhshdsvn are constructed
from another measurement of differential pressure actess$urbine, assuming close
to ambient pressure at the turbine outlet. Finally, the messent of the fuel input is
based on the return pressure in the fuel line to each burtfegrrehan the mass flow
measurement.

For these reasons the parameters in the model are estintatee basis of the shaft
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velocity and oxygen level alone and a low weighted funnelgerature. The parameters
that were estimated using quadratic prediction error perémce criteria were: fuel
calorific valueH s,,, heat transfer coefficient. f,, inertia of turbocharger shaft

The figure shows good agreement between model and measuréatarnn terms of
capturing the dynamical behaviour, however, in terms dfstary values these are not
represented well by the model for other outputs than the exygvel. The pressure,
temperature and shaft speed differences can be due to pbocharger maps, how-
ever, it can also originate from the non-modelled pressaseds over the gas generator
or the pipes leading from and to the compressor and turbihehacan be introduced
by allowing at least one more control volume, and by usinghBelli's equations. At-
tempts to model pipe losses have, however, not improved duemFor now we accept
these discrepancies as our purpose is to develop an oxyg&woléer.

2.10 Control Properties

In this section some control properties of the system amudiged. Itis obvious that the
burner can be operated in two modes; one where only the dasdtis running and one
where both the gas turbine and furnace burner are on. Thenfirdé is less interesting
and below we will only address the second. The focus is ondhsilble steady state
fuel input distribution, optimal steady state fuel distion and nonlinearities in the
dynamics and gain.

The control objectives are to follow the fuel flow setpointiofact a power setpoint
while optimising efficiency and keeping a clean combustimeasured as an oxygen
level above .

In Figure 4 the steady state oxygen level in the flue gas lga¥ia funnel is shown as a
function of the two fuel flows. The plot indicates the feasibteady state fuel flows as
the input region where the oxygen level is aboVe Note that this region is convex.
Further, in Figure 5 a plot of the power delivered to the femwvalls as a function of
the total fuel input is shown. From this plot it can be seen ¢hall times the fuel flow
to the gas generator should be kept at a minimum, respetiingdygen constraint, to
achieve the highest efficiency of the burner.

If needed for control design or model estimation, the cufvepdimal fuel distribution
can be determined on line using simple experiments.

To illustrate the nonlinear behaviour of the system, noisedl step responses of linear
models linearised along the optimal fuel input distribatfoom minimum to maximum
load are shown in Figure 6. The normalisation is done witlpeesto the absolute
value of the local model steady state gain. From these plégsobvious that the dy-
namics change remarkably over the burner operating rangehé¥, it is noticed that
the response fromi ¢,,; to the oxygen level included a non-minimum phase behaviour.
This can limit the performance if a loop is closed around ghibsystem. However, it
turns out that the inverse response is not pronounced, ngpémat the undershoot is
relatively small and even difficult to spot in measuremetitsugh it does introduce a
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Figure 4: Flue gas oxygen percentage as a function of the two fuel flole region where the oxygen
percentage i$> 3% is indicated in the figure. Note that this region is convex.

delay of< 1s. Itis worth noting that these local linear models of 6th oraie well ap-
proximated by 3rd order models using Hankel norm model redlne- see e.g. [Zhou
etal., 1996].

In Table 1 the static gains used in the normalisation beforeshown as a function of
the static fuel flow. This table shows that not only the dyrenhiut also the gain in the
system change remarkably over the operating range.

These properties might be necessary to incorporate in aati@ntdesign which will be
discussed in the following section. In control of turbodjet diesel engines one of the
concerns is the temperature of the inlet air to the turbirdeautlet of the compressor
as too high temperatures can accelerate wear and causeltngek However, in the
present setup there are no control authority to adjust ¢éniperature independently of
the gas generator inlet fuel. Further, there does not sedra pooblems with too high
temperatures during load changes, caused by the dynantics ghs generator, which
could have limited the gradient at which the load could bedased or decreased. For
these reasons constraints on these temperatures arelodeichan the controller design
but could be converted into constraints on the input. Thismsehat the mechanical
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Figure 6: Normalised step responses from fuel flows to the oxygen levidie funnel and power delivered
to the metal. The responses are made from linear models gatinenedinearising the model over the load
range with optimal fuel distribution. The colour orderingas follows with the first colour being the lowest
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98 PAPER A

design of the gas turbine should be such that too high tempersaare never achieved
at the turbine inlet and compressor outlet. If such tempeeatare detected during
operation, it could be due to a mechanical fault, and the simituld be stopped for
service or a different control strategy should be insertelinit the gas turbine load

till service has been carried out. It could also be due taidisinces or changing envi-
ronment/operating conditions and in these cases a cotitatégy taking these external
factors into account could be used or the input constramitdde adjusted. However,
in this preliminary work we do not focus on this special Siioia.

3 Controller Design

There exist many approaches to fuel/air control of whichwa ¥eere mentioned in
the book on PID controllers, [Astrom and Hagglund, 2006].e@f the approaches
was based on selector control and another on ratio contha.ativantages of selector
control is the way to avoid lack of air flow when increasingrmirload. However,
these approaches are based on the measurement and coairdlaf, whereas in the
present setup only fuel flow and oxygen level are measuredi tta air flow is not
directly controlled. We propose a variant of ratio contragented in Figure 7.

Note that this controller consists of a feedback and a feedfia path. The feedfor-
ward from the total fuel flow reference,;, ,, is functions calculating optimal steady
state values for the fuel distribution,;,,; ., = fo(7sm;.)s Tijus = Trivge = Tripurs
and the corresponding oxygen level,, , = fi(r,,). Note that no compensation
is made for disturbances. The feedforward functions areutatied by inverting the
steady state version of the model presented in this paperfuFittions can be approx-
imated by piecewise quadratic functions consisting ofatpeeces. The dynamic lag
filter, "mfl introduced after the nonlinear feedforward function+gy, , is intro-
duced to accommodate the non-minimum phase behaviouf,t@, when changing
myy1. The “min” block ensures that air lack never occurs. The wofitter, , has

s+

a time constant close to that of the closed loop oxygen respomhe feedback a Pl

Table 1: Steady state gains from fuel input to oxygen level and powgpwd for changing burner load along
the optimal fuel distribution curve.

LoadXs] | 98.00 180.71 228.05 275.39 290.00
Twor | 1799 3429 1490 7.02 275
ﬁ{io 1590 -1502 -11.90 -9.84 -8.58
e 150 -495 287 720 10.72
w?; 7358 7325 7166 70.11  68.85
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Figure 7: Control structure for the burner unit. A nonlinear feedfard/is combined with some dynamic
compensation to take into account the dynamics of the proédessedback around the oxygen is closed to
handle disturbances and model uncertainty.

controller, adjusts the ratiey = % between the two fuel flows to correct the oxy-
gen level if the feedforward compensation is not accuratetdwlisturbances or model
uncertainty. Note that the reference for the oxygen levghtnalso be incorrect. Anti-
windup compensation, not shown, is made for the PI controll&ée input saturation
configuration to the right in the diagram ensures that theregice can be achieved even
thoughrinf,.2 has saturated.

4 Simulation Results

In this section we show some simulation result, applyingctivéroller presented in the
previous section to the nonlinear model of the burner unie. Show two simulations.
The firstillustrates the ability of the controller to tradietreference. The second shows
the ability to suppress disturbances (which to some degrealso be seen as model
uncertainty). All simulation plots contain four curves. @©curve shows the effect of
the nonlinear feedforward (blue), the second the effedi@fag filter (green), the third
the effect of the feedback (black) and the fourth is the exfee values and feedforward
signals (red). The plot showing total fuel flow contains segarves. The lower ones
correspond to the power delivered to the metal in the boiléded by the specific
enthalpy of the fuelh ., = ¢, fu(Tfu — To) + H .

In Figure 8 the setpoint for the fuel flow/power output frone thurner is ramped up
and down.

Note that the feedback and the dynamic term in the feedfahwave slowed the re-
sponse down. However, a more accurate oxygen control igeihi The burner unit
control will normally be in an inner cascade configuratiothwan outer boiler pressure
controller, and even though the response has been slowed itl@astill considerably
faster than can be expected of the response of any boilesyreeloop.

In Figure 9 changes in input disturbances, compressorairlptessure and temperature
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Figure 8: Simulation results with a staircase reference change toothéftel flow. The total fuel flow is
shown in the top left plot, upper curves, along with the podelivered to the metal divided by the fuel
enthalpy, lower curves. The oxygen percentage is shownertdh right plot. The fuel flow to the gas
generator is shown in the bottom left plot and the fuel flonht® furnace in the bottom right plot. The red
lines in the top plots are reference curves. The red lingsaottom plots are feedforward signals. The blue
curves are the uncontrolled system with pure feedforwatte green curves have feedforward and the lag
filter in the feedforward path. The black curves have botlfieevard and feedback.

corresponding to changing conditions in the engine roonmea@e.

Note that both the pressure and temperature disturbaneesahiarge impact on the
burner process. Especially a much higher fuel flow for theggaeerator is needed to
keep a clean combustion when both inlet air pressure dragph$hentemperature rises.
This might in the worst case limit the maximum possible pofvem the burner. As
these disturbances have not been included in the stea@yfetatforward calculations
the effect will be the same as model uncertainty. This irntégdhat robustness can
be achieved with a rather simple controller. However, asctir@roller adjusts oxy-
gen to a predetermined reference curve, the performane®tha optimal in case of
disturbances and uncertainty as the current oxygen rafereurve does not match the
operating conditions.
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Figure 9: Simulation results with a ramp disturbance in engine roomspresof—500=* over 13, from

25s to 3%. Further, a ramp disturbance occurs in the engine room temnmeraf:ioTC over 16 from 70s

to 8%. The total fuel flow is shown in the top left plot; upper curvatong with the power delivered to
the metal divided by the fuel enthalpy; lower curves. The @wypgercentage is shown in the top right plot.
The fuel flow to the gas generator is shown in the bottom laft phd the fuel flow to the furnace in the
bottom right plot. The red lines in the top plots are refeeenarves. The red lines in the bottom plots
are feedforward signals. The blue curves are the uncoattalystem with pure feedforward. The green
curves have feedforward and lag filter in the feedforwardh p@ihe black curves have both feedforward and
feedback.

5 Conclusion

In this paper we have developed a model of a turbochargecetbunit for boiler appli-
cations. This model is based on first principles. Dynamydilé model performs well,
however, the static gains have offsets and increase with |&arther, measurements
are required to determine the source of the discrepancies.

The control properties of the derived model were discussed pboth the dynamics and
gains of the model proved to be highly nonlinear. Furthesgs noted that there is an
optimal distribution between the gas generator and furfizeldlows.

Though nonlinear, a simple controller proved to be able tarobthe burner in the pres-
ence of reference changes and disturbances. This contn@kebased on a nonlinear
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feedforward from the calculated optimal fuel distributiaccompanied by a feedback
on oxygen to ensure a clean combustion.

It is argued that when uncertainties and disturbances amept, optimal performance

cannot be achieved. A more sophisticated control strategeéded in these cases to
approximate optimality.

5.1 Future Work

Further, measurements from the plant are needed to find @isemdor the differences
between model and plant data. Also, further analysis isegemstudy the sensitivity of
the burner performance to disturbance changes as inlefyyeeand temperature. Also,
does the plant dynamics and gains change remarkably asstioebdince changes?

A simple nonlinear model for the gas generator can be deliyetkglecting variations
in mass and internal energy — see [Sekhon et al., 2006].

A control strategy that is particularly suited for this typecontrol problem is MPC.
The reason for this is that MPC naturally handles the coimssraresent on input and
process variables. Further, a model of the disturbance®asity be introduced and
optimal performance can be approximated. However, agmicaf linear MPC shows
poor performance possibly due to the nonlinearities in fhatp This means that one
could consider nonlinear MPC or linear MPC with multiple ratdor perhaps simple
multiple nonlinear models. It should here be noted that &assible input region was
found to be convex.
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Abstract

This paper focuses on applying model based MIMO control twmize variations in

water level for a specific boiler type. A first principles mbideput up. The model
is linearized and an LQG controller is designed. Furthermdine benefit of using a
steam flow measurement is compared to a strategy relying tima¢es of the distur-

bance. Preliminary tests at the boiler system show that #ségshed controller is able
to control the boiler process. Furthermore it can be conelddhat relying on estimates
of the steam flow in the control strategy does not decreasedheoller performance

remarkable.

1 Introduction

The control of marine boilers mainly focuses on minimizimg tvariation of steam
pressure and water level in the boiler, keeping both veegmbround some given set
point. Up till now this task has been achieved using clas8¢ta0 controllers. One
using the fuel flow to control the steam pressure and one ubafeed water flow to
control the water level.

A more efficient control can allow smaller water and steanuwads in the boiler im-
plying lower production costs and a more attractive product

The specific boiler concerned in the present work isia®oN™ OB boiler from Al's
product range. The boiler is a bottom fired one pass smokeliabber. The boiler
consists of a furnace and flue gas pipes surrounded by watéhe ltop of the boiler
steam is led out and feed water is injected. This boiler diffeom other boiler designs
in two ways: it is bottom fired and the flue gas passes straigbtgh.

The challenge in this work is to minimize the variation of ermlevel to allow smaller
boiler geometry without compromising pressure perforreanthe control problem
is complicated by the shrink-and-swell phenomenon whitfoduces non-minimum
phase characteristics in the system. This phenomenonnsvgsen the steam flow or
the feed water flow is abruptly increased or decreased.

The purpose of this paper is to verify if MIMO control is suita for bottom fired one
pass smoke tube boilers. Furthermore the benefit of usingdbensive and uncertain
steam flow measurement compared to an estimate of this luistoe in the control
strategy is investigated. The steam flow influence the sktaimdkswell phenomenon
which makes knowledge of this quantity crucial in the cohproblem.

Tests are performed at a full scale$éioN™ OB boiler.
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2 Boiler Model

The boiler model is put up using first principles as was donfAstrom and Bell,
2000] for a drum boiler (for detailed information about thede! derivation refer to
[Hvistendahl and Solberg, 2004]).

The model consists of two parts, a boiler model and a modéleéttuators. Only the
boiler model is derived in this paper.

2.1 System Decomposition

The boiler consists of two logically separated parts. On&aining the heating part
and one containing the water and steam part. The heating@aststs of the furnace
and the flue gas pipes. The water and steam part consistsveditalt and steam in the
boiler. The two parts are interconnected by the metal sépgrthem i.e. the furnace
jacket and the flue gas pipe jackets.

Sub-system models

The boiler is divided into four sub-systems for the purposenodelling. A block
diagram of the boiler using these sub-systems is shown im thd paperi denotes
mass flow,§ denotes heat flowP is pressure[ is level andT is temperature. The
subscripta denotes airfu is fuel, fw is feed waterw is water,s is steamyn is metal,
fnisfurnace andp is flue gas pipes.

2.2 The Model Derivation

The derivation is divided into subsections correspondinipé four sub-systems.

The heating part has been divided into four control volumes it the furnace (one
radiation and one convection part) and two in the flue gassfiipeth convection parts).
This is done to get a more accurate estimate of the temperdistribution throughout
the heating part and to be able to better describe the hesférafrom the flue gas to
the metal.

The mean temperatur&y, in a control volume is set equal to the outlet temperature.
The reason for this is that using for instance a bilineareiscretizing method intro-
duces unwanted right half plane zeros in a linear model. heuntore the mass flow,
vy, in a control volume is set equal to the input mass flow. Vemmt in pressure,
P, and specific heat capacity, ; of the flue gas in the heating part are disregarded
whereas the density,, variations are considered as these are much larger than var
tions in pressure and heat capacity in the boiler operainge.

The models of the control volumes in the heating part can beddrom the mass and
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Figure 1: Block diagram of the four sub-systems in the boiler model. tagund outputs are shown in the
figure as well as flows and variables connecting the sub+syste

energy balances of each control volume given as:

dp+V . .

% = 1y — 1M, 1)
d . .
—(pVep fTo) = 1y fT; —1mecy 1T, — Q 2)

dt

respectively, wheré€) is the heat delivered to the metal jackets. The subscrigiglo
refer to input and output respectively aids the volume. Combining the two balance
equations gives the following equation for the change ipoutemperature:

ATy micy (Ti = T,) = Q 3)
dt prVep s

h{1,2,3,4}

Before finding the output mass flow, the change in density; of the flue gas must
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be found. The density can be described using the ideal gadieqand is given as:
__ PMy
PI= R, + K)

where theM ; is the molar mass of the flue gdsjs the gas constant add = 273.15K,
see e.g. [Serway and Beichner, 2000]. This gives the foligwiquation for the change
in density:

dpy _ 4 PMy _ pp dTo

dt  dtR(T,+K) T,+K dt

which together with (1) and (3) gives the mass flow:
1
(T, + K)Cp,f

me = (micp s (Ti + K) = Q) (4)

Furnace and flue gas pipes

The models of the four control volumes in the heating pareérest identical and can
be described by two equations for each control volume. OneXpressing the change
in temperature (3) and one for expressing the outlet masstiomg input to the next
control volume (4).

For each of the control volumes the heat flgvof Equation 3 is either radiation or con-
vection heat marked, andg. respectively. Radiation heét ¢, from control volume
one is calculated as:

Grp1 = Aparp (T +K)* = (T + K)Y)

whereT;, is the metal temperaturel s, is the volume surface area and ;; is the
radiation heat transfer constant. Convection hgat, from control volume two is
calculated as:

Ge,g2 = AgaritfTac p2(Tpa — Tr)

wherea. ¢, is the convection heat transfer constant.

Metal

The dynamics of accumulated energy in the metal jacketsatpa flue gas and wa-
ter/steam can be captured by means of the energy balancem@ta¢ is assumed to
have the same temperature in the entire volume as dynamibsrofal conduction for
metal are fast. This gives the following model of the metat:pa

T, _ Qfﬂm - Qmﬁw
dt pm‘/m,fj Cp,m
—_—————

(5)

hs
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whereQs .., = Gr.s1 + qe,f2 + Ge,f3 + qe,y4 1S the energy flow supplied from the flue
gas to the metal anQ,,,—., = Anw(Lw)@mw (T — Ts) is the energy supplied to the
water from the metal A,,,.,(L.,) is the metal surface area covered by water. Energy
supplied to the water steam part above the water surfacesdared negligible.

Water/steam

This model has the purpose of describing the steam presstine iboiler P; and the
water levelL,,. The modelling is complicated by the shrink-and-swell graenon
which is caused by the distribution of steam bubbles undeniditer surface (this vol-
ume is abbreviated,). Further the water and steam are assumed only to appear in
saturated form.
For the modelling purpose a model of the water and steam fitue doiler as illustrated
in Figure 2 is used.

T T qs

qb—>s mb—ns
Y p— <%>
— > j
Afw \ Qmﬁw
Vi

Figure 2: Model for describing the water and steam part.

The total volume of water and steam in the boiler is givenias: V,, + V; +V}, where

V., is the water volumey is the volume of the steam space above the water surface
andV, is the volume of the steam bubbles below the water surface.

To capture the dynamics of the water/steam part the totas auwad energy balances for
the water/steam part are considered. The total mass bdlamite water/steam part is
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given as:
d . .
%(ps(‘/t - Vw) + pwVw) =Mfy — Ms
from which the following expression is found:
dps dpw \ dPs dVy . :
— V)7 w w — Ps) 7, — v — Mg 6
<(Vt Vo)gp, TV dPS> g TP P T = e e (6)
fe7 he
f66

The total energy balance for the water/steam part is given as

d
%(pwvw(hw - R@Vw) + ps(Vt - ‘/w)(hs - PSVS) + men,,bij,mTe)

= Qm%w + wa - q.s

whereh is specific enthalpy and is specific volume. This leads to the following
differential equation:

( PVl + hoy Vi U (V; — V) e ) dP,

he(Vi = Vi) 92 = Vi + prm Vi bj Cpm 55 dt
fre
dVy . . .
+ (hwpw - hsps) W =Qm—w T hfwmfw — hgmhs (7)
(S ——
frr h7

It should be noticed that the energy in the boiler metal jaiskicluded in the balance

for the water/steam part.

The two equations above only express the pressure and tke vedtime in the boiler.

As the water level of interest in the control problem is g L,, = (V,, + V}, —
V.,)/Aws, another equation is needed for describing the volume ainsteubbles/,

in the water (the water level is measured from the furnaceatapV, is the volume
surrounding the furnace antl, ; is the water surface area). To do this the mass balances
for the steam bubbles and the water are put up as:

d(psVi . .

% = Mypy—b — Mphos (8)
d(pwVuw . :
% = Mfw — Myy—b (9)

respectively. The two flowsy,_, ; andri,, ., are undetermined. Therefore an empirical
equation is introduced. It expresses the amount of steaapiegrthe water surface as:

. Vi .
mp—s = Afvib + ﬂmwﬁb (10)
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where and~ are constants to be estimated. By combining Equations 8¢9 @rthe
final differential equation describing the water/steant pan be written as:

dpu dps '\ dPs dVa
1— w 1-— w ——
(- pvalle i) 22 s 1 sy B+
fs7
fse
vy . Vo
2V = At
+ Ps dt ( 6)mfw ’7‘/“] (11)
.f88
hs

This equation introducds, in the model and hereby the shrink-and-swell phenomenon.

The nonlinear model

The resulting overall nonlinear model of the boiler can bespnted as below.

10000 0 0 0 07| ZIn [ Ry ]
01000 0 0 0 0 T2 hy
00100 0 0 0 0 Tys hs
00010 0 0 0 0 T4 hy
00001 0 0 0 0 T | =1 hs (12)
00000 fe for 0 0 Py he
00000 fre frr 00 Vi h7
0 0 0 0 0 fse fsr fss O Vi hsg
(00000 0 0 0 1]]q | ho |

F(o) T h@ud)

X

where the first order sensor dynamics of the funnel templterzntmaasuremerfifj’c4 are
included. The different matrix and vector entries can beébin the equations derived
earlier in this section, that is Equations 3, 5, 6, 7 and 11.

In practice the steam flow is governed by several valves aoechivith pipe resistance.
Therefore a variablg(t) expressing pipe resistance and valve strokes is introduicgd
is then given as:

g (t) = k(t)/ Ps(t) — Patm

whereP,;,, is the atmospheric pressure aRdt) — Py, is the differential pressure
over the valve. A parameter estimation has been made to fiirdages of the critical
parameters in the model such that it reflects the physicéhas well as possible.
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3 Controller Design

3.1 Strategy

Scheme

The control strategy consists of two separate control prabl One main controller,
concerned in this paper, in a cascade configuration with ttwaor flow controllers
for fuel and feed water flow respectively.

Compensator

The control strategy is based upon an LQG design. The chdiee & QG design
was inspired from a future goal of attempting to implement\MiAC (Model-based
predictive control) strategy capable of handling limigat in control signals and states.
The LQ strategy is comparable to an MPC strategy without tcaimés. The design

is carried out in discrete time. Part of the goal in this colnstrategy is to compare
the benefit of using a steam flow measurement with that of ar@ostrategy relying

on estimates of the disturbance. This means that the steandifturbance (which

is equivalent to the valve strokeintroduced in the model) has to be estimated along
with process states. The valve strokés the variable determining the load situation
of the boiler. A step ink has great influence on the system pressure and water level
due to shrink-and-swell effect. A feed-forward in the cotiar from the valve stroke is
presumed to decrease the effects originated from the shridkswell phenomenon. To
reconstruct the effect of this feed-forward a good estirnatke valve stroke is needed.

3.2 Model

The model describing the boiler system (12) has the fdftx)x = h(x, u,d) where
x is the state vectoq = [rinf,, 1 ¢,]7 is the input vector and = [k, Ty, Trw]? is
the disturbance vector. The reason why the air flayis not included as an input is
that the boiler is constructed with a fixed fuel/air ratio.

Preceding the controller design the model is linearizedthadnodel order is reduced
from nine to three leaving the state vectar= [P;, V,,, Viw]T. This new model was
found to describe the system sufficiently precisely. Therdi® equivalent of the linear
model is found and augmented by a model of the actuator dtdynamics resulting
in the equation system:

xs(k+1) = ®x5(k)+Tsulk)+ Gyd(k)

e 4 B e TR T

wherey = [Py, L,,] andy, (k) corresponds to outputs from the actuator models.
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3.3 Control Law

The goal of the controller is to minimize the variations ie thater levell,, and the
steam pressur®, from given set-points. The set-points are constants in abopera-
tion of the boiler hence the purpose is to reject the influeriche disturbances on the
two parameters.

The design of the control law follows the principles outtina [Sgrensen, 1995]. The
goal is to include disturbances in the controller to rejesgeeially the influence of
changes in the steam flow valve positibnFurthermore integral action is required to
give offset free tracking of the reference. As both distades, references and inte-
gral action are included in the performance index, the nibtlequires definition of a
disturbance model, a reference model and an integral model.

Augmented system model

The original system state vector is now augmented as
x(k) = [xI(k),x% (k),xF(k),xT (k)] giving the model:

S s S V)9 g

®, GH; 0 0 L,
x(k+1) = g ‘I(’)d £T g x(k) + g u(k)
“H, 0 H, I 0
= ®x(k)+ Tu(k) (13)
y(k) = [ H, 0 00 }x(k‘) = Hx(k) (14)
ek) = [-H, 0 H, 0 ]x(k)=Hx(k)
xi(k) = [0 0 0 I |x(k)=Hx(k)

A performance index with the purpose of minimizing the esroetween reference and
output, the integral states and the control signals canthgosas follows:

=Y (" (k)Quce(k) +x] (k)Quixi(k) + u” (k)Qou(k))
k=0

State feedback

Minimizing the performance index results in the well knovantrol law:
u(k)=—[ Ly Ly L, L; |x(k)=—Lx(k)

3.4 Estimator

The estimator must reconstruct states not measurable aead giurrent estimate of
the state vectok. This state estimate will be input to the control law, whigtbmes
u(k) = —Lx(k).
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In the estimator design the two first componesis k), xq (%)) of the augmented state
vector from Equations 13 and 14 are of interest. In the reéébsystem both process
and sensor noise are present. Including these noise tenoshastic state space model
of system can be presented as:

[y ] = [ s Em ]
+[ N }u(k) + { v"zdgg ] (15)
0] - (58 [ E8)e] e

wherew (k) andv,(k) are process noise and measurement noise respectively. Both
process and measurement noise are assumed to be uncdregetemean Gaussian
distributed "white” noise sequence$l,, is a matrix only selecting the temperature
disturbances as the steam flow and hence the valve strokeiregent is not available
(these temperatures are included in the estimator onlyhieae measurement filtering).

3.5 Estimator Gain Design

For derivation of the optimal estimator galf see e.g. [Franklin et al., 1998]. Here
just note that the problem of finding the optimal estimatauises knowledge of the
process and sensor noise covariance matriQesmdR respectively.

Here the system described by Equations 15 and 16 is condideéssuming knowledge
of Q andR the estimator gain can be found.

Covariance matrices

As discussed in [Franklin et al., 1998] knowledgeRfis often given from previous
measurements and sensor accuracy whdeesa term accounting for unknown dis-
turbances. The assumption of the process noise being vehifiein used because it
simplifies the resulting optimization problem. Physicélie process noise can have
any characteristics.

In the present work measurements are available for detergiine sensor noise and the
covariance matriR. is designed diagonal containing the variances from themfit
measurements on the diagonal.

R = diag([o2(1), ..., o2(p)])

where[o2(1), ..., 02(p)] is a vector containing the specific sensor noise variandesav
p is the dimension of the measurement vector.
The process noise in the boiler system is regarded as therlthsicesk the steam

flow valve stroke Iy, fuel temperature andy,, the feed water temperature. But also
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unknown disturbances might be present and have to be coedigethe designw, is
treated as “known” process noise which is changes in thartiahces known to occur.
That leavesv, regarded as unknown disturbances on the system statesseBmss like

a reasonable assumption as changes in the disturbance emet the system through
the disturbance states.

Of course the variance af; can only be estimated and the problem of the noise being
regarded as white still exists. The problem is that changti steam flow correspond-
ing to steps from middle load to maximum load are known to ot these changes
can for obvious reasons not be modelled as white noise.

The process noise covariance mat@xan now be constructed diagonal with unknown
process noise elements corresponding to the system stat@sasonable variance ex-
pressing disturbance changes corresponding to the distcebstates.

Because of the under determined covariance m@jtikis is used as a design parameter
to achieve the best estimator performance. The matrix reddras:

Q= diag([gzd(l)v s O’id(n),a'(%(l), sy O'Z(l)])

where[o2,(1),...,02,(n),c3(1),...,a35(1)] is a vector containing variances of the un-
known disturbances and the known disturbances respactiveis the system state
dimension and is the dimension of the disturbance state vector.

3.6 Closed Loop Structure

The closed loop structure of the LQG controller in the forredidere is presented in
Figure 3. Apart from the model matrices the figure contaiesestimator gain matrix

K and the feedback gain matricks. L,q = [L,, L4] andI, is a matrix selecting the
outputsP; andL,,.

The structure of the controller can be found in e.g. [Sanmek@95]. In this closed loop
structure the integral action in the compensator is inaludehe controller directly on

the difference between reference and output signal. Ana@pproach to incorporate
the integral action through the estimator is discussedgn|[elvistendahl and Solberg,
2004].

Including the measurement of the steam flow in the contralksign is assumed a
practicable task and is not illustrated here.

3.7 Stability

It is well known that an observer reduces the good stabiligygims exhibited by the
LQ controller. For that reason the stability of the desigoedtrollers (with measured
steam flow and estimated steam flow) is investigated to inslmestness of the close-
loop system and find out if it is necessary to apply LTR (lo@gmsfer recovery).
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Figure 3: Closed loop structure of LQG controller.

In Figure 4 Nyquist plots of the open-loop system for bothtoater are shown. From
the plots it can be seen that both controllers exhibits gaoabilgy margins even with
the observer introduced.

Both controllers showed through simulations to behave amdrol the system well.

4 Results

Two tests were performed on Al's igsioN™ OB boiler - one for each design. The
tests consist of making step changes in the steam valveestarkesponding to a certain
steam flow assuming a pressure bfi8in the boiler. The changes are applied with three
minutes interval starting at 178®. The sequence is: 1700-2100-1300-2100-££00
The test results are shown in Figure 5.

From the plots it can be seen that both controllers are atitedp the water level and
pressure around the set point. Furthermore it can be seeth#ra is no remarkable
decrease in variations of water level when measuring trersteow. Whereas perfor-
mance regarding pressure variations is decreased.
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Figure 4: Nyquist plots of open-loop controlled system based on fallesinformation (left) and estimated
state information (right). The solid line represent the calfér with measured steam flow and the dashed
line the controller with estimated steam flow.

5 Discussion and Future Work

It has been verified that model based MIMO control is suitéteontrol of one spe-
cific class of marine boilers (the bottom fired one pass smdbe boiler). When relying
on estimates of the steam flow it was noted that there was narkaole difference re-
garding level variations whereas regarding pressure gtarthiance is eliminated more
slowly. The measurement signals are contaminated by latsealSurement noise cor-
rupting estimates. It is expected that introduction of #ddal measurement filtering
and generation of a better estimate of the disturbance edlice the influence of the
disturbance on the pressure.

Much work still remains in the field of control of marine ba#e The results presented
in this paper can be seen as preliminary results. The findligt@aminimize the steam
space and water volume in the boiler. To achieve this the fegallt is expected to use
an MPC control strategy as this can handle limitation orestahd control signals.
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Nomenclature
u, u input (scalar/vector)
w decoupling transfer matrix

Symbol Description T, X state (scalar/vector)
d,d disturbance (scalar/vector) Y,y output (scalar/vector)
D,D scaling factor (scalar/matrix) K RIM
e e error (scalar/vector) A RGA
E output multiplicative perturbation w radian frequencyrad /s]
G, Gyj plant transfer matrix/plant transfer function Subscripts Description

from input; to output: amb ambient
Ga actuator dynamics b bubbles
Ga, Gair transfer matrix from disturbance to out- pw bandwidth

put/transfer function from disturbande to c crossover frequency

outputs f flue gas
Gy plant without actuator dynamics fw feed water
I the identity matrix fu fuel
k valve conductancgkg/ (sv/Pa)] 0,7,k indices in vectors and matrices
K controller transfer matrix m metal
L level [m] s steam
m mass flowjkg/s| w water
M control sensitivity function Abbreviations  Description
P pressurgPal MIMO multiple input multiple output
P general plant transfer matrix MPC model predictive control
PM phase margin Pl proportional and integral
rr reference (scalar/vector) RGA relative gain array
S sensitivity function RHP right half plane
T temperaturg® C] RIM Rijnsdorp interaction measure
T complementary sensitivity function SISO single input single output

Abstract

This paper focuses on model analysis of a dynamic model oftarbdired one-pass

smoke tube boiler. Linearized versions of the model areyaeal and show large vari-
ations in system gains at steady state as function of loadeskegain variations near

the desired bandwidth are small. An analysis of the potéhgaefit from using a mul-

tivariable control strategy in favor of the current stratebased on single loop theory
is carried out and proves that the interactions in the syséaennot negligible and a

subsequent controller design should take this into accodntesign using dynami-
cal decoupling showed substantial improvement compareddecentralized scheme
based on sequential loop closing. Similar or better resultXpected to be obtainable
using a full Multiple input Multiple output scheme. Furthesre closed loop simula-
tions, applying a linear controller to the nonlinear planbarel, prove that the model
does not call for nonlinear control. However the resultsigade that input constraints

will become active when the controller responds to transiehavior from the steam
flow disturbance. For this reason an MPC (model predictivetom) strategy capable

of handling constraints on states and control signals stidnd considered.
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1 Introduction

Traditionally, marine boilers have been controlled usitassical SISO controllers.
Lately, the focus has been on optimizing the boiler perfaroeathrough a more com-
prehensive and coherent control strategy. This includegeidoased MIMO control to
minimize the variation in drum water level and pressure.

Prior to setting up a control strategy it is important to wstiend the process to be
controlled and the model describing it. The dynamics of thitebsystem are described
by means of first principles resulting in a model based onineat differential Eq., see
e.g. [Sgrensen et al., 2004] and [Solberg et al., 2005]. Mbidel has a MIMO structure
meaning that all process inputs affect all the outputs. The af the interactions in
the MIMO system are of interest, as are the degree of nonlties=ain the model and
whether any of these properties will affect the controlleddy system.

The model which is analyzed in this paper is based on thendited one-pass smoke
tube boiler (MssioN™ OB) from Aalborg Industries A/S product range. The largest
of these has a maximum steam load0f0kg /h.

In this paper we start by introducing the boiler model andveédimear versions of this
depending on the operating point. Then we analyze this megleg primarily linear
systems theory and concepts including decentralized @osatid decoupling to derive
stability and performance properties imposed by inteoacéind nonlinearities.

2 Boiler Model

A diagram of the bottom fired one-pass smoke tube boiler isvehn Figure 1 with
model variables indicated. A model of this boiler was présérin [Solberg et al.,
2005]. The model has the structure:

d
%(X) = f(X,u,d) (1)

y = h(x) )

whereu = [rif,,, 1 1,,] 7 (fuel flow and feed water flow)y = [P, L,,]7 (steam pres-
sure and water leveld = [k, T, Tro]” (“steam flow”, fuel temperature and feed
water temperature) and = [T'y1, T2, T3, T4, Trns Ps, Vip, Vi]© (Tray, i =1,...,4,
being temperatures at four different levels in the furnaee @onvection partsl,, is
the temperature of the metal separating the heating patharduid part and/,, and
V4, are volumes of water and steam bubbles under the surface drdim).

Notice that the disturbandeis related to the actual steam flowrias = kv Ps — Pambs
and can be interpreted as an overall steam valve and pipensystnductancek will
also be referred to as the steam flow disturbariég,;, is the ambient pressure at the
pipe outlet.
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Figure 1: Drawing of the bottom fired one-pass smoke tube boiler.

Parameter estimation was conducted to find the criticalrperars in the model in such
a way that it reflects the physical boiler system as accyratepossible.

2.1 Linear Model

Linearized versions of the plant are introduced as mostefribdel analysis and con-
trollers designed will be based on these. The linearizagdnased on a first order
Taylor series expansion. Scaling of the models is introdueecording to Skoges-
tad and Postlethwaite [Skogestad and Postlethwaite, 1 88tje it makes both model
analysis and controller design simpler.

Let the unscaled linear small signal valued plant modedligiclg tracking error in the
Laplace domain be given as:

(s) = Guls)u(s)+ Ga(s)d(s) ®)
é(s) = T(s) —y(s) )

Introduce scaling factors derived from system demandswalble control error, knowl-
edge of disturbance variations and allowable input change @ue to valve opening

¢
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constraints or maximal flow rate etc.:
De,i = émaz,i; Du,j = amam,j, Dd,k = dmaz,k (5)

where the subscripts= 1,2, j = 1,2 andk = 1,2, 3 represent the different numbers
of entries in the error, input and disturbance vector retpeyg. The specific values are
listed below:

| fmar Uimas dmaz
kg 10—4 _ke
1] 05bar 16058 6.0~ 107 F& ©)
2| 0.lm 450058 5°C
3 5°C

The value ofdmml = kmaz 1S determined from assuming a maximal steam flow of
3000kg/h, a steam flow range of 40-100% and assuming that steps in theriion
maximum to minimum and the opposite can occur.

Using vector notation, putting the scaling element on tlagadinal of a scaling matrix,
the scaled output, input, disturbance and reference \&atergiven as:

y=D.'y, u=D;'n (7)
d=D,;'d, r=D]'¢ (8)

Substituting these scaled vector representations into Bgand 4 gives the scaled
model:

y(5) = Guls)uls) + Ga(s)d(s) ©)
e(s) = r(s)—yls)

whereG,(s) = DG, (s)D, andG4(s) = D' G4(s)Dy.
Now |d(¢)|~ < 1 and the objective is to keep(t)|-. < 1 while obeyingju ()|, < 1.

If needed additional scaling can be applied to the referetakeepr(¢)|~, < 1 during
reference changes. Here|., denotes the vector infinity norm.

2.2 Actuator Models

In the aforementioned boiler model the actuator dynamiagwanitted. The actuators
will enter in the closed loop strategy in a cascade configaratThe actuators used
for both the fuel and feed water flows are valves with a pneitnaattuation. Mea-
surements show that these have a rise time from control lsigifl@w of ¢, < 10s. It

is assumed that cascade controllers linearizing the actdghamics can be designed
with a dynamic behavior equal to or faster than the open labtysador dynamics.
Models of the controlled actuators with reference flows gatrand actual flows as
output can be put in a matrix form as:

Gau(s) 0

Ga(s) - 0 GGQQ(S)

(10)
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Both controlled actuators are assumed to be well descrigesebond order systems.
Introducing this model in the total linear model gives a neamsfer function from input
to output: G(s) = G, (5)Ga(s).

3 Model Analysis

During this analysis especially three operating pointd bé considered; minimum
load: 40%, middle load: 70% and maximum load 100%. Expanthiegnotation of
G(s) and Gq(s) introduced above, including the actuator dynamics, ithtss the
transfer functions of the model:

dq

Y1 Gii G2 Uy Gair Gaiz Gais
= d 11
{ Y2 } [ Ga1 G2 } { U2 ] * [ Gaz1 Gaza  Gazs dz (11)

where the dependency efis omitted. This will be done throughout the analysis, to
simplify expressions, where this dependency is obviouslotkbdiagram illustration
of the system is shown in Figure 2.

[ Y1
G
G1a Ga [
dy;
Goy G,
Uz Y2
G

Figure 2: Block diagram of linear boiler model. Whekec {1, 2, 3} represents the three disturbances.

In Figure 3 a magnitude plot of the transfer functiond3(fs) is presented for each of
the three mentioned operating points. The actual differeric model dynamics can
not be well visualized in these plots. In Figure 4 magnituttgspof G;; 70/Gij,100
and G;;.40/Gij,100, the ratios between the transfer functions at 70%, 40% loatl a
100% load are shown. From the plots it can be seen that thediflérences between
the model dynamics at the different operating points arevatifequencies where gain
increases at lower load. On the other hand at frequencieeabo®rad/s for output
one, P;, and abovel0~%rad/s for output two, L,,, the behaviors are similar at least
up to aboutlOrad/s where the ratios associated with the fuel flow input break ff
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Figure 3: Magnitude plots of transfer functions i@&(s) at three different loads; 100% solid, 70% dashed
and 40% dashed-dotted.
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Figure 4: Magnitude plot 0fG1’,j,7O/G1ij,100 (solid line) anCGijAo/Gij,loo (dashed line).
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Figure 5: The left plot shows the magnitude plot frodnto y; and the right plot the magnitude plot froth
to y2. The solid line is associated with , the dashed line witd, and the dashed-dotted line with.

is of interest to find out whether these differences have aagtical implication in a
controller design and furthermore whether interactiorthésystem should be handled
by a MIMO control strategy.

It is obvious from the magnitude plots that they do not givg aseful information
regarding gains and time constants as both quantities aeasmnable high due to a pole
in the left half plane close to the origin. Furthermore it t@nseen that the magnitude
of G11(s) has a low frequency slope 86dB/decade indicating a zero in the origin.
Instead of looking at gains at steady state and at the usfialtm® of time constants
another approach is taken. Focus is directed at the desiosdaver frequency..,
which is closely related to how fast disturbances are regecAssuming knowledge of
this quantity at the operating point of 100% a suitable alr for this specific load
can be designed. Now the system gain variations can be saginagariations of the
plant at the crossover frequency when the operating pogttasged. Furthermore, in-
stead of considering the actual time constants, the vanisif the crossover frequency
when the operating point is changed are investigated.

This approach gives insight to the stability propertieshefhonlinear boiler system.

3.1 Decentralized Control

The controller designed is a simple decentralized comtreising SISO PI controllers.
An estimate of the bandwidth requirements without takindi@ interaction into ac-
count are investigated from a plot of the magnitudes of thedfier functions from the
disturbances to the outpu&,(s), shown in Figure 5. Control is needed at frequencies
where|G 4, (jw)| > 1, |G| being the disturbance gain from disturbande outputi.
From the plots it can be seen that for both the presguyrand water levelys, the worst
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disturbance is the change in the steam flow; disturb@pnc&he two temperature dis-
turbances have been proven to play a minor role in a closgddonfiguration and will
not be addressed further in this pap@f; 1 crosses the zero axisa@g,,1 ~ 0.027rad/s
andG 421 crosses the zero axis @k,,2 ~ 0.006rad/s, setting an estimated bandwidth
requirement for the pressure and level loop, respectively.

Stability conditions imposed by interaction

Of interest when performing model analysis and designingedealized controllers
are the stability conditions imposed by interactions inNH®O model when using the
diagonal controller. }
Let P be a squarea x n plant and lef® (“nominal plant”) be given as:
Py 0
P= 0 .0 (12)
0 Pnn

Then the closed loop system can be presented as in Figure 6.

Bl

r%@—»K

T

Figure 6: Block diagram of closed loop with the plat represented as the diagonal pl&htind an output
multiplicative perturbatiorE. K is the diagonal controller; is the reference signal ardl a disturbance
acting on the outpug.

\d
7
7

+

K is the diagonal controller arli is an output multiplicative perturbation given as:

E=(P-P)P! (13)

compensating for the true plaf®, = (I + E)P, not being diagonal. This means that
the problem of designing a controller for the pldhthas been reduced to designing
a stabilizing controller with a particular structure (dismg K = diag(Ki1, ..., Knn))
for the diagonal planP that achieves some performance specifications despiteithe
certainty”E.

By Skogestad and Postlethwaite [Skogestad and Postlé#)\w806] the overall output
sensitivity function for this system (that is the transfendtion fromd to y in Figure

6) can be factored as:

S=SI+ET)! (14)
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whereS = (I + PK)~! is the output sensitivity function of the nominal system and
T = I—Sis the output complementary sensitivity function of the mushsystem, that

is the transfer functions from to y and fromr to y respectively, in Figure 6, ignoring
the perturbatiork.

Now assume tha® is stable and furthermore that the individual loops arelsté®and

T stable), then for stability of the overall system it suffice$ook at

det(I + ET(s)) (15)

as s traverses the Nyquist D-contour and ensure it does notadadine origin. This
follows from lemma A.5 in [Skogestad and Postlethwaite,8]99he spectral radius
stability condition then yields stability of the overallstgm if:

p(ET(jw)) <1 Yw (16)

At this point it is worth remembering that this condition islpsufficient and necessary
condition when we deal with unstructured uncertainty [Sisigd and Postlethwaite,
1996]. As our uncertainty here is fixed in a structure depgnodin a known plant, we
would expect this test to be conservative in general.

2 x 2 systems: For these systems the condition becomes especially siffipig will
be illustrated with the system addressed in this paper.

0 Gio - Tll 0
Gay GSZ ‘| s T = |: O TQQ (17)

11

E =

The spectral radius T (jw) is given by:

BT () = |\ Tis Teani) s8)

wherer = #1222 is the RIM (Rijnsdorp interaction measure) introduced bip&iorp
[Rijnsdorp, 1965]. Now the sufficient condition for statyilbf the overall system is:

1

Gi12Gay
G11G

‘Tllfzg(jw” < — Yw (19)
|k (jw)]
or the more conservative condition:
~ 1
max |Ti;(jw)]? < ——— Vw 20
s TGl < gy 20

Bounds can be set on the size</6f (jw) andThs (jw) corresponding to their resonant
peaks which again are related to the stability margins offittiigidual loops. This gives
the more conservative condition:

T2 < (21)

1
151l oo
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Magnitude
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Figure 7: Plot of 1/|x(jw)| for G (solid line) and the alternative input/output pairing (ded line).

For example to ensure stability of a system with offset-traeking (Z;;(0) = 1) as-
suming no resonant peaks the condition becomes1/|x(jw)| Yw. From Eq. 21 it
follows that the interactions in the system pose no limitto@ achievable closed loop
system bandwidth if s||o < 1.

It is obvious that systems with:(jw)| < 1 Vw are preferable. The degree to which
|k(jw)| < 1 Yw could be interpreted as an insurance of a good stability imao§the
decentralized controlled system, against ignored crosglicws.

In Figure 71/|x(jw)| for G and the alternative input/output pairing (where- &11522)
are plotted. In the following we work with the pairing compesiding toG and elabo-
rate on this choice in the next section. Now assumethafor all i is designed with
no resonant peak such thﬁfiinm < 1 given the sufficient condition for stability:
1 < 1/|k(jw)| Yw then it is obvious from Figure 7 that stability is not guaesed in
the low frequency band. This is due to the zero in the origitzef. However the
spectral radius stability condition is conservative megrhat this does not necessarily
imply that the system is unstable.

To investigate whether the conditions in the low frequenapd cause any stability
problems for the overall loop again look at Eq. 15. Noticet @hialow frequencies
T ~ I. This means that for overall stability it suffices to ensinattlet(I + E(jw))
behaves well at low frequencies (does not encircle therrigsiven this, overall sta-
bility is guaranteed by (21) for radian frequencies abbwe’rad/s. The Nyquist plot
of det(I + E(jw)) is shown in Figure 8. As can be seen the curve indeed behaves we
at low frequencies and there are no encirclements of theéofigom the analysis it can
be concluded looking at Figure 7 (assumiiigjw) ~ IVw < 107" for the previous
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Figure 8: Nyquist plot ofdet(I + E(jw)).

analysis to hold) that to ensure stability of the overaltsgsthe condition is according

to (21);]|Ti]l < /5 that is a resonant peak less thah.

The resonant peak of the closed loop complementary sahsftimction can be related

to the achievable phase marginsBf [Franklin et al., 1994]. A resonant peak of
V5 ~ 2.236 for example ensures a phase margiPdi > 26°.

Pairing

The relative gain array (RGA) is another measure of int@acfirst introduced by
Bristol [Bristol, 1966], and is often used as a measure foring control inputs to
outputs as the structure of the RGA is dependent on thishailihe RGA is given as:

A(G(s)) = G(s) o (GT'(s))" (22)

whereo is the element wise product (also known as the Schur or Haahpraduct).
In the following A(G(s)) is abbreviated ad (s). An element of the RGAA;;(s), is
the ratio between the gain @¢f;; assuming all other loops open and the gairGef
assuming all other loops closed by perfect control. BothRlil and the RGA are
independent of the particular plant input and output sgalifor2 x 2 systems the
RGA can be expressed as:

1 i C)
A(s) = [ B A ] (23)
1—k(s) 1—k(s)
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In most cases, for stability of the overall system using dieed decentralized con-
trol it is sufficient to requireA (jw.) ~ I at the crossover frequencies [Skogestad and
Postlethwaite, 1996], which is equivalent|iq(jw.)| < 1. A(jw.) = I implies that
the individual loops are independent of the closings of theiloops meaning that the
stability margins from the individual loops are preserv&dirthermore, a unity RGA
implies that interaction is zero or only works one way. Ong iméeraction can be inter-
preted and treated as a disturbance acting from one loog tottier. Hence one seeks
to find the input/output coupling that renders the RGA claseriity at the crossover
frequency or equivalently the coupling that results in tim@kest RIM at this frequency.
From the discussion regarding the required bandwidth tbesaver frequencies can be
expected to bev,; > 0.027rad/s andw.o > 0.006rad/s. It can be seen from Figure
7 that the current pairing corresponding@(controlling pressure with fuel flow and
water level with feed water flow) is the best choice, as wowddkpected. Intuitively
pairing inputs;j and outputs for which A;; = 1 also makes sense since this implies
that the gain seen from inpyito output; is unaffected by the closing of the other loops.
However focusing on the low frequency range Figure 7 shoasttie chosen pairing
results in small RGA elements indicating control problefnenie loop breaks. The
problem here is a zero in the origin of the transfer functin(s) from fuel to pressure
discussed below.

RHP-zeros

In SISO controller design and for process understanding dff interest to determine
possible non-minimum phase zeros in the process (zerogiright half plane). Fur-

thermore, as discussed above, zeros in the origin play ardariole in the controller
design. Processes with RHP-zeros in the transfer functimm input to controlled

output are difficult to control. The reason for this is thaggl plants exhibit inverse
response behavior. This means that the response initiedly o the opposite direction
of that expected. These zeros limit the achievable coetroindwidth.

A list of the transfer functions with a zero in the RHP or in tr@in is shown below.

zeroinRHP | Gz Go1 Gazi Gaza Gaos
zeroinorigin| Gi1 Gaiz Gais

(24)

In the following only the zeros most important for controliviie discussed.

The zero in the origin of71(s) arises from the fact that with the boiler in steady
state, an increase in fuel input, keeping feed water flowteoscauses the steam flow
to increase and the water level to drop. But as the water nggls, the efficiency
drops. At some point the water level will become sufficiettly so as to reduce the
efficiency to a level where steam outlet is equal to the feemmput. This results in
a new equilibrium found at the same pressure.

In reality this new equilibrium will not appear due to thedarsystem steady state
gains meaning that the boiler will dry out. The zero may beaesd by closing the
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water level loop. This means that if for some reason the llmag should break then
difficulties in controlling the pressure could be expectélis was also the conclusion
from the RGA analysis in the previous section.

Regarding the RHP-zeros the most interesting are the ond®ioross connections
G112 and G and the one from steam flow to water levelGfy»; which describes the
shrink-and-swell phenomenon in the process. In fact the e, is closer to the
origin than the zero id7 401, and furthermore it is associated with a larger gain.

As the operating load drops all the RHP-zeros zeros movescclosthe origin. To-
gether with the increasing gain this makes the effect ofelzesos most pronounced at
low loads. It was expected that the zeradp,; from steam flow to water level would
follow these trends more than has been observed. Howevéodbdeange under con-
sideration in this paper is 40-100% and this phenomenon islynaronounced in low
load operation as reported in e.g. [Astrom and Bell, 2000].

Seen from a control point of view the RHP-zeros do not posdianits on performance
as they are not present @ (s) andGz(s). However it should be mentioned that a
RHP-zero was expected in the transfer function (s) from feed water to water level
but in the boiler considered no measurement have indichied t

Loop closing

As was noted previously, the transfer functiGi (s) has a zero in the origin, indicat-
ing thatuy, fuel flow, can not be used to contrg|, the pressure. However the RGA
analysis showed a different result which calls for desigmséquential loop closing.
This technique has also the advantage of ensuring staliiidygh the performance of
the inner loop might be disturbed when closing the outer [&kogestad and Postleth-
waite, 1996].

P1 controllers are used in both loops. These are designezhtewve the largest possible
bandwidth in both loops having resonant pedis;||.. = 1.3, well below the limit
found previously, ensuring a phase margirPofl > 45°.

First the level loop is closed usinfy,, as illustrated in Figure 9. The new transfer
function fromu; to y; is given as:

Y1 = G11 (1 — K/TQQ) uy = G’Hul (25)

Inspecting this Eq. it can be seen that at low frequendis: ~ G11 (1 — k), asThy
approximates unity at frequencies where feedback is @feecit high frequencies

is small indicating that}; ~ G11. As the controller design focuses on relatively high
frequencies a design usiidg;; should be adequate though (25) is used to deg&ign
due to slight phase differences between this and the appatin.
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Figure 9: Level loop closed in the sequential design strategy.

3.2 Load Dependency

Above we found two SISO controllers and thereby the crogsfreguency for both
loops (.1 &~ 0.092rad/s > wpy1 aNdwes =~ 0.131rad/s > wpy2 Wherews,,; and
wpw2 Were defined in the beginning of Section 3.1). Now the loaceddpncy of gains
at the crossover frequencies and the variation of thesesaves frequencies can be
determined. This is done by applying the controllers foumdtfie 100% load at the
remaining two operating points considered, 70% and 40%.

In the following it is assumed that the level loop is close@éaming that7}, (s) and not
G11(s)isinfocus. In Figure 10 the mentioned variations as fumctibload are plotted.
Included in the figure are also the variations of the stahitiargins. The variations in
the linearized model are seen to have only a marginal effetdt®crossover frequency
and the stability margins in the load range considered.

To illustrate that the cross terms in the model do not causesystem to become un-
stable and to illustrate the little influence the load has tabibty, a Nyquist plot of
det(I— GK(s)) is shown in Figure 11. The plot is shown for the three opegativints
under consideration given the same controller. From thet pdpt, which is a zoom
close to the unit circle, it can be seen that stability is rifstoted by load as the three
curves cross the unit circle at the same point. The fourtliecahows a Nyquist curve
assuming negligible cross terms at 70% load and given the samtroller. This curve
differs slightly from the other three in the crossing of thetwircle. However the dif-
ferences are so small that cross terms can be consideren pate stability problems.
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Figure 11: Nyquist plot of open loop system with controller based orugedjal loop closing. Left: full plot,

right: zoom around the unit circle. The solid line represemtinear model at 100% load, the dashed line
a model at 70% load, the dotted line a model at 40% load and thedatotted line a model at 70% load

assuming negligible cross terms.
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Figure 12: Closed loop response to step disturbance on nonlinear mblede different step responses are
shown;50% — 75%, solid,50% — 100%, dashed an@5% — 100%, dashed-dotted.

3.3 Model Nonlinearity

From Figure 3 and the results above it is clear that the nealities are mainly pro-
nounced in the low frequency band as function of load. Tostigate whether these
low frequency variations should have any influence on theécehof control strategy
(linear/nonlinear) the two SISO controllers developedia last section are simulated
together with the nonlinear model to observe the closed lmelpavior. Steps in the
steam flow disturbancé, of different sizes are made starting from different opaat
points. To compare the responses, the outputs from the alimilare first normed with
the size of the disturbance step and then scaled accordihg tdiscussion in Section
2.1. The result is shown in Figure 12.

From the plots it can be seen that the transient behaviorafch step made is approxi-
mately the same. The largest differences in the plots areesspre and fuel flow. This
is illustrated in Figure 13 where only the |1&%10s of Figure 12 is shown. Referring to
Figure 4 this makes sense as the largest gain variationdaagrare associated with
the pressure.
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Figure 13: Figure 12 repeated with reduced axes.

3.4 Influence of Interaction on Performance

Having a MIMO system itis of interest to investigate the mia benefit from a MIMO
controller design. This can be evaluated by inspectingrifieence of the interactions
in the model on the achievable controller performance, heneeaning the ability of
the controller to reject the disturbances.

The effect of the cross terms might be positive causing dagpi the disturbances, but
amplification is also a possibility. To investigate this frerformance of the previously
designed controller will be compared to that of a contrallesigned after decoupling
the interactions in the model. The decoupling scheme chisgeferred to as simplified
decoupling by Luyben [Luyben, 1970]. This decoupled sysiteitlustrated in Figure
14. This method is chosen as it leads to a simple structureeofiécoupling element
while still being able to decouple the system fully. Howewethe paper [Gagnon et al.,
1998] they comment on this method as lacking the potentialadke the controlled sys-
tem independent of loop breaking and furthermore it can beblesome to realize
the transfer functions of the decoupled system as they stsnsi additions and prod-
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Figure 14: Decoupled system.

ucts of transfer functions. These drawbacks can be overtynamother method, also
described in [Gagnon et al., 1998], and referred to as iaededecoupling by Wade in
[Wade, 1997]. This has the same transfer functions as thaifiea decoupling but fur-
thermore has the benefit of allowing the same decoupledmyasdhe ideal decoupling
[Gagnon et al., 1998]. Ideal decoupling consists of redagethe diagonal elements of
the plant in the decoupled system. The ideal decouplingalizesl by inferring transfer
functions in the forward path in Figure 14 (as in the most galreecoupling structure)
leading to a very complicated decoupling element. In thjspave are not interested in
implementation details of the actual decoupling strugtioe merely use this technique
for analysis. For this reason we are not concerned with ldgepking. Moreover we
remark that it will be shown later that ideal- and invertedalepling is not preferable
due to a zero in the origin of the transfer functiGn; .

The system together with the simplified decoupling can berite=d as:

y = G'u=GWu (26)
where
W= [ b on ] (27)

giving the new system:

[ y } - [ T Gl - ) } [ s ] (28)

Note that at low frequencies the transfer function from fogiressure is approximately
the same as when designing using sequential loop closiedz3e25. Furthermore at
high frequencie&G* ~ diag(G11, Ga2).
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dashed. All four transfer functions in each model are compared

In practice full decoupling is not possible due to model utarties. Decoupling con-
trollers requires accurate process models and are sensitimodeling errors, particu-
larly when the RGA elements are large [Skogestad and Plosthte, 1996]. However
theoretically the decoupling from; (fuel flow) to y, (water level) can be assumed
achieved. Regarding decoupling the other way probleme 'arisealizing—g—ﬁ due to

an improper system and the zero in the origirt:af . In the frequency range of interest
around the crossover frequeney@ is nearly constant with zero phase. For this rea-

son— G12 is substituted with a constant. The decoupled system is acedpwith the
orlglnal system in the magnitude plot in Figure 15. From tiger it can be seen that
for G, the zero in the origin has disappeared. Furthermore the emmdecoupling
from us to y; has damped the interaction at frequencies from well belexctbssover
frequency.

Now PI controllers are designed based on the diagonal eksnierthe new transfer
matrix. Again these are designed to achieve the largesilpedsandwidth in both
loops having resonant peak¥|.. = 1.3. It should be mentioned that controllers
with and without decoupling become very much alike. Thisdasduse the two transfer
functions depicted in Figure 15 are very similar; thereftidelidifference between the
graphs of the paired inputs and outputs in the frequency laaodnd the crossover
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dashedd,; andd,, are disturbances acting directly on output 1 and 2 respegtiv

frequency. This also means that the only thing that influemdeether this decoupling
has any positive effect is whether the interaction amplifiedisturbance effect or not.
Bode plots of the output sensitivity functions achievechgghe decoupling controller
and that of the controller designed using sequential loogiey) are compared in Figure
16. It can be seen from the figure that the individual sensés/of the system based
on decoupling are more damped than those based on seqlenpialosing.

The influence of the interactions can now be evaluated frawiio controllers ability
to reject disturbances on the output. We look at the trarigfetion matrix from the
disturbance to the outpu§G,(s), whereS is the output sensitivity transfer matrix.
Further, we consider non-simultaneous disturbances ansfon steam flow distur-
bance. A magnitude plot of the transfer function entrieS@f;; (s) is shown in Figure
17.

The plots show that decoupling have a positive effect on tivgroller performance
especially regarding the pressure loop. Here the resonpniging sequential loop
closing is avoided at0~!rad/s.
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3.5 Input Constraints

An important issue in controller design is whether inputstosints cause any limit on
the achievable performance. Constraints can be a problesn vejecting the transients
in the disturbance.

Previous results showed that nonlinearities were conattin the low frequency band
for which reason constraint problems as a consequenceadtirgg transients in the
disturbances can be carried out using linear model analysis

This analysis is carried out in the time domain and for nanedianeous disturbances.
Again focus is put on the steam flow disturbance. We limit elves to step distur-
bances as these are the most frequently encountered distedin the steam flow. In
Figure 18 the step response from the steam flow disturbartbe wutputs and control
inputs is shown. The plot shows the result of applying twdedént strategies. The
solid lines represent the controller designed by sequeoti@ closing. The dashed
lines represent the same controller but with input constsadn fuel and feed water
flow. Further, an anti-windup scheme is implemented in tltedatrategy to prevent
the integrators from integrating when the inputs are s&draThe step in the steam
flow is applied at time 0, is negative and have a magnitude ofHe constraints on
the inputs are calculated from the physical constraintskvbhifts the band, where the
inputs can operate, away fro0.5, 0.5] on the figure.

From the plot it is easy to see that input constraints becartieedfor both the fuel and
feed water supply. The performance requirement for pressnd water level are not
exceeded, however the response on the water level is slolham the input saturates.
Regarding the pressure the constrained controller sessasalggressive and courses
less variations. This is meant to be because the feed waterdiies not disturb the
pressure loop as much as in the unconstrained case.
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Figure 18: Closed loop response to step in steam flow disturbance cerlmedel. The solid lines represent
an unconstrained controller and the dashed lines a comsttaontroller.

4 Conclusions

This paper has shown that with use of a MIMO control stratemyttie boiler system
benefits can be expected. This was a result of improved pesioce with a decou-
pled SISO control design compared to a SISO control desigadan sequential loop
closing.

Linearized boiler models at three different operating in the load range showed
only substantial different behavior at very low frequescik was shown that the same
linear controller could be used in the entire load rangeitepout the need for gain
scheduling control or another nonlinear control strateblyis was manifested by in-
specting the closed loop performance, using one linearaitern to steps in the steam
flow disturbance.

Input constraints were shown to become active when coimgothe boiler. However,
with the current demands for pressure and water level a i@nst SISO controller
was shown still to manage to comply with the demands. If wetwartighten the
demands to both pressure and water level it is expectedhtbanput constraints will
course performance degradation. Also a constrained Plalattategy does not supply
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any easily predictable performance. For this reason it dbelnatural to implement a
control strategy explicitly taking actuator limitationg® account.

Future work

The fact that input constraints pose limitations on acti&gerformance, and that
hard constraints for level variations are present, coutgjeat an MPC controller, [Ma-
ciejowski, 2001], in which constraints would be incorpeihin the optimization. At-
tempts of successfully applying MPC to boiler systems armdntial power plants are
already reported in the literature see e.g. [Kothare e2@0Q] and [Lee et al., 2000]. It
is therefore expected that this method should be applicalilee marine boilers.
Furthermore it is of Aalborg Industries A/S’ interest toraduce controllers for their
boilers that do not require manual tuning and these cortoihould work for a whole
family of boilers. For this reason work remains in develgpinstrategy for making the
control system self tuning. Also possible problems with elagtaling should be inves-
tigated as the degree of nonlinearity and interactionsemibdel for scaled versions of
the boiler concerned in this paper are not yet known.
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Abstract

This paper describes the results of applying model pradgiatontrol (MPC) to an oil-
fired one-pass smoke tube marine boiler working in coopanatiith a waste heat re-
covery (WHR) boiler. The objective of this controller isrimck the water level reference
whilst respecting upper and lower bound constraints desipiituence from the steam
flow and engine load disturbances. Further, the controllersirkeep an approximate
constant pressure to ensure an adequate steam quality. &digrebd controller is tested
on a simulation model verified against data from a stand almhéred boiler present at
Aalborg Industries A/S’ test centre. The simulations shwt inodel predictive control
is applicable to these constructions. The controller fax tombined operation of the
oil-fired boiler and the WHR boiler is tested on a combinatajrthe aforementioned
model and an empirical model of the WHR boiler in simulatitudyg. The results show
improvement over a traditional decentralised single lodcéntroller design, mainly
due to the predictive nature of the MPC algorithm and the dsb® process model in
the controller.

1 Introduction

In this paper we investigate the applicability of model jpc&de control, (MPC), to
the oil-fired one-pass smoke tube marine boiler working iopsvation with a waste
heat recovery (WHR) boiler. MPC is a well proved control methsed throughout
the process industry [Qin and Badgwell, 2003], and appbaoatto other boiler types
are documented in the literature, see e.g. [Kothare et@DQ;2 ee et al., 2000]. The
objective is to utilise the ability of MPC to operate closerdonstraints than other
control strategies and to use knowledge of future disturbsim a feedforward design.
Especially, the perspective is to increase the water ldeskco the upper constraint.
The incitement to this is two fold; One: with the level clogerthe constraint the
efficiency can be increased in current boilers. Two: opegatioser to the constraints
can allow for smaller steam space geometry reducing pramucosts.

Previously, it has been shown that a controller design based nonlinear process
model is not necessary for control of the one-pass smokerhavae boiler [Solberg
et al., 2007]. However, cross couplings in the system playrgortant role for con-
troller performance. In [Solberg et al., 2005b] an appi@abf linear quadratic Gaus-
sian (LQG) control to the one-pass smoke tube boiler prdvatit multivariable control
strategy, using a steam flow disturbance estimated, prewdgsfactory performance.
Itis the natural extension of this work to model predictieatrol this paper documents.
The boiler setup is shown in Figure 1. The specific boilersceamed in the present
work are the MssioN™ OB oil-fired boiler and the MssioN™ XW WHR boiler,
both from Aalborg Industries A/S (Al). The MsioN™ OB boiler is an oil-fired one-
pass smoke tube boiler. The boiler consists of a furnace aadyis pipes surrounded
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Figure 1: Principle of cooperating an oil-fired one-pass smoke tubkeband a water tube waste heat fired
marine boiler.

by water. In the top of the boiler, steam is led out and feecewmiatinjected. This boiler
differs from other boiler designs in two ways: it is side-firend the flue gas passes
straight through. The capacity of the boiIer]jsoo% of steam at maximum load at
8bar. The MissioN™ XW WHR boiler is a water tube boiler with forced circulation
and a capacity 08500% at maximum engine load. The capacity of the circulation
pump is five times the maximum steam production, ensurinficgritly low steam
quality in the WHR boiler tubes to avoid overheating of theetsiland thereby prevent
soot fires to occur. This boiler is placed in the engine furmmeihe ship.

The interesting feature in this construction is that the WHditelb uses the same steam
space as the oil-fired boiler. This makes the constructiog gensitive to changes
in engine load and especially start and stop of the engine r&ason for this is the
shrink-and-swell phenomenon.

e Swell: Occurs during start of the engine and during posltiael changes. When
the power delivered to the WHR boiler increases, the massidraof steam in
the boiler increases. At low pressure steam occupies much space than water
which results in large amounts of water being pushed intoikired boiler, and
the water level increases.

e Shrink: Occurs during engine shutdown and negative loadgd® When the
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power delivered to the WHR boiler decreases, the mass fracficteam de-
creases. This allows for more water in the WHR boiler whichumped from
the oil-fired boiler in which the water level decreases.

The worst disturbances occur during start-up and in casemefgency maneuvers when
the engine load is abruptly changed. Change in engine loatheas fast a8 — 80%

in 3 min.

The challenge in this work is to minimise the variation of thater level to allow
a smaller boiler geometry without compromising pressuméop@mance. The control
problem is complicated by the aforementioned shrink-amelilsphenomenon which
introduces non-minimum phase characteristics in the systéis phenomenon is not
only seen when the engine load is abruptly increased or dsedebut also when the
steam flow load is changed.

Today, the height of the oil-fired boilers is most often ex@thin both directions from
the normal water level (NWL) to cope with the extra amount ofewa&oming from
the WHR boiler. However, by applying setpoint control thex@ipotential to half this
distance. Al is already considering simple versions of sattemes. However, here we
illustrate that using such a scheme in combination with MR€ &dvantages and can
lead to a potentially smaller increase in boiler height aréase in efficiency.

We design an MPC controller to deal with the situation whendii-fired boiler and
the WHR boiler are operating together. An objective in thisliprinary analysis is to
compare the strategy with a classical diagonal Pl strategygua traditional tracking
antiwindup scheme to illustrate where the benefit from uMIRE is achieved. Tuning
of the MPC controller is done using the LTR procedure. NotesTR can be found in
e.g. [Doyle and Stein, 1981; Maciejowski, 1985, 2001, 198heri et al., 1993]. As
an example of application to MPC, see [Rowe and Maciejovl€99].

The designed controller is tested on a simulation modefigdriagainst a full-scale
oil-fired boiler situated in Al's test centre, and the penfi@nce is compared to that
achieved using traditional single loop controllers. Nafied model of the cooperating
boiler setup is available. For this reason the controllefgpmance is evaluated from
simulation results obtained using an empirical model ofii¢R boiler combined with
the verified model of the oil-fired boiler.

Finally, it is suggested to augment the predictive corgroNith an outer loop handling
setpoint optimisation for the water level. This optimisatiuses knowledge of future
engine load changes and an estimate of the steam volume bedowater surface to-
gether with a prediction of this proportional to the stearwflo calculate current worst
case level variations.

2 Model

It is possible to derive a first principles model describimg tombined operation of the
oil-fired and WHR boiler. This could easily be done by e.g. ggime same principles
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for the WHR boiler as were used to model the riser section iruendyoiler in [Astrom
and Bell, 2000]. In fact the only difference would be thasthoiler has forced circu-
lation. However, no measuring data for such a boiler in dpmrdhave been available
for which reason we shall take a somewhat less model-baggdagh and treat the in-
teraction with the WHR boiler as disturbances acting diyeatl the water volume and
the heat input respectively. We do this by introducing the desturbance, the engine
load L. € [0, 1], and the two transfer functions describing its effect:

Qem(s) = Le(s) (1)

TS +1
whereQem is the extra amount of heat recovered from the exhaust gasfifEh order
filter is set to have a time constant of 3 min.

Kys
TS+ 1

Mex(8) = Le(s) 2
wherer., is the excess water from the WHR boiler replaced by steam.

We are aware that this is a much simplified model of the WHR bbighaviour where
we have neglected disturbances due to varying weather taammglivhich will change
the engine exhaust gas temperature at the same load. Fwathencertainty in the
estimate of the power delivered to the WHR boiler has beerectgd. In a real plant,
sooting of the water tubes introduces an uncertainty in theltent of heat recovered by
the WHR boiler.

The model of the oil-fired boiler is based on first principl€be version we present here
is a slight modification of the work presented in [Solberglgt2005b] including WHR
disturbances. Studies have shown that both the flue gasfpara¢e and convection
tubes) and the metal separating the water/steam part (peegart) from the flue gas
have considerably faster dynamics than the desired clasgddandwidth. Due to this
fact the power delivered to the water/steam part is modeléed

Q = n(1hgu) = N2t + Mg, + Mo ©)

wheren is a function describing a combination of energy releasettiéncombustion
plus furnace and convection tubes heat transfer efficidBath steady state versions of
the model presented in [Solberg et al., 2005b] and measutenfi¢he temperature at
the funnel of the boiler suggest this structure.

The purpose of the model of the water/steam part is to destirdosteam pressure in the
boilerp, and the water level.,,. The modelling is complicated by the shrink-and-swell
phenomenon due to steam load changes caused by the distrilbfitsteam bubbles
under the water surface.

The total volume of water and steam in the oil-fired boileriieg as:V;, = V,, + Vs +

Vi, whereV,, is the water volumel/; is the volume of the steam space above the water
surface, and’, is the volume of the steam bubbles below the water surface.
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To capture the dynamics of the water/steam part, the totakraad energy balances
are considered. The total mass balance for the water/stagrtepds to the following
expression:

dos dow | dps w
+ w (Qw - Qs)i
dps dps | dt dt

|:(‘/t — Vw) = mfw + mez - ms> (4)

and the total energy balance for the water/steam part leads t

Vs _
dt

wdehw thwM + s V - Vw % d s
< Q , + ” ’ ( t )dps+ P + (thw —hSQs)

BV = Vi) 222 = Vit onVincpm e )

Q + Qew + hfwmfw + hwmem - hsms (5)

whereri,, is the feed water flows, is the steam flowy is density,: is enthalpy and
T is temperature;, is specific heat capacity and subscripstands for metal. It should
be noticed that energy accumulated in the boiler, furnackcanvection tubes metal
jackets is included in the balance for the water/steam part.

The two equations above only express the pressure and tke veddime in the boiler.
As the water level of interest in the control problem is given L,, = (V,, + V, —
V,)/Aws, another equation is needed to describe the volume of stabbidsV}, in the
water (the water level is measured from the furnace topJgnsl the volume surround-
ing the furnace, and,,; is the water surface area). To do this, the mass balancedor th
steam bubbles and the water is put up and combined with arrieaigquation (first
used by [Andersen and Jgrgensen, 2007] for the marine poiler

Os

T,V (6)

mb—»s =
which expresses the amount of steam escaping the watecespuifg ., as a function
of the steam bubble volume and density of the steam, the aatrigf expresses the
average rise time of bubbles in the water. A similar expessan be found in [Astrém
and Bell, 2000]. This leads to the final differential equatitescribing the water/steam
part:

d@w dQs dps de dVb . . Os
‘/wi V; w5, s 1, — w ex — —V 7
( dps ’dps) g T Cvg TesTgy =M tie = Ve (D)
This equation introducds, in the model and hereby the shrink-and-swell phenomenon.
In practice the water/steam circuit is closed, and the stiéamis governed by sev-
eral valves combined with pipe resistance. Therefore, migrk(t) expressing pipe
conductance and valve strokes is introducéd.is then given as:

15 (t) = k(t)V/ps(t) = Paws ®)
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where the downstream pressupg,,s, is the pressure in the feed water tank which is
open and hence has ambient presspigs = pa. Ps(t) — paws 1S the differential
pressure over the steam supply line.

The final model has the form:

F(x)t =h(x,u,d) (9a)
y =g(x) (9b)

wherez = [ps, Vi, Vo, Tew 1, Tex,2) Ty u = [1if, 1 p] @andd = [k, L.]T where the
Zez,iS are states describing the WHR boiler dynamics (1) and (29. t&imperature of
the feed water is assumed to be constant and therefore madéatind. The output is
y=yg(z) = vaw]T'

A linear approximation of (9) can be generated for contralesign. In [Solberg et al.,
2005a] it was shown that the dynamics, of the one-pass snudeetioilers from All,
around the crossover frequency has little dependency astélaen load. For this reason
it suffices to focus on a controller design derived from onedr model hence leaving
out any gain scheduling. Hence the sampled linear apprdiimaf the marine boiler
takes the form:

x(k+1) = Az(k) + Bu(k) + Bad(k) (10a)
y(k) = Ca(k) (10b)
reX, ueld (10c)
wherey = [ps, LT, X € R™ andi/ C R™ are compact sets describing constraints

on states and inputs respectively. The matrices extrac¢tdtaperating poinp? =
8 x 10°Pa, L% = 1.23m andm!? = 1500/36001‘?g and sampling timé’; = 2s (8 times
in the rise time of the fastest closed loop) are:

0.998 0 0 1.80x10* 4.99x103 7.60x10* —1.27x10°
A— -9.82x107'%1 0 1.68  9.81x107* B— 1.49x107° 1.99x10~>
= | —4.06x107% 00.132 —0.692 1.40x1073 | » = | 2.13%x1072 1.31x1073 | »
0 0 0 0.819 0 )
L 0 0 0 0 0.989 0
[ —4.33x10° 1.83x10%
—2.72 0.168 Lo o 00
— -2 —
By = 172 6.92x107* |, C'=[§ 0,610 0.610 0 0
0 1.81x10
L 0 1.10x1072

2.1 Actuators

In practice the feed water and fuel flows are governed by cexapbnlinear systems

combined of pipes, valves and pumps. However, for the boieitrol purpose, inner

control loops around these systems can be used to linelaeiggains, reduce uncertainty
and suppress disturbances at the input of the plant.
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This is achieved in case of the feed water by design of a gaiedzded flow controller
having a closed loop time constantef4s. Further, the feed water flow is limited by
My € [0, 2100/3600]% In fact, the upper bound is a function of the boiler pressure
however, with adequate pressure control this dependemcheaeglected.

The fuel system is handled in a different way. First of ak ¢fain from valve position to
flow in a large part of the operating range of the fuel systemfeoand linear in [Ander-
sen and Jgrgensen, 2007]. Also fuel flow sensors are gegneatlimounted on boilers
of the size presented in this paper. For this reason onlyiigrosontroller for the fuel
flow valve is used and a linear characteristic from positmfidw is assumed known.
This position is adjusted by an electric motor which is colttid using pulse width
modulation (PWM). The fuel flow is limited by ., € [30/3600, 155.5/3600]%%. Fur-

ther, the rate of change is limited bﬁ% < S2T-X2 The dynamics of the fuel
systems is so fast that stationary conditions can be assumed

The structure of the total nonlinear model of the boiler egs{feed water supply sys-
tem, fuel supply system and boiler) is shown in Figure 2. Thike simulation model

used later for controller performance validation.

'

Feed water _ | Feed water Mo - _
e % controller supply system Ds
Boiler
oil-fired +

. . . WHR
Mfuref Fuel Fuel M fu Q Ly
—_— » »  Burner > b

Controller O supply system

| 1.

Figure 2: Structure of total nonlinear model used for simulation pugsosThis structure includes flow
controllers for the feed water and oil input.

3 Controller

The MPC controller designed in this section will be based @mdard linear tech-
nigues [Maciejowski, 2001; Rossiter, 2003]. Our goal isampare the MPC strategy
to the standard diagonal PI controller to illustrate whesefgrmance improvements
can be expected. The PI controllers are designed from thgouéd pIantG‘(s) =

G11(s) 0 _ | Gi1(s) Gia(s) | _ — i
[ o Gzz(s)} whereG(s) = {Gm(s) G;(S)} = O(sI — A)~'B. We define the de-
sign return ratio as the return ratio achieved by the Pl otletron the diagonal plant:

Hpr(s) = GKpr(s) with Kpj(s) = [K”b“(s) Kpl?zz(s)} The PI controller has the
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following specifications:

Kprjj = kp;j (1 + Tjﬁ) (12)
with kp, 1 = 1.88 x 109, Tiq =479, k,1 = 9.4andT;, = 426. The controllers have
been designed to achieve a phase margiry afL° from simplified first order approx-
imations of the plant. The pressure loop with a crossovejugacy ofw.; = 0.073
and the level loop with one af.; = 0.0063. In the design the neglected dynamics of
the actuators and furnace have been considered througttieelef the phase margin.
The reason for the large separation in bandwidth is thatetel lloop is limited by
measurement noise.

The goal of the MPC controller design, besides includingeaferward from the engine
load disturbance, is to recover the design return rtig (s) of the diagonal plant on
the full plant to be able to compare the Pl and MPC designss igians that the multi-
ple input/multiple output nature of the MPC controller i®dgo achieve decoupling of
the pressure and water level loop. In this way the designedMRC controller consists
of matching the singular values of the return raigz) = GK(z) (whereK (z) is the
MPC controller) to those of the diagonal desiffp;(s). In the design one must be
careful to make sure that the singular values corresportfietditections of the correct
outputs.

3.1 Model Predictive Controller

As mentioned above the predictive controller must be desigs to achieve a certain
return ratio. MPC is a nonlinear controller. However, whila tonstraints are not
active, it behaves as the finite horizon LQ controller. Ihis tinear part of the controller
combined with an estimator to achieve output feedback teathall match to the design
return ratio.

To achieve this goal, we shall use the loop transfer recoftdiiR) procedure to design
LQG controllers. Especially, we shall design the estimedanatch the singular values
of the return ratio when the loop is broken at the output anidviing use LTR to
recover the properties of this design for the combined edgtimand state feedback. For
the use of LTR for tuning MPC controllers, see e.g. [Maciejkiv2001; Rowe and
Maciejowski, 1999]

A standard quadratic performance index is used in the pireelicontroller:

TN (o, 0) = [r(N) = y(N)]" P[r(N) = y(N)] + (12)
N—-1
+ > (@) —y@)]" QIr() — y()] + Au’ (i) RAu(i)
=0

whereQ includes weights on the pressure and water level deviationsthe references
r, R includes weights on the rate of input changes &hid a terminal error penalty.
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The performance (12) might be recast as a regulation probleaugmenting the state
vector by a reference model, see e.g. [Bitmead et al., 1990} shifting the origin of
the system, see e.g. [Muske and Rawlings, 1993].

The estimator is designed as to achieve off-set free trgoifrthe pressure and wa-
ter level. This is done by adding integrating disturbancethé process model in the
directionT", see also [Muske and Rawlings, 1993; Pannocchia and Ray2e§3].

z(k+1)| A T| |z(k) B 0

[y(k + 1)} - [0 I] [u(k) o v+ || wth) (13)
wherev is the integrating disturbance(k) is a zero-mean white Gaussian noise pro-
cess with covariance matri¥’, and0 and [ are the zero matrix and identity matrix

respectively of appropriate dimensions. In (3)an be included through by choos-
ing " = By. Using input increments as in the MPC performance indexidtet®mes:

x(k+1) A T B x(k) B 0
vik+1)| = |0 I 0] v(k) |+ 0] Au(k)+ [I] w(k) (14)
u(k) 0 0 I |ulk—1) I 0

Let us start by setting the integrating disturbance in theation of the input$® = B

(this is similar to what was done in [Kothare et al., 20001}l atefine the new state
variableu (k) = v(k) + u(k — 1) which means that the model can be presented in the
following form:

- G [ [ oo
; ; ks

which has the corresponding output equation:

_ z(k)
y(k) = [C 0] [,u(k)] + v(k) (16)

C

wherev(k) is process measurement noise assumed to be zero-mean vehissi&h
noise with covariance matri¥’. The representation (15), (16) has the advantage of
being both controllable and observable. If the disturbaaa®ot put in the direction

of the control inputs, (14) is neither stabilisable nor d&ble. This is not a problem.
There are many ways to handle this issue. One solution isdosghanother model
representation, including a state vector consisting ofctenge in state increments,
Az(k) = z(k) —x(k—1), and the outputy(k), see [Maciejowski, 2001] for details. A
second solution is to move the integrator poles in (14) fighside the unit circle to
achieve stabilisability and detectability. Also one caradan [Bitmead et al., 1990] and
calculate the gains associated with the sidie) first and then use this result to obtain
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the gain associated with the disturbance by iterating agiitgpe difference equation.
Finally, one might observe that for estimation purpask) is known and need not be
estimated which means that when calculating estimatosgéli) can be used. Further,
to find the regulator gain, we can treat the unmeasured bestge as known (given
from the estimator). This way a matrix, relating the disaurbes to steady state values
of state and inputz, uss, Necessary for rejecting the disturbance (if possible)bzan
calculated. By shifting the origin of the original modelto(k) — xss), (u(k) — uss),
the regulator gain can be found. Using this gain and u., the regulator gain from
the unmeasured disturbances can be found.

References and measured disturbances are handled in teensanwhen calculating
regulator gains. However, it should be mentioned that teertgentioned approach is
only possible if the disturbance and reference are stepheyfare not steps but their
dynamics are stable, they can be included in the state vastabove. If they are unsta-
ble, this does not work. It is noted in [Muske and Rawlings93]2hat most unstable
reference vectors (e.g. a ramp) are not realistic over anitefinorizon, meaning that
for MPC purposes it might be more realistic to put the refeesor disturbance constant
at the end of the prediction horizon.

The estimator is implemented in the filter form which has #tenn ratio:

H.(2) = C[zI — A|*AF 17)

where I is the filter gain found by solving the filter algebraic Ridoaquation. By
defining [%} = AF, a few algebraic manipulation leads to:

(18)

H.(z) = CloT — A ((Z ~F, + BFH>

z—1

From this representation, integral action in the contrafiesisible. The full controller
is given by:

zo(k+1)= (A—BL)I - FC)z.(k) + (A— BL)Fy(k)

K ={i. (k)= (I = FC)ae(k) + Fy(k) (19)
uc(k) = Li (k) + L.r(k)
whereAu(k) = —u.(k) andL, L, are the stationary gains of the unconstrained LQR

controller defined by (12) wheN — oo andP = 0. By setting the measurement noise
covariance matrix equal to the identity matrix,= I, the singular value of the return
ratio can be shaped by changing the covariance méktixlescribing the integrated
noise.

We shall refer to the controller resulting from choosing = B above as Design 1.
A second design is considered, Design 2, which differs froesign 1 in the choice
of disturbance model. Instead of focusing the unmeasurgdrdances solely in the
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Figure 3: Singular value plot of the return ratiol; (z) blue, H2(z) green,H p; (s) red andH p; (s) black.
The black line a5 corresponds to the Nyquist frequency for the sampled plaotichlthe small difference
betweenH p;(s), Hi(z) and Ha2(z) over a large frequency band including the crossover frecyuen

direction of the inputs, we set some in the direction of theneasured steam flow.
More precisely, we choosE, = [$B[1] Bq[}]]. Subscripts 1, 2 will be used to
denote each design.

One goal is to match the singular valuesibf; precisely at the crossover frequencies
and as good as possible elsewhere. In Figure 3 the singulagsvéor H,(s), Ha(s),
pr(s) and Hp;(s) are shown. The last-mentioned being the return ratio aeHiev
with the PI controller on the full plant.

The gainsL, L, are found in the recovery step of the LTR procedure which isté1s
of settingQ = I andR = pI in (12) and then gradually decreaseuntil sufficient
recovery has been achieved over a sufficiently large frequeange. Here we set
p = 1072. H.1(2) and H, »(z), not shown in Figure 3 does not break off from the
PI design at frequencies abotel ®24. The reason why{(z) and H,(z) break off

is that we have only sought recovery up to frequencies alleerbssover frequency.
The benefit from this is a high frequency roll off which helgthing measurement
noise.

In Figure 3 the largest singular value corresponds to thespre loop and the smallest
singular value corresponds to the level loop. From Figurecam be seen that cross
couplings in the plant do not have a large influence on retatio over a large fre-
quency range, including the crossover frequencydas (jw) ~ f{pl(jw) forw €

[5 x 107%,1]. In Figure 4 the singular values of the output sensitivitig$z) =

(I 4+ Hi(2))7", Sa(2) = (I 4 Ha(2))™", Spr(s) = (I + Hpi(s))™", Spi(s) =

(I + Hp;(s))~! and complementary output sensitiviti€s(z) = I — S1(z), Tz(z) =
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Figure 4: Singular value plot of the output sensitivities and completa@gnoutput sensitivities:Sy (),
T1(z) blue, S2(2), T2(2) green,Spr(s), Tpr(s) red andSpy(s), Tpr(s) black. The black line af
corresponds to the Nyquist frequency for the sampled plant.

I — So(2), Tpr(s) =1 — Spi(s), Tpr(s) = I — Spy(s) are plotted.

From this figure we see that the controllers have good stahilargins. As can be seen
there is not much apparent benefit in performance using aattamtexploring the full
information of the MIMO model. This is due to the large separain bandwidth of
the pressure and level loop. If there had been less noiseeométer level measurement
so that the bandwidth of this loop could be increased to neamptessure loop, the
level loop would start to influence the pressure loop as viastihted in [Solberg et al.,
2007].

Look instead at the controller’s ability to reject distunioas in the direction of'y
which partly corresponds to the steam flow. The magnitudiegbltine individual trans-
fer functions ofS, (2)Gr, (2), S2(2)Gr, (2) , Sp1(s)Gr,(s) andSp;(s)Gr, (s), with
Gr,(s) = C(sI — A)~'T;, are shown in Figure 5. These plots reveal that there is
a potential for improvement of the response to steam loadriances by using the
MIMO control and appropriate disturbance modelling. Intf&esign 2 achieves simi-
lar bandwidths for the pressure and level seen from the sftieandisturbance.

Now the MPC controller consists of solving the following impisation problem at each
controller update:

u* = argmin J* (¢, u) (20a)
subj. to: (14), xp = 2, x € X, u €U, Au e AU (20b)

wherew is the vector of future control inputs, of which only the firstused and ap-
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Figure 5: Magnitude plots of the individual transfer functions in tiesponse from disturbances in direction
of 'z to the output: S1(z)Gr, (2) blue, S2(2)Gr, () green,Spr(s)Gr,(s) red andSpr(s)Gr, (s)
black. The black line af; corresponds to the Nyquist frequency for the sampled plant.

plied to the plant. This is in fact the infinite horizon comastied LQR problem where
the initial state is set equal to the filter estimate, see. (t9 shown in [Scokaert and
Rawlings, 1998] that there exists a finitesuch that the finite horizon constrained reg-
ulator associated with (12) is identical to the infinite zon controller. This requires
definition of a terminal constraint set and cost defined byutiheonstrained LQR con-
trol law. Definition of terminal sets and costs is one of thendird methods used in
predictive control to ensure stability of the constrainechmal MPC controller [Mayne
et al., 2000]. The problem with using this method for the déo@xample is that it will
require very long prediction horizons to ensure that at titeaf the horizont = N, the
states enter a set where the autonomous system defined barhepd unconstrained
LQR controller satisfies both input and state constraintaliduture time.

Alternatively, the method suggested in [Rawlings and Mudlk®3] also provide infi-
nite horizon and stability. However, in this method the nemdf free control moves is
adjusted by introducing a control horizé¥i. < N. This method requires all unstable
mode to be driven to zero in< N, steps. This will lead to a long control horizon and
thereby a large number of decision variables increasingocbational complexity.

To have the solution correspond to the infinite horizon LQRtagler at least when
constraints are inactive, we could choose to include a taiwieight equal to the so-



162 PAPER D

lution to the algebraic Riccati equation associated with QR [Chmielewski and
Manousiouthakis, 1996]. However, the controller was ideghto be implemented us-
ing the MPC toolbox v. 2.2.3 and Real-Time Worksfop 6.5 from The MathWorks
which do not support definition of such a weight (nondiagamegights) for which rea-
son we omit this here.

Instead the horizotV in (12) for the MPC controller will be chosen so that the gdin o
the unconstrained MPC is approximately equal to the LQR gdiich can be verified
by how well the return ratio achieved by the MPC controllepraximated that of the
LQG controller. In fact, our design is not particularly siime to the choice of horizon.
However, a reasonable choice of horizon would be the lorigestconstant for the full
state LQR controller which isz 10s leading toN = 5. Please note that the horizon
needed here is strongly dependent on the degree of recdviaiyed in the LTR design
or equivalently the weight factgron the manipulated variables. The larger, the penalty
the longer the horizon.

3.2 Robustness and Uncertainty

Application of MPC Design 2 to the full-scale boiler situdiegt Al's test center revealed
problems with robustness of the design. This was seen dtatiscis in the feed water
flow and a poorly controlled water level. The controlled gree and fuel flow showed
acceptable behaviour.

The robustness issues are not a result of the differencdmsemt different steam loads
spotted in Bode plots in [Solberg et al., 2008], as genexdlyquist plots show only
a small variation in stability margins for varying loads.[Bolberg et al., 2007] it was
noted that the nonlinear model also used in this paper doekave a non-minimum
phase zero from changes in the feed water flow to the watdrderegto the shrink-and-
swell phenomenon. The reason for accepting this was thatliniot been observed in
any measurements. New measurements from the failed clentiest still do not give
any conclusion whether this non-minimum phase zero is ptes¢éowever, including
this in the simulation model does not explain the oscilladiobserved.

Instead the problem is thought to be caused by model unasrtadin particular, this
uncertainty seems to be in the cross coupling from feed watéhne pressure. The
problem with uncertainty in the cross couplings is that wettr use these to speed
up the disturbance rejection with a hard-tuned controlieparticular, we do not put
a large penalty on the feed water flow which will cause the rodlet to manipulate
the feed water flow when observing pressure changes. Thibeaeen from a Bode
plot of the control sensitivity which has a high gain (, with 1 being large with the
scaling used) from pressure to feed water in a frequencyerdmogn just above the
bandwidth for the water level control to just above the baidthwof the pressure loop.
The oscillations observed are in this frequency range.

Now, we might be able to fix this robustness problem by rehgo the recovery step
of the LTR design. Instead of settidg= I, we setR = diag([1, 1000]). This causes
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the roll off of the singular value related to the water leap to be moved just above
the bandwidth of the level loop. This will have the benefit eéking a more steady feed
water supply operation while reducing sensitivity to measient noise and increasing
robustness towards uncertainty in the cross couplings fiduv design does still allow
for speeding up the disturbance rejection on the water.level

Remember that if we do not include a terminal weight in thédgrerance index cor-
responding to the solution to infinite horizon LQR problentutkéng, the regulator re-
quires a longer prediction horizon. However, so far onlydations of the retuned
controller are considered, and offline there are lots ofusss available for controller
computation. Also the desktop computer is much faster thardedicated hardware
used in the Al control platform.

To improve the sensitivity of the designed PI controller teasurement noise, we have
designed second order filters in such a way that the opendmgjular value plots of
the Pl and MPC controller are approximately equal despia filll recovery is not
achieved in the LTR design.

3.3 Disturbance Feedforward

If a measurement of the steam flow had been available, thisl t@ve been used in a
feedforward. However, it is possible, as shown in [Hvisenidand Solberg, 2004] and
attempted above, to generate an estimate of this flow.

Accounting for shrink-and-swell introduced by the stearwfieould need a prediction
horizon of above 150 s. The reason is that e.g. the swelltlaistbong before the water
level drops (according to the integrator) due to insuffitigater volume if more feed
water has not been added.

Instead a feedforward from the engine load is possible ds @useasurement is avail-
able. In fact information about when the engine is about &ot sir stop is assumed
known 3 min. beforehand. This information can be naturalborporated in the MPC
algorithm from the previous section. Such information choaurse also be handled
in a more ad hoc way using a supervisory controller abovessidial control scheme.
The engine load is monitored by measuring the torque appdidite ship’s propeller.
Further, the design from the previous section can easilytEnded with this feedfor-
ward as it does not effect the stability and the designedrotbeit. Hence the only thing
needed is to include the engine load in the model of the plant used in the estimator
and internal model in the MPC algorithm.

In fact, one extra control variable is available when a WHReras present, the steam
dump valve, to be able to control the pressure in the commpplgline. But unless
there is an overproduction of steam from the WHR boiler it isintentional to use this
valve as at least in steady state this would mean that too fiaethas been consumed.
Here we will not consider this extra degree of freedom, butsatering standalone
WHR boiler operation this is necessary.
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4 Simulation Results

This section presents the simulation results gathered avittodel verified with mea-
surements from a full-scale isioN™ OB marine boiler from Al's test centre. The
simulations focus on showing that MPC is applicable to theimeaboilers and a com-
parison between the MPC and Pl performance is made.

Four simulations are made. The simulations contain: a sstefl in the steam load,
a large step in steam load, and as a preliminary study of tipeis¢ controller, a step
in the water level reference is made, and finally the use a@idiance feedforward is
illustrated when the engine starts.

All simulations start from the same operating point at arstézad of1500%. In all
the plots the colors have the same interpretation: the hlwees correspond to the
PI controller, the green curves to MPC controller of Desigmardd the orange curves
to MPC controller of Design 2. The figures have four plots vehttre top left plot
shows the pressure and its setpoint red. The top right ptatsithe water level and its
setpoint red. The bottom left plot shows the fuel flow and @ lme here illustrates
the initial steady state fuel flow. The bottom right plot sisatve feed water flow, the
red line here illustrates the initial steady state feed néde/, and the black line is the
disturbance in the steam valve converted to a requesteih $kea at8bar. Low-pass
filtered white noise estimated from plant data has been anidiéa@ simulation outputs
used for feedback.

4.1 Small Step

In this test a pulse 0#200% lasting for 40@ is made at time 00s. The results are
shown in Figure 6.

It is obvious from this plot why it is difficult to increase themndwidth of the water
level loop using the current measurement due to noise. PM&(d do equally well in
this test.

4.2 Large Step

In this test a pulse 0#900% lasting for 408 is made at timel00s. The results are
shown in Figure 7.

In this test we see that Pl does a little better regarding thespire than MPC Design
1, whereas MPC Design 2 is best. However, both MPC designstiertregarding

the water level. Further, there is a large difference betWdPC Design 1 and Design
2. Design 2 is much better at bringing the water level backgadference after the
disturbance has changed. Also the pressure regulationttisr.bélhe reason is the
disturbance model which has proved to play a large role ipétrmance of the MPC
algorithm for the boiler application. Design 2 includes atireate of the steam flow
and is capable of generating better estimates of the ouisuigll.
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Figure 6: Plot of simulation results with a pulse in steam flowefoo% shown as the black line in the
bottom right plot. The pressure is shown in the top left plog, water level in the top right plot, the fuel flow
in the bottom left plot, and the feed water flow in the bottoghtiplot. The red lines in the top plots are
the references, and the red lines in the bottom plots arenttial isteady state value of the inputs. The blue
curves represent the Pl controller, the green curves représe MPC controller of Design 1, and the orange
curves represent the MPC controller of Design 2.

4.3 Level Setpoint Change

In this test a step of-0.1m is made in the water level reference at tin#s. The
results are shown in Figure 8.

As can be seen from the figure, the MPC controllers perforitebttan the P1 controller
when the setpoint is changed. Further, the MPC designs rperégually well. The
reason is that in this case the model of the process is welkramd no disturbances
are acting on the system.

4.4 Disturbance Feedforward

This section has the purpose of illustrating the potentgddiit of using MPC to in-
corporate a feedforward from a disturbance of which thepimr knowledge. In the
simulation setup the boiler is started at the steady statrevtne engine load, = 0
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Figure 7: Plot of simulation results with a pulse in steam fIOW{mOOI;—g shown as the black line in the
bottom right plot. The pressure is shown in the top left plog, water level in the top right plot, the fuel flow
in the bottom left plot, and the feed water flow in the bottoghtiplot. The red lines in the top plots are
the references, and the red lines in the bottom plots arenttial isteady state value of the inputs. The blue
curves represent the Pl controller, the green curves représe MPC controller of Design 1, and the orange
curves represent the MPC controller of Design 2.

and the steam load i]sSOOkl—lg. The engine is started at tin#¥)0s, L. = 0.35 and
knowledge of this change is assumed kndumnin beforehand. The simulation results
are shown in Figure 9. Only MPC Design 1 is considered. Theom#s that no changes
are made in the steam flow disturbance, and referring to €i§uhis implies similar
response from Designs 1 and 2. Further, the controller isfiedd The prediction hori-
zon has been increased to show the benefit from the predicditeee. It is set equal
to N = 75 corresponding to 150 s. The blue curves in the figure correspmthe Pl
controller and the green curves to the MPC controller.

As expected it can be seen that having prior knowledge oftigine load disturbance
can improve the performance of rejecting this disturbadeo it can be seen that in
this particular situation, the improvement is a water lewakimum deviation from the
setpoint of0.05m less than when not using this information. Such a resultccbel
used directly to reduce the steam space.
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Figure 8: Plot of simulation results with a step change in the waterl leference of~0.1m. The pressure

is shown in the top left plot, the water level in the top righdtpthe fuel flow in the bottom left plot, and the
feed water flow in the bottom right plot. The red lines in the pdots are the references, and the red lines in
the bottom plots are the initial steady state value of thatspThe blue curves represent the PI controller, the
green curves represent the MPC controller of Design 1, amdithnge curves represent the MPC controller
of Design 2. Notice that the MPC controllers have less ov@sh

5 Discussion

5.1 Setpoint Control

The setup of the setpoint control scheme is shown in Figure 10

There are numerous reasons why a water level setpoint ¢tdpois attractive in boiler
control. Here we will briefly discuss this topic and propdse dverall idea which could
be converted into such a scheme. For the marine boiler we fiimdailowing three

reasons for implementing an outer loop to handle setpoimgés in the water level:

e Knowledge of the current steam load can be converted intaremworst case
shrink or swell level variation. At high load the maximum pitde swell is small,
meaning that one can operate at a higher water level thawabém.

e Knowledge of start/stop and large changes in the enginedaadbe converted
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Figure 9: Plot of simulation results with a step change in the engind foam L. = 0to L. = 0.35. The
pressure is shown in the top left plot, the water level in e right plot, the fuel flow in the bottom left
plot, and the feed water flow in the bottom right plot. The ri@eéd$ in the top plots are the references, and
the red lines in the bottom plots are the initial steady statee of the inputs. The blue curves represent the
PI controller and the green curves represent the MPC céaitiafl Design 1. Notice that the MPC controller
acts before the disturbance occurs.

into a water level setpoint at which a possible shrink or seas be handled. E.g.
the setpoint at sea with the engine running can be higheriem in harbour
and the engine is stopped.

e The variance of fluctuation of the water level is increasinthwthe steam load.
This means that at high load there is a larger probabilitc&orying water drops
into the steam supply line. However, in the specific boilerexhanical installa-
tion makes this phenomenon less pronounced.

All of these reasons have the same purpose: to minimise ¢éagnsspace or equiva-
lently raise the water level to improve boiler efficiency educe the physical boiler
dimensions. Al has already implemented a simple versioretgfaént control in their
control system. This controller monitors the engine staigital signal). If the engine
is running, the setpoint is set at a high level, and if the eags stopped, the setpoint is
set at alow level. These setpoints are calculated from thistwase engine load change
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Figure 10: Principle of setpoint control scheme.

which occurs during start/stop. The lower setpoint wheretingine is off is difficult to
change. However, the upper setpoint needs not be constaen Were is only one up-
per setpoint, the distance to high water level alarm neells tapable of still handling
swell occurring due to changes from slow ahead operationaximum engine load.
Making the setpoint dependent on the current load can altwwriinimising the re-
quired distance between the maximum upper setpoint andWadgr level alarm. Also
using prior knowledge of the engine load changes can mieitthis distance between
the minimum and maximum setpoint.

We will focus on the first two bullet points above. Notice fifsat having an outer loop
setting setpoints for the level controller would, if therererlarge couplings between the
level and pressure loop, definitely comes at the expenseaaf gressure performance.
However, as long as the gap between the bandwidths of thedwmys lis large this is
less severe.

It is possible to generate predictions of the shrink-andésphenomenon. This can
be achieved using knowledge of future engine load changesssible estimate of the
steam load and steam bubble content beneath the wateresuNatice that the aver-
age rise time of the bubbleg; is small compared to the pressure and water volume
dynamics, see (7). So for the setpoint controller we mighkerthe assumption that
W = %ms Simulations and frequency analysis show that this assomg ap-
proximeftely valid in the frequency range important for cofier design. Using this
assumption and the model of the engine load disturbanceiliegscthe amount of wa-
ter shifted between the boilers during load changes (2tbegevith a simple model of
the level closed loo@,,;, it is possible at each sample time to calculate a setpoint fo
the water level which is safe while maximising the level. &dfere meaning that the
upper and lower bound constraint on the water level can leeobsd.

This can be formulated as an optimisation problem of the form

r1., (Zo, ﬁzs, L.) = argmax L, (21a)
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subj. to
Lw(t) = Pcl(taeramm Le)» Zw Z Lw Z Lw (Zlb)
s € W (i) (21c)

whereL, is the vector of future known engine load disturbances,Wr{&zs) is the set
of possible steam load disturbances given an estimate eltient steam load.

5.2 Alternatives to Setpoint Control

An alternative to the setpoint control is to simply includenaximisation of the water
level in the cost function, subject to varying constraintstatic constraints. If varying,
finding these constraints will be a lot like finding the optiratpoint in the setpoint
control. If the constraints are kept fixed at a predefined mmimn interval for the water
level, the optimisation problem concerned with finding thenipulated variables must
be overall possible disturbances in such a way that a prapemge is always kept to
the hard constraint.

5.3 MPC vs. Clipped-LQG

One could wonder whether MPE clipped-LQG as long as only input constraints
become active. To answer this question, we make the siroolatith a large step in
the steam flow disturbance again but now with only MPC Design@ clipped-LQG.
Results are shown in Figure 11.

From this figure it is obvious that the benefits from using therencomplex imple-
mentation of the MPC controller compared to clipped-LQGsarall, when only input
constraints become active. Further, the LQG controllethiniige approximated by low
order transfer functions implemented as a decoupling aB@%iontrollers, delivering
similar performance.

6 Conclusion

This paper has presented the preliminary application of N°&n oil-fired one-pass
smoke tube boiler operating together with a WHR boiler. MPG whown applica-
ble for controlling the standalone oil-fired boiler, usingalations on a model of a
full-scale marine boiler where it performed just as goodhasstate-of-the-art Pl con-
troller. In fact, out of two MPC designs, one including anireste of the steam flow
disturbance outperformed PI control for large disturbastanges. Further, simulation
results showed the benefit of using the predictive nature BEMiNd its ability to use
prior knowledge of disturbance changes for controllingwzer level in the oil-fired
boiler when the engine load is changed, resulting in shrindweell in the level as wa-
ter is pushed from or carried over to the WHR boiler. It showdentioned that the
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Figure 11: Plot of closed-loop response to a large step in the steam fidwblue the MPC of Design 2 and
orange the clipped-LQG design. Note that apart from the sdi#dirence in feed water flow, the pressure
and water level responses are almost coinciding.

success of the MPC controller regarding the steam load @sawgs not so much a
consequence of the improved constraint handling but ratherto the internal model
and state estimate.

The LTR procedure was chosen to match the singular valudseafeturn ratio of the

MPC controller to that of the diagonal Pl controller. Furthesing LTR makes the
choice of controller and estimator gains more systematiowaver, the drawback of
using LTR to recover the return ratio at the output of the plarthat it makes it nec-

essary to make the estimator slow to avoid amplifying measent noise (remember
that the recovery step consists of decreasing the weigltteoodntrol signal until suffi-

cient recovery has been achieved). It seems that such adoneceill cause prediction

mismatches between the plant and internal model used in MR wsteps are made in
the steam flow disturbance which is due to the estimator dicsam

The MIMO nature of the MPC controller improved the perforroatver the diagonal
Pl strategy. This was seen as an improved response to stemdigtarbances. Also the
bandwidth of the level loop was so low that settling time foe PI controller and MPC
Design 1 when responding to steps in the steam flow was vegy [®his would not
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be acceptable if more steps occur just after each other beiflisturbance is changed
according to a ramp. The benefit from using an estimate oftdansflow in Design 2
proved to improve this settling time by increasing the baidthwof the sensitivity from
the steam flow disturbance.

Further, a setpoint optimisation augmented to the MPCegjyaftor water level regula-
tion was discussed to allow for operating closer to the higtewlevel constraints.

6.1 Future Work

It would be possible to reduce the effect of the shrink-andisphenomenon coming
from the WHR boiler using different mechanical installas@nd extra actuators. How-
ever, for economic and safety reasons, such solutions afeamsible for which reason
research should be directed towards extending the preseht w

First of all, a first principle model of the WHR boiler verifiedainst measuring data is
required. Secondly, an implementation of a variant of thipaiet optimisation scheme
suggested should be tried. Also the extra degree of freedaitable in the form of
the steam dump valve should be included in the control scterdestandalone WHR
boiler operation addressed.

Focus should also be put in the direction of improving annestie of the steam flow
disturbance for use in a feedforward scheme. This way lesgbpmance needs not
be improved through speeding up the feedback. Also as theurgaents are cor-
rupted by noise and the model behave linearly with knownctitre, system identifi-
cation techniques could be considered to obtain a state spadel and an estimate of
the process noise covariance to be used in a Kalman filtegrlegilternative to sys-
tem identification techniques the autocovariance leastwss (ALS) method [Odelson
et al., 2006a,b] could be used to tune the Kalman filter. Tedpp the feedback, other
measuring techniques must be used.

As long as the bandwidth of the level loop cannot be increakexto noise on the
level, there will be a large gap between the pressure andlllewe bandwidths. This
also means that we could design a fast pressure loop usingpaiyl strategy and then
using MPC in a SISO scheme for the water level meaning thatameatiow for a much
longer sample time and hence longer prediction horizonnkveéhe SISO case, MPC
is preferred over PID as the computational demands of th&® SI®C controller are
similar to those of PID control, and further the MPC congolh general outperforms
the PID controller regarding setpoint changes, disturbaajecting and constraint han-
dling [Pannocchia et al., 2005].
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Abstract

This paper summarises a number of results gathered overabefew years regard-
ing modelling and control of the one-pass smoke tube marailerb The purpose is
to communicate our state of knowledge regarding the limitpesformance in these
processes. The standpoint of the paper is limits with resjpethe current standard
configured boiler. We present a simple second order contagehfor the boiler cap-
turing also cross couplings and disturbance influence. Tindslel is accurate over a
large frequency range including the crossover frequendtesformance limitations im-
posed by the actuator systems, sensor noise and neglectid dymamics are treated.
Also control design guidelines are presented and suggesfiar pushing the limits by
new equipment presented.

1 Introduction

Over the past few years much research has been directedd®wer modelling and
control of the one-pass smoke tube marine boiler reportecgin[Solberg et al., 2005,
2007a,b, 2008; Sgrensen et al., 2004] along with numerodest projects conducted
at Aalborg University in co-operation with Aalborg Induss A/S.

In this paper the results gathered from these works will leel s setup control design
guidelines and specify limits of performance for the bopeocess. The boiler setup
is shown in Figure 1. The boiler family concerned in the pnéseork is the oil-fired
one-pass smoke tube boiler from Aalborg Industries A/S.(Ahe boiler consists of a
furnace and flue gas pipes surrounded by water. In the topedidher steam is led out
and feed water is injected. This boiler differs from otheildrodesigns in two ways:
it is side-fired and the flue gas passes straight through. Aexample one of these
boilers is designed for a maximum steam Ioadl&ﬂio% at operating pressuigar.
The minimum steam load is obvious);‘% whereas the minimum capacity of the burner
unit corresponds to a steam flow of approximatﬁ]g)%.

The initial interest in the one-pass smoke tube boiler wasbtain a control strategy
which was able to minimise the fluctuations in the water levighout compromising
pressure performance in such a way that the physical gepmithe boiler could be
reduced. It was the conviction that such initiatives woelguire accurate detailed non-
linear first principle models of the boiler and a controllesin taking into account the
multiple input multiple output and nonlinear charactécsof the process. However,
in this paper we will more or less argue the opposite. If théebdimensions are to be
minimised and hence the process pushed to the limits it igitapt to know what set
these limits. Likewise studying these limits might help imegrs manually tuning con-
troller during commissioning. However, it is also obviobattif simple control design
guide lines can be put up, the current relatively long timensjpy the engineer tuning
the controllers can be reduced remarkably.
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Figure 1: Principle of the oil-fired one-pass smoke tube marine boiler.

Much published work on boiler modelling and control is aable, [Astrém and Bell,
2000; Chien et al., 1958; Kim and Choi, 2005; Lee et al., 2@@tegrinetti and Bents-
man, 1996]. Both models based on first principles of varyiognglexity and models
based on system identification techniques to specify a Wagkmodel based on e.g.
linear parametric models have been proposed. Setting upot@uide lines can be
done using any of the existing control design techniquesLasear Quadratic Con-
trol, [Athans and Falb, 1966], Model predictive control [dlgjowski, 2001; Rossiter,
2003], Robust control [Dullerud and Paganini, 2000; Zhoalgt1996] and PID con-
trol [Astréom and Hagglund, 2006]. Regarding limits of perfance tools for analysing
linear systems can be found in almost any text book on cotitedry e.g. [Boyd and
Barratt, 1991; Skogestad and Postlethwaite, 1996]. Homvéoe nonlinear systems
there are less systematic analysis procedures available.

The focus is on nonlinear model reduction to create a simgdersd order model in-
cluding cross terms and disturbance influences. The impion@anlinearities will be
shown to persist at the input of the plant due to the actugsiems. Regarding perfor-
mance the constraint on the actuator absolute values &getth sensor noise will be
shown to be the limiting factor. Simple controller designdglines are presented. For
these controllers to be easy to understand and tune by avigesengineer the control
theory used is based on classical PID control.
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The paper is organised as follows. Firstly the simple n@@linmodel is described
along with simple linearised versions. Secondly the linotgperformance are dis-
cussed, treating the actuator systems, shrink-and-siigtilirbances, nonlinearities, in-
teraction measurements noise and constraints. In theuéasiesection control design
guidelines for the actuator systems and the boiler are putagtly concluding remarks
are presented.

2 Model

Here we briefly discuss the nonlinear model of the boiler itle purpose only: how
to find a suitable model for controller design. Many dynaritadels of varying
complexity for the drum boiler have been proposed in theditee — see e.g. [Astrém
and Bell, 2000; Andersen and Jgrgensen, 2007; Kothare,20d0; Solberg et al.,
2005; Sgrensen et al., 2004]. However, already in [Hvisthhdnd Solberg, 2004] it
was pointed out that a high order linear model was not nepe$sadescribing the
dynamics of the boiler important to controller design andHer step response analysis
showed good agreement between responses from a nonlinelat eral linear model.
The simple control model does not account for precise statiogains and further
does not provide information on many internal variable. ldegr, when constraints are
not present for the internal variables these thing are npbintant to the control. In
particular, a controller will usually include integral axt which among others account
for model stationary gain mismatches.

Studies have shown that both the flue gas part (furnace ane:ction tubes) and the
metal separating the water/steam part from the flue gas loegderably faster dynam-
ics than the desired closed loop bandwidth with time cortstar2s. Due to this fact
the power delivered to the water/steam part is modelled as:

Q= nmfu (1)

wheren is a constant describing a combination of energy releasdieitombustion
plus furnace and convection tubes heat transfer efficieptyin fact a function of the
burner load and water level in the boiler drum, but for coproposes it is sufficiently
accurate to considey constant. First of all modelling the dependency on the water
level was shown in [Solberg et al., 2007b] to give rise to s@pecial low frequency
phenomena. This was seen as a zero in the origin from fuel fiopvéssure and the
integrator from feed water to water level was moved sligltitp the left half plane.
These phenomena are seen at frequencies far below thestimgreandwidth and since
water level will always be controlled, which removes theozierthe origin, there is no
further need to include this in a control model. Also it tuoud that in the boiler family
treated here is approximately invariant to the burner load.

The model of the water/steam part has the purpose of desgiibe steam pressure in
the boilerp, and the water level.,,. The modelling is complicated by the shrink-and-
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swell phenomenon due to steam load changes which is caustuet lajstribution of
steam bubbles under the water surface.

The total volume of water and steam in the boiler is givenias= V,, + V, + V3, where

V., 1s the water volumey is the volume of the steam space above the water surface
andV} is the volume of the steam bubbles below the water surface.

To capture the dynamics of the water/steam part the totas lswad energy balances are
considered. The total mass balance for the water/steanspart

d . .
%(Qs(m_vw)""ngw) =My — Ms (2)
and the energy balance is:
d
% Qwthw + Qs(‘/t - Vw)hs — Vips + vamcp,st =

Q + hfwmfw - hsms (3)

whereri s, is the feed water flow;, is the steam flowp is density,: is enthalpy and
T is temperature;, is specific heat capacity and subscripstands for metal. It should
be noticed that energy accumulated in metal of the boiléefaéurnace and convection
tubes is included in the balance for the water/steam part.
The mass balance can be written as:

dos do | dps av,

V_Vw —-— Vwi w — Us —=
(Vi )dps+ . o T (ew o)

- mfw - ms (4)

and as% is ~ 10 times smaller thaﬁidf)—“j we make the following approximation of

) do,, d dV,
Ow APs w
. i + (0w — 0s) 0

Now following [Astrém and Bell, 2000] another simple exps&s for the pressure can
be derived. Multiplying (2) by:,, and subtracting the result from (3) gives:

Vw ~ mfw - ms (5)

hc(‘/; - Vw)giz + QwVw(ZhT':‘i‘ dps

) | =t
:QS(‘/t - Vw) ZZ: - Vvt + vamcp,m ZZJZ dt
dVy . .
- ths? = Q - (hw - hfw)mfw — herg (6)

whereh,. = hs — h,, is the vaporisation enthalpy. (5) could be inserted in (&wiver,

the ratioﬁ = 0.0047 is small for which reason we neglect tﬁgi termin (6). The

term multiplying dgl;ﬁ' has large differences in numerical size and a good appraxima
of the pressure dynamics is due to the large water volumeeibdfiier given by:

dps 1 . .
P Vo dh (Q = (hw = hpw)mifpy — hering) (7)

Wdps
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Equations (5) and (7) above only express the pressure andétex volume in the
boiler. As the water level of interest in the control problengiven as:L,, = (V,, +

Vi, — V,)/Auws, another equation is needed for describing the volume ahstaubbles
V4 in the water (the water level is measured from the furnacetap/, is the volume
surrounding the furnace amtl,,; is the water surface area). Many proposals describing
the distribution of steam bubbles under the water surfaze baen made — see e.qg.
[Astrom and Bell, 2000; Andersen and Jgrgensen, 2007; KignCGiroi, 2005; Solberg
etal., 2005]. Most of these are based on assumptions anadadigeincluding empirical
constants to be estimated to fit the model to process datdothgre et al., 2000] an
approach was taken to model the boiler as a collection oafimeodels in which a
non-minimum phase zero is easily inserted.

The difficult part of the modelling is to describe the amouirdteam escaping the water
surfaceyi,—.s. Here we take the approach of [Andersen and Jgrgensen, BO@ is
similar to the expression in [Astrém and Bell, 2000]:

. Os
—s5 — T 8
Ty, T Vi 8)

wherern;,_, ¢ is expressed as a function of the steam bubble volume andtglehthe
steam, the constafit; expresses the average rise time of bubbles in the waterfldwis
can be used to set up a mass balance for the water and steamthelwater surface.
However, the dynamics of this extra mode is very fast withmgettonstant of abous.
Therefore it is reasonable to assume a stationary reldiijpietween the steam load
and bubble volume as:

T,
Vi, = —Liin, 9)

Os
This equation introducds, in the model and hereby the shrink-and-swell phenomenon.
In practice the water/steam circuit is closed and the steam i8 governed by sev-
eral valves combined with pipe resistance. Therefore abbaik(¢) expressing pipe
conductance and valve strokes is introducéd.is then given as:

ms (t) - k(t) Ps (t) — Pdws (10)

where the downstream pressupg,, s, is the pressure in the feed water tank which is
open and hence has ambient presspigs = pa. ps(t) — paws 1S the differential
pressure over the steam supply line.

The final second order model has the form:

i =f(z,u,d) (11a)
y =c(z,u,d) (11b)
wherey = [ps, Ly)T, 2 = [ps, Vi]T, u = [1ifu, 1 10] @andd = k. As the temperature

of the feed water is controlled it can be assumed constanttemndfore not included in
d.
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The linearised version of this model is:

#(t) =Ax(t) + Bu(t) + Bqd(t) (12a)
y(t) =Cx(t) + Du(t) + Dqd(t) (12b)

where we note the direct term from the disturbance to thent@tel output, due to the
shrink-and-swell phenomenon. The matrices are given as:

_ 0 h0+2(p57pa {dpb 0
. aviey 20 s
N ( Nitatop {2 }) . (132)
2(1);17a)(9w ) ow{ L }?
i n _ (h _hfw)
euve{ e} e ve{ e}
B=l gy L (1 Bt (130)
[ (et —eD{ =} eume o{ @)
i hﬂ\/pﬁfpa
B ey 13
" PsPo <1 ho{ e}’ > (130)
- Q —Qg - dhay
L % dps
i 1 0
C=1| mnmy 0—2(p0—pa){de=}° 1 (13d)
Aw{0}? 2(p—pa) Aws
[0 0 0
D = 0 ol Dy = Td\/m (13e)
- Ays0?

where we have us:ezclz0 = m?. Remember also that? = A, LY + V, — o m?.
We see that the Ilnear model matrices depend only on theyreeshe water level and
the steam load. In particular, we see that the matrices rearly dependent om? if
variations inV,2 can be ignored. For reference the Laplace transform of triehis:

y(s) = G(s)u(s) + Ga(s)d(s) (14)

with G(s) = C(sI — A)~'B andGy(s) = C(sI — A)~'By + D,4. The complexity
in this model is introduced because we insist on modellirggdioss terms as well.
However, a very good approximation using only direct terins loe given as:

ps(s) :éll(s)mfu(s) + éd,n(s)k(s) (15a)
Ly (s) zégg(s)mfw(s) + édm(s)k(s) (15b)
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with
n 1
Gik -
dps
L ) E (16b)
S
_ho./n0 _
Gaui(s) = (’LC v pg>1 (16c)
S

A TodiT o 5 - ke
Gd,21(8)< d\/Ps — P > Ta(0w—0s) (16d)

Ays09 s

The only unknown parameters in the presented model are ficeer€yn and the res-
idence time of the steam bubbles in the driiijn Normally when finding these one
has a good idea about the size of the efficiency whereas iagafgd one must rely on
experience from previous boiler designs.

3 Limits of Performance

This section discusses in detail the properties of the madrailer system and what sets
the limit of how good performance can be achieved.

3.1 Boiler Nonlinearities

In [Solberg et al., 2007b] the MsioN™ OB boiler was shown to behave linearly
over a large frequency range when varying the steam load.n®hknearities present
were mainly pronounced at low frequencies. This was seengagthgains at lower
steam load and variation of certain dynamics. The model wsedlof eighth order.
The variation closest to the desired crossover frequenttyaisinduced by the energy
balance. This is also captured by the derived second ordeéelmio particular, we refer
to the pole presented in (13a) entdy;. This corresponds to dynamics with a time
constant that can vary between1000s (maximum load) tox 3500s (minimum load).
Also the right half plane zero from fuel to water level variashis frequency range
from s ~ 0.0006 (low load) tos ~ 0.003 at high load. Also above these frequencies
the gains both from inputs and disturbance to the outputsardifferent load situation
are coinciding. These properties are easily identified floenBode plot of the derived
second order model presented in Figure 2 for three diffesteram loads. We note that
these variations of gain and dynamics are not present indtigliog from feed water
to water level.
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Figure 2: Bode plot of scaledG(s) G4(s)] for three different steam loads. Blugi; = 1800%, green:

ms = 1100% and red:rs = 4001‘}1—%. Note the variation of gain at low frequencies to the pressutput
and the change in system bandwidth.

Regarding the singular values the linear range is at andrdguencies> 0.003%
which includes the desired crossover also one linear cbertdioas proved to behave
similar over the entire load range. For these reasons it waseded in [Solberg et al.,
2007b] that a controller design could rely on one linear nhdfdhe controller had
integral action. If attention is directed at the phase ofdtiierent transfer functions
in the model this range starts at a higher frequenc§. 01“‘d except for the transfer
function from fuel to water level where phase d|fferencesrca/large frequency range
still persist, see Figure 2. This means that when designiagodal controllers the
nonlinearities of the plant pose no limit on the performandéen designing multiple
input multiple output controllers one must keep in mind tifwet phase response of the
transfer function from fuel to water level is inaccurate wielying on one linear model
for design.

In [Solberg et al., 2008] it was pointed out that in certaituaiions, e.g. when us-
ing hysteresis control where the system state never reackesady state but rather
converges to a limit cycle, then the low frequency nonliitess can cause problems.
First of all the limit cycle which the state converges to vii# dependent on the low
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frequency parts of the model if the switching does not ocoarftequent, and further
an estimate of the steam flow is difficult to derive and is véoyl/ converging when
using only one linear model.

This indicates that dependent on the controller stratégynbnlinearities are more or
less important. However, hysteresis control is only agpirevery special cases, and
normally the low frequency gain variations can be ignore@mvtiesigning controllers.
In the above we have suggested that the boiler system isilbledaufficiently using a
linear model. However, this model does not include the dotisystems generating the
fuel and feedwater flows. These actuator systems are nanlamel will be considered
next.

3.2 Actuator Systems

Feed water supply system

The feed water system is well known and a diagram of it is shiovfigure 3.

Zfw m;w
Dt
— Ds
Pa m
- sk
-
i,

Figure 3: Diagram of feed water system. Water pumped from the feed watéris injected into the boiler
in the forward path, and in the return path the water is led bathe feed water tank.

The valve in the forward path is a pneumatic control globee/alhich has an equal
percentage characteristic (chosen over the linear clegistits as it in this setup helps
linearising the gain from stroke to flow). The flow through trave can be expressed

as [Haugen, 1994]:
e = kg f(2fw)\/Pp — Ps 17
where 1
fzgw) = (B — M) (18)

is the function describing the valve characteristic andtied) the valve stroke;s,,, to
the flow. k; is the valve gain, which in the valve data sheet is usuallgmifior water
at 20°C and expresses the flow through a fully open valve with a prestop of bar
over the valve. Finally, is the pressure after the pump amdis the steam pressure
in the boiler. In most cases the dynamics that govern the viggdr supply system is
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that of the flow sensor as the pneumatic control valve and fiavaahics are fast when
pipes are not too long. The sensor may adequately be dedaeviledynamics of first
order given as:

. . 1 .

1], (5) = Gruls)inga(s) = ———iipu(s) (19)
The valve in the return path is a manually adjustable valvielvbhould not be adjusted
during plant operation. The flow through this valve is expeskas:

mr = kr V Pp — Pfwt (20)

wherek, is the return valve conductance apg,, is the pressure in the feed water
tank assumed equal to the ambient prespurg = p,. The function of this valve is
to change the characteristics of the pump which is runninfixatl speed. The flow
delivered by the pump is:

Ty = 1y + 1y (21)

and the pressure after the pump and before both the forwartharreturn valves is:
Pp = App + pa (22)
whereAp, is the pressure rise over the pump which again can be found as:
Apy = pgAH, (23)

where H,, is the lifting height. This height is often approximated e literature, see
e.g. [Eastop and McConkey, 1993], by:

n 2 Q 2
AH, = Hy pos P ) —( P ) 24
8 " ( <np,maa; Qp,maa; ( )

where H,, 4, IS the maximum lift height occurring at a zero throughput, and
npmae 1S the current and maximal pump speed, respectively, @Qn@nd Qp, yq. 1S
the current and maximal flows. Note th@}, = Av, and, = p,Av,, whereA is
effective flow area and, is the fluid velocity. This together with (23) leads to:

2 . 2
n m
App = Pp,maz ((n L ) - (m z ) > (25)
D, mazx p,mazx

The pump always runs at maximum speed meaning that we calfifgithp expression

by using:n, = 1y maz < Np/Mp maz = 1.

We want a model of the feed water supply system that gives esdater flow when
we send a certain voltage to the control valve. The equatbese, however, do not
allow to put up such a model in a straight forward manner gfitisn of (17) and (20)
into (25) and isolating forn s, requires solving a quadratic equation), this is treated
next.
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Explicit expression for feed water flow

First we notice that the feed water flow to the boiléry,,, is dependent on three pa-
rameters; the control variable;,, (the valve stroke), the steam pressuyrg which acts
as a disturbance and finally the stroke position of the mavalak in the return path
which together with the valve characteristics is descriedl, .

The explicit expression for the feed water flow as functiothefvalve stroke and boiler
pressure is now found as

mfw = g(sz,Ps) = kff(zf’w) \/ App + Pa — Ps (26)

—aq — 2__
whereAp, is given as the solution to a quadratic equatidyp, = ——- V. 1—792%0 w
with:

(D () -

_451121,mam kgk]%f(sz)

2[14 Zymem (24 K3 f(21u)?)] %
a; = (:ﬁﬂk2f(sz> (pa - ps) - pp,ma;v) + (27b)
_471:LZmaL k2k2f(2fw)2(pa _ ps)

2
Pp,max
0 = (22 13 (21000 = 92) ~ Dy (27¢)

p,max

This model provides a good fit to measurement data and th@rséng constant is
aboutrs,, = 4s modelled by the first order syste@i,,(s) (19). Note that the pipe
resistance from the valve to the boiler has been ignored.ofiheunknown parameter
in this model is the positioning of the return valkg. It is obvious that the system is
very nonlinear which is illustrated in Figure 4.

From the figure it can be seen that for the example boiler predbe small gain (top
right plot) can vary worst case up to a factor of 35 and at nairpnessur&bar up to
a factor of 22.

Unfortunately, the flow is dependent on the boiler steamgoumes One implication
from this is that the upper achievable flow is dependent om disturbancei s, <
[0, 774 (ps)]. This means that if one uses flow as control variable in anrdaote
together with a flow controller the input constraints arecmistant which might cause
problems in e.g. model predictive controller (MPC) confafions.

As always there are two possibilities regarding controth&i try to linearise the actu-
ator dynamics by flow feedback or gain scheduling or use the\sroke directly as a
control variable in the outer loop. Using the valve strokeclily in the outer loop has
two major disadvantages.
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Figure 4: Feed water system characteristics. In the top left correefetdd water flow is shown as a function
of the valve stroke for different boiler pressures. In theright corner the partial derivative of the feed water
flow with respect to the valve stroke is shown for differeniidropressures. Notice that only valve strokes
zp > 0.1 are included as the valve positioning is unreliable belois kevel. In the bottom left corner
the feed water flow is shown as a function of the valve strokelfferent return valve strokes, and in the
bottom right corner the partial derivative of the feed wdkew with respect to the boiler pressure is shown
for different valve strokes.

First of all the disturbance from varying boiler steam poeess not compensated for.
Worst case this can result in an unintentional coupling @s &n increase in pressure
causes the feed water flow to decrease. This will cause adewttoller to open the
feed water valve more which will increase the feed watettiblg at the same time the
extra water causes the pressure to drop and hence the feedfleatto increase even
more. This phenomenon is especially pronounced if the gaypdes level and pressure
loop bandwidth is small.

The other disadvantage is that when using such a strategycitstom to design the
feedback controller according to the largest gain (seerEigutop right). However,
with such large gain variations this means that the actuadhjieved bandwidth may
vary more that one decade. Here we have assumed a %(lbpeélo% around the
crossover frequency, which is consistent with what woulddigeved by Pl control on
(16b). If a flow sensor is available this is an unnecessatyicéen as the valve gain



3 LIMITS OF PERFORMANCE 189

400

3501

300

250

1 8200l
.Eg A 200
1501

100

50

i i i i i i 0 i i i i i i
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Valve stroke, zy, Valve stroke, zy,

Figure 5: Fuel system characteristic. The red dots are measuremerns piie blue curve is a third order
polynomial fitted to the measurements and the green line is afulst fit to the data set truncated to valve
strokesz,, € [0.4,0.9].

can be linearised by feedback or gain scheduling. Using fe@giback the bandwidth
of the flow dynamics will vary just as much as those for the pctatroller in the above
example. However, this might be acceptable as this inngr t@m be made very fast,
meaning that if the outer level loop bandwidth is not too Higg effort of designing a
gain scheduling to linearise the flow dynamics is not wortieviPure gain scheduling
and no feedback is not preferable as this still leaves thkl@mo of compensating for
the boiler pressure disturbance and it requires a very ateuarodel of the system gain.
The feed water system is designed in such a way that the mbftaweis higher than
the maximal steam production at nominal pressure. Thigé@sstinat instability of the
water level is avoided due to constraint limitations in tosvfl

Burner

The burner must deliver the requested power while keepinganacombustion. The
dynamics of combustion is very fast and we saw earlier thathibat released in the
combustion is treated stationary and proportionally toftre flow (1). The burner
systems is not as well known as the feed water system and itdtdseen possible to
acquire information on the functionality of the nozzledafatomiser system. For this
reason no first principle model has been derived of this ttotvever, data-sheets of the
atomiser and measurements suggest a third order chaséictbatween valve position,
Zfu, and flowrinz,,. In Figure 5 left a third order fit, blue, to measurement dita red
dots, is shown together with a linear fit to the regign € [0.40, 0.90].

In the right plot of the figure the derivative of the flow wittspect to the valve stroke is
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shown. From the plot it can be seen that in the regigne [0.4, 0.9] the gain varies up
to a factor of 2.5. Designing a robust controller with readua stability margins such a
gain variation is not a problem. Small boilers like the omated in this paper are never
shipped with fuel flow sensors as this is too expensive. ksrédason no feedback can
be closed around the fuel system to linearise the gain. Hemves can be seen from
Figure 5 the linear approximation is good in a large opegatange and represents a
gain not far from the maximal. It is assumed that such a wiatiip can be found
by simple experiments. This leaves the fuel system coetrals a pure feedforward
control of the flow, and slow controller response has to bepted when in the low
flow range below a valve stroke of 0.4 and in the high flow rang®sva a valve stroke
of 0.9. The valve position is adjusted by an electric motangipulse width modulation
(PWM) of the electric control signals. The behaviour of thastoller is dead beat.
Keeping a clean combustion is a matter of having the cortetttd air ratio. In boilers
treated here the combustion air flow is controlled by lettimgair damper position be
directly dependent on the fuel control valve position.

The dynamics between fuel flow and position are negligibleweler, the electric
motor controlling the position only has one speed which aeatgte constraint on the
change in fuel flow.

Input constraints

Both the feed water and fuel system are subject to constraimd these constraints are
likely to be active during disturbance rejection and refegstracking. These constraints
set the limit for how fast the disturbances can be rejectémarfast the setpoint can be
changed. The constraints are never active during normatigtetate operation unless
the steam flow is so low that on/off burner control is necgssar

Regarding reference changes the limit on the rate of chagyendis on the steam load,
e.g. if close to the maximum steam consumption there willbetmuch excess feed
water or fuel to fast increase the water level or pressure.

Regarding disturbance rejection the same holds. Howegeg,the nonlinearities intro-
duced by the constraints will become important. This is @u@é non-minimum phase
zero in the response from steam flow to water level, shrirdksamell. These issues are
discussed in the following section.

Due to the frequent activation of constraints during disémce and reference changes
and the need for integral action to avoid steady state sffsetimportant to include an
appropriate anti-windup scheme in the controller design.

3.3 Shrink-and-swell

The worst shrink-and-swell behaviour is a consequence afigés in the steam load
disturbance. As illustrated in Section 2 the bandwidth & thisturbance is very high
and we neglected the dynamics of the bubble volume. To fidlycel the transients
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in the water level during step changes in the disturbancetiope can look at the
change in volume of the water and steam bubble mixture. Ttvearfy disturbance we
need@ > W where( is a volume flow added to the process. When a steam
flow disturbance occurs the short term changes are spottbd steam bubble volume
according to (9). For instance a step in steam flovAat, causes a change in bubble
volume of AV} ~ 0.63%Ams in T, seconds. This would requig > 0.63 - A,
which depends only on steam data and hence the pressureenizehof the step in
steam flow. A small step in steam flow &frin, = 1001‘}—;‘; requires@ to be higher than

15% with a very high rate of change. It is of course not possiblgeioerate such flow
rates to or from the boiler. Further we did not specify that flow must be water or
steam at saturated conditions as the response from feedtwatater level has a right
half plane zero at high frequencies. Also attempts to géaesach flow rate would
compromise pressure performance.

This means that one has to accept the shrink or swell as agquersee of disturbance
changes. However, the rate of recovery from these can be .t model (9), (16d)
gives us a rough estimate of the shrink-and-swell occursd L, = Af:gs A if
we assume that the reference is reached between steps isttitbance. For the worst
case step from 400-18§;@ of steam this corresponds to a swell of &b

As mentioned we cannot cancel the effect of the steam flowrtishce completely.
Even so any linear feedback regulator will try. E.g. for géapositive disturbance step
the swell will cause the controller to lower the feed watgin Often it will reach the
lower zero flow constraint. However, the swell is followedthg negative integrating
response from the disturbance. This response is fast maklifficult for the controller
to avoid undershoot in the response. To avoid such problefesdiorward or fast
estimate of the steam flow is necessary.

As mentioned above there is a right half plane zero in theoresp from feed water to
water level which is also a consequence of shrink-and-sWhlks zero was not included
in the model in Section 2. The reason is that higher order tsquace this zero at a
frequency much higher than the desired crossover frequéicther this zero has been
difficult to spot in measurement performed on the full-sdedger.

3.4 Disturbances

The most important disturbance to the pressure and leveeisteam flow which was
treated above. Other disturbances as feed water temperateltemperature, combus-
tion air temperature and ambient pressure do not affecetbetgputs much. This was
shown in [Solberg et al., 2007b] for the feed water and fuelpgeratures. These two
are also controlled in the plant. All these disturbancesreait the plant input and can
be seen as unmeasured disturbances in the firing rate/fuel flo
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3.5 Neglected Dynamics

As mentioned in Section 2 much of the plant high frequencyadyies have been ne-
glected and also some of the low frequency dynamics haverimgacted in the second
order control model. The low frequency dynamics came froendépendency of the
efficiency on the water level, which we already pointed ouy enoved the integrator

for the water level slightly into the left half plane and addezero in the origin from

fuel flow to pressure. Regarding the zero in the origin forghessure this is removed
when the level is controlled and the pole moved into the left plane is still close to

the origin so that the dynamics behave as an integrator tddke crossover frequency.
The high frequency dynamics were actuator dynamics, fluedgaamics, metal dy-

namics and bubble volume dynamics. Obviously these couiddbeded in the control

model reducing uncertainty, however, at the expense ofhigiodel and controller or-
der when using a model-based approach. If the desired s@sBequency is close to
the bandwidth of the neglected dynamics the controller rexisibit appropriate stabil-
ity margins or the model expanded. However, as long as théwidth is kept below

0.1% and a reasonable stability margin is attained the mode)sofl@5) can be used
for controller design.

3.6 Decentralised Control and Interaction

In [Solberg et al., 2007b] it was shown that the interactiothie system does not cause
any stability problems for a diagonally designed controldso it was shown that ben-
efits especially in pressure performance could be expegtagfying a multiple input
multiple output (MIMO) control to the process. However, iragtise these benefits
were shown in [Solberg et al., 2007a] not to be the main adggnodf MIMO control.

It was shown that due to noise on the water level measurerherigndwidth of the
response from the steam flow disturbance to the water levey (&ISO control was
limited. However, using a model-based MIMO controller imygements were shown.
This was seen as an improved steam flow disturbance rejeantitime water level com-
pared with SISO PI controllers.

3.7 Uncertainty

In [Solberg et al., 20074a] it was mentioned that test had sgaoinexpected uncertainty
in the cross couplings of the presented model. This led tmagantroller performance
when the feed water actuator was assigned a low weight inghfermance index of
an optimising controller. However, simulations have shadhat this is less severe as
increasing the weight on the feed water flow did not make asibl deterioration
compared to the desired performance and at the same tineagext robustness.
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F e

Figure 6: Block diagram of closed loop system with measurement noisg filfer.

3.8 Measurement Noise

The measurement noise in the system is what really set thedinthe achievable
performance. Especially the water level, which is measibied device using a ca-
pacitive measurement principle, is subject to much noisesea by turbulence in the
water surface. Analysing measurement data collected fhanfiil-scale boiler shows
that the measurement noise for both pressure and waterdarndde modelled as unit
variance zero-mean white Gaussian low pass filtered no@pses where the actual
noise variances have been moved into the filters. Such farer§ound by identifying
autoregressive models for each noise channel. For the stesssure this results in the
first order filterF,_(s) and for the water level the second order filtgr, (s). The noise
inputisy = [v1, o]t with E{v(t)} = 0, E{v(t:)vT (t2)} = 6(t2 — t1)I. See Figure
6 for reference on where the noise enters the system.

Figure 7 illustrates the problems introduced by the noiske figure shows the con-
trol sensitivity functionM (s) = K(s)(I + G(s)K(s))~* achieved by the diagonal
PI controller K (s) for two different settings of proportional and integralrter. The
controllers were designed from (16) to achieve a phase mafyir1° and certain
crossover frequencies. Particularly, the crossover faqu for the pressure loop is
in both designsv. ,, = 0.075% whereas it for the level loop in desighi; (s) was
We, L, = 0.0068™24 and in designk (s) wasw,,z,, = 0.021724.

The figure further displays the noise filtef§s) = diag(F},(s), F, (s)) and product
of the filters and control sensitivity/ (s) F'(s). Itis important to remember that neither
of the displayed transfer functions are scaling indepenidemvhich reason appropriate
scaling of input and noise must be applied. The noise waa@rscaled and the input
is scaled according to allowed input variation.

From the figure it can be seen that the noise on the water lewses problems for
the controller. It can also be seen that increasing the avesdsrequency of the level
controller fromw,, ., = 0.0068% the measurement noise will cause large control
signal action.

This is a problem as the bandwidth of the disturbance regpisrisigh and as a result
we get a slow regulation and long settling between disturésichanges.

In fact it is very difficult to push the bandwidth of the levelop abovew, r,,
0.0068% and still keep a reasonable control signal. However, byfahdesign of
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Figure 7: Magnitude plot of noise shaping filtefS(s), red, control sensitivity functiod/(s), blue, and
product between control sensitivity function and shapittgr M (s) F'(s), green. The dashed lines corre-
sponds to desigi; (s) and the solid lines desigR» (s). Notice the high gains in the bottom right plot from
w ~ 0.007tow ~ 0.7.

measurement filters small improvements can be achievedarticplar, an LQG de-
sign has shown capable of achievingl(a(% slope just above the chosen crossover
frequency and reasonable control signals can be achievbdhe crossover frequency
atwe,r, = 0.01%(*. This can be done by keeping an appropriate stability mavgim

out adding extra model states apart from those introducexthgeve integral action.
Similar performance can be achieved by designing a secatat fitter in combination
with a Pl design. However, pushing the crossover frequeasyahnegative effect on
the pressure performance when using a diagonal contraherfurther this controller
will be of approximately the same order as an LQG compensator

3.9 Output Constraints

Hard constraints are present on both the water level andyme$or the marine boiler.
The high pressure constraint is important but not likelyéadime active unless a fault
has occurred in the system. Regarding the water level bgibrignd lower alarms can
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be present on the boiler. There is a demand from the claggificaocieties that the
flue gas pipes must be under water up to the point at which teegths drops below
600°C. This sets requirements for the fluctuation on the wated lievethe drum. Of
course, this bound must in any case be somewhat conseraativis at a constant level
whereas the point would in reality change with load. Thedyag equipped with a low
water level alarm to indicate when the water level is withioegtain range from this
point (typically 45-6@nm). In some cases the boiler is also equipped with a high water
level alarm to prevent water from entering the steam suppéydnd keep a good steam
quality. This is especially important when the downstreguigment is turbines.
These constraints must not become active for which reasodititances to the high
and low alarms from normal water level operation are desigimenewhat conservative
today. In the introduction we mentioned that there is a desirreduce the physical
geometry of the boiler. This can be achieved by reducing thmces between the
high and low water level alarms. We postulate that this caha@chieved by feedback
alone but must be accompanied by a water level setpointatertr The reason is the
shrink-and-swell phenomenon and the fact that the steandilstwrbance is not known
in advance. As was illustrated in Section 3.3 the level Vanmacaused by shrink-and-
swell has to be accepted. But by appropriate feedback (assilpe feedforward) the
recovery time from a step can be reduced and especially #rslovot/undershoot when
rejecting the disturbance can be eliminated such that thémouan variation is not in-
creased if a step in the disturbance is applied in the oppdsiéction before the level
has settled again. By augmenting the feedback structureseypmint algorithm max-
imising the level at all time by estimating the current warase disturbance there is a
possibility to reduce the distance between the high and latemlevel alarms. How-
ever, remember that the worst shrink or swell caused a laretion of approximately
5.6cm (Section 3.3) meaning that under perfect control the p@tkentaximal level
variation could be reduced to Bia. More precise we can write water level constraints
equations based on the current worst case disturbance.eD#ifi. as the water level
at which the high water level alarm is activated and LWL as thtewlevel at which the
low water level alarm is activated. Then the maximum allowatater level,L., ,,qz,

at any instant is given by:

Lw,ma:l: =HWL — mfb%x(?n‘q) (283)

Ty . .

=HWL — A"ns,m,ax (ms) (28b)
wsOs

— HWL = % (5, 1) — 1) (280)

a Aws@s e masTTta e
1

= HWL ~ ——(Vomas(ps) = Vi) (28d)

whereAV; q. (1) denotes the maximum positive change in bubble volume ghven t
current disturbance. Likewis@rn, denotes the maximum possible positive change in
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disturbance at current time. AldG, ;.. (ps) denotes the maximum volume of steam
below the water surface given the maximum disturbance,,.... V;, here denotes the
current bubble volume. This relationship is only possihle tb linearity of the steam
bubble volume in the load assumed in (9). This leads to tHeviolg water volume
constraint:

Ly < HWL — ——(Vymaz (ps) — Vb) (29a)
Vi + Vi 1
Tb < HWL — T(%,7rzax(ps) - Vb) (29b)
Vw S AwsHWL - ‘/b,maw (pé) (29C)

Likewise for the low water level constraint we get:

Lw,min =LWL+ (Vb - Vb,min(ps)) (30)
leading to the water volume constraint:
Vi > Aps LWL — Vb,min (ps) (31)

more compact this gives the water volume constraint
AwsLWL - %,min (ps) S Vw S AwsHWL - %,mam (ps) (32)

For perfect control of the water volume the minimum distabeaveen the HWL and
LWL is then:

H” L - L” L Z (‘/b,mam(ps) - mezn(ps)) (33&)
A%.mal‘ (ms) Td . .
> : = A
> A Moo Mg maz (170s) (33b)

This essentially means that we should control the watermelin the boiler and not
the actual water level. In [Kothare et al., 2000] the autli@fine a narrow range water
level as the water level which includes the bubble volumeawnitle range water level
as one that only measures the water in the drum. A measureshémt wide range
water level can be generated by a differential pressure une@ent as suggested in
[Hvistendahl and Solberg, 2004; Kothare et al., 2000]. lotfiare et al., 2000] they end
up controlling the narrow range water level which must bet keithin pre-calculated
alarm levels to ensure that the wide range water level is @igiugh. For the one-pass
smoke tube boiler it seems more appropriate to control tle wange water level as
this can be done without any fast feedback. However, due einmcertainties it is
still important to have constraints on the narrow range mlateel to ensure good steam
quality and avoid violation of low water level constraints.
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4 Controller Design Guidelines

This section is devoted to present simple control desigdejuies for the one-pass
smoke tube boiler. The control scheme suggested uses aleasgafiguration with
actuator flow controllers in an inner loop and outer conérslihandling pressure and
level control.

There are two reasons for choosing such a configurationofiedt the feed water valve
system is difficult to describe and highly nonlinear and iclgghe loop will partly
linearise the map from feed water reference to actual floggredly this approach helps
minimising uncertainties at the boiler plant input. Howetke upper feed water flow
bound is still dependent on the boiler pressure which mighse trouble if designing
e.g. an MPC controller in which the constraints are assumée known.

4.1 Actuators

The fuel flow controller is based on pure feedforward. As dbed in Section 3.2 this
feedforward is based on a linear map which is a good apprdiamaf the actual map
from fuel flow reference to valve position.

Regarding the feed water it was partly illustrated in [Arsder and Jgrgensen, 2007]
that closing a loop around the feed water flow can limit thearare of the controlled
water level and pressure. The reason for this observatiomi likely the coupling
from the boiler steam pressure to the feed water flow discliss8ection 3.2.

The general structure of the feed water controller we candiére is shown in Figure
8.

ips
7h/fu,=.7'ﬁf ~ o Zfw mfu*
Gro Kpo = 47'() > 9(2fu,ps)

7'n§,w

Y
y

f
2
A

Figure 8: Feed water control scheme including both feedforward andlf@ek. K ¢, is the feedback con-
troller (a PI controller)j—" is a model of the feed water system gain aﬁ‘lfiw is a model of the feed water
sensor dynamics. Notice fo?fw =Gy andg = g we haverhﬁw =G M ref-

When using neither feedback or gain scheduling for flow comishave to design the
controller somewhat conservative to be able to handle ttge lgain variations. This

could maybe be excepted if it had not been for the large infleef the measurement
noise which set an upper bound for the bandwidth. Alreadythndwidth is very low

meaning that the level loop bandwidth will become extrenhaly,
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For these reasons it will be advantageous to include a fekdbdinearise the gain and
provide robustness against the pressure disturbance. bltve aneasurement noise set
a low achievable bandwidth feedback will in most cases pi@eidequate performance
as the variations in time constant for the closed loop feemgystem is such that the
lowest time constant still corresponds to dynamics fasizn the level loop. However,
if another level measurement becomes available, gain stihgavill become necessary
to be able to raise the bandwidth. For this reason we shodguds the inverse of the
map from feed water control valve to feed water flow.

Dividing the control system into different modules also mskhe design more flexible
as the outer controller becomes somewhat independent douther and feed water
system configuration and the other way around. Hence brgakénsystem into mod-
ules allows changing modules without influencing the coepdentrol system.

Inverse mapping

For control purpose we are interested in finding the invers@pimg of g(z ., ps)
which is a function mapping a reference flow and a particutélebpressure to a valve

stroke,g~ ! : R? — R.
From (17) we immediately get:

— mfw,rsf
Zfw,ref = f ! ( ) (34)
! ! kj VPp,ref — Ps

which gives:

1 mf w,ref
Zfw,ref = lo +1 (35)
Juwrel lOg(R) <kf \/App,ref + Pa — Ps >

Now we need to find\p, .. as a function ofi ., ,.s. To do so we proceed with the
following version of (25):

) 2
k. vV Apprey + m-fu”ref) (36)

p,ref p,mazx Mo maz

by — /b2 —dbab
VTR where:

thenAp, .. is the solution to a quadratic equatialyp,, . ; = b5
2
b2 |:( + pp max kQ) :| (373)
MY an
Pp,maz 1,2 Pp,maz_ 1 2
b1 — 2 (1 + "L% mazx k ) ("L% max mf’w,'ref o pp,?naﬂf) + (37b)
—4Ppomas Pp mazx k,2m
i fw,ref

p,max

_ pp mawz 22 2
by = ™2 Mty ref — Pp,maz (37C)

p,max
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In [Andersen and Jgrgensen, 2007] the inverse (34) was sppated by the solution
to a quadratic equation i ., .. Which proved to give satisfactory results in prac-
tice. The pressure dependency was omitted but treated asna@asured disturbance
handled by feedback.

4.2 Boiler

The performance specifications for the oil-fired one-passkentube boiler are vague.
The actual steam consumption pattern on the ships is unkboivknown to vary de-
pendent on the type of vessel. Regarding the water leveé thexr no consumer re-
quirements but as discussed in Section 3.9 there is a wish Abto minimise the
level fluctuations which means that fast damping of the distnce is needed and no
overshoot can be tolerated. Regarding the pressure thetgddssthat there are no con-
sumer specified performance demands. However, settingdegiands for the water
level performance one has to expect that this will come aeitpense of the pressure
performance. This does not mean that the pressure is alltiwedy arbitrarily. When
the boiler is bought for heating in various application tteasn output from the boiler
is expected to have a certain temperature which is direqtiyvalent to boiler pressure
as it operates under saturated conditions. Further largeiitions in the pressure and
here by boiler construction temperature cause stress ieriaband a reduced product
lifetime. Despite this lack of knowledge Al assumes thapsti® the disturbance can
occur every tenth minute.

The model (16) serves as a good candidate for designingichs®ntrollers as Pl
controllers. This is also a consequence of the weak nonlinelaviour of the plant
around the crossover frequency as was discussed in SecfiorF8m this model it
is easy to derive analytic expressions for the proporti@mal integral terms of the
PI controller specifying design parameters such as desiressover frequency and
phase margin. Especially the phase margin can be choserctorgcfor neglected
actuator and measurement filter dynamics. It would also ksipk to use single input
single output (SISO) model predictive controllers whichdile the input constraints
in a natural way. In [Pannocchia et al., 2005] it was shown $ah controllers have
approximately the same computational burden as classiPatéhtrollers.

It is advisable to include measurement filter of at least séarder with a bandwidth
not much over the desired crossover frequency to limit thgelanfluence of the noise
and keep adequate control signals.

If it is possible to create an estimate of the steam flow thistisngly advisable as
this can be used in a feedforward to the level control espgdi@ avoid overshoot
and speed up rejection of the steam flow disturbance. A Kalfiitan was shown in
[Solberg et al., 2005] to be able to generate such an estifBatesimpler estimates can
be generated by considering the much faster pressure Id@pfu€l flow must to some
degree together with the current feed water flow give an esérof the current steam
flow (e.g. by considering a steady state version of (7)).
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4.3 Controller Tuning

It is of interest to reduce installation time of new boilegsrbaking the control system
auto tuning. This will further limit the time spent by sermipersonal during com-
missioning. Further this makes it possible to make the perdoce invariant to the
environment into which the boiler is placed. During the &plifetime it is also likely
that sensors or actuators are replaced, adjustment candeetma.g. the return valve
positionk,. of the feed water system and different films might build up othlthe water
and flue gas sides of the heating surface. These things cagelize boiler dynamics,
and to keep appropriate controller performance a retuniigtibe necessary.

In [Andersen and Jgrgensen, 2007] the first attempts to nieken&rine boiler control
system tune automatically was made. In fact such a tuningeanade by just identi-
fying a few model parameters. The reason here being the sistpicture of>; and
G2 in (16) suggested to be used for controller design. Theraarenknowns inGs,
which depend on construction data and operating condititore wherea&',; has the
unknown parametey. However,n can be chosen arbitrarily (preferable according to
nominal conditions) as the fuel flow is not measured and &usthe linear gain from
fuel valve strokez,, to fuel flow s, can be estimated.

Regarding the feed water system the unknowns were the semsoconstant and the
gain whether this is considered linear or produced by thetisol to a quadratic equa-
tion.

All the unknown parameters can be identified by simple expent such as steps in the
fuel flow and staircase sequence in the feed water flow. Ruttlese experiments can
be performed during the boiler start up sequence not distgiihe availability of the
boiler.

Of course, if other level sensors with less noise is avadlarid a controller design
based on a multivariable process model is used, more siattést experiments must be
considered. This could be closed loop experiments to avsidrthing normal operation
too much having an initial Pl controller installed and tursecabove.

5 Conclusion

In this paper we discussed performance limitations, sysieanacteristics and simple
control guidelines for the one-pass smoke tube marineoile

It was found that the measurement noise on the water levéias kimits the achievable
bandwidth. This led to the conclusion that benefits coulddieeyl by a multivariable
control structure as this allowed for speeding up the respdrom steam flow distur-
bance to water level through a disturbance estimate.

The control structure suggested was a cascade configureliere feedback and possi-
ble gain scheduling were applied to the feed water systemeaiehe fuel system was
controlled by pure feedforward. The simple model used fercntroller design makes
controller auto-tuning relatively simple.
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To improve performance it would be necessary to reduce tieerom the water level
measurement. An opportunity could also be to use a diffeeptessure sensor to
measure the amount of water in the boiler and control thieeatsof the actual level.
Such a measurement is assumed to be less prone to noise.e€Bhis id combine this
with a level setpoint controller which makes an estimaténefdteam bubble volume to
ensure that the actual water level does not violate the Upperconstraints.

If other level measurements become available so that theéwidth of the level loop
can be moved closer to that of the pressure loop, then a rarétble control strategy
should be applied to suppress the influence of interaction.

Given the hard constraints on the water level and the agtliatitations, MPC seems
to be the natural choice from the control literature for marboiler control. MPC has
the advantage of allowing operation closer to the limitshef $ystem, and further han-
dle actuator constraints in a natural way. However, as tlilerbanly operates close to
these limits when disturbances occur it seems reasonahiset@nother strategy and
incorporate anti-windup to handle the few cases when cainstbounds are active.
Other advantages of MPC are the ease at which feedforwand thhe measured dis-
turbance and future reference changes and disturbancgeshaan be incorporated in
the design. However, neither of such information is avéélai case of the stand alone
oil-fired marine boiler.

Instead it seams more appropriate to ugé.a/loop-shaping approach as such design
methods have a natural way of including uncertainty andenéiters in the design
through weight functions.
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Abstract

This paper discusses the application of hybrid model ptadicontrol to control switch-
ing between different burner modes in a novel compact mailer design. A further

purpose of the present work is to point out problems withdind@rizon model predictive
control applied to systems for which the optimal solutioa Isnit cycle. Regarding the
marine boiler control the aim is to find an optimal control &gy which minimizes
a trade-off between deviations in boiler pressure and wkeeel from their respective
setpoints while limiting burner switches. The approactetais based on the Mixed
Logic Dynamical framework. The whole boiler systems is ntedén this framework

and a model predictive controller is designed. However tilitate on-line implemen-

tation only a small part of the search tree in the mixed integ@imization is evaluated
to find out whether a switch should occur or not. The strategyerified on a simula-

tion model of the compact marine boiler for control of lovgthiburner load switches.
It is shown that even though performance is adequate for stisterbance levels it

becomes deteriorated when the optimal solution is a linttecy

1 Introduction

The control of marine boilers mainly focuses on minimizihg variation of steam pres-
sure and water level in the boiler, keeping both variablesiadl some given setpoint.
Up till now this task has been achieved using classical Si&@rallers, one using the
fuel flow to control the steam pressure and one using the fegerflow to control the
water level.

A more efficient control can allow smaller water and steanuwads in the boiler im-
plying lower production and running costs and a more aftragiroduct. In [Solberg
et al., 2005] a successful application of LQG control to ths$4oN™ OB boiler from
Aalborg Industries A/S (Al) product range was shown.

The specific boiler concerned in the present work is a novelpaet marine boiler
from Al. The boiler is a side fired one-pass smoke tube boilee boiler consists of a
furnace and convection tubes surrounded by water. At thefttpe boiler steam is led
out and feed water is injected. The compact boiler is equipgith a two-stage burner
unit with two pressure atomizer nozzles of different sizethlight abuse of notation
we refer to these nozzles as Burner 1 (the small nozzle) anteBa (the large nozzle).
This means that there are two burners and designing an aggdepwitching strategy
between these can allow for a high turndown ratio, definechagdtio between the
largest and lowest possible fuel flow, or equivalently builpad. However too much
switching will increase actuator wear and decrease pednom due to non-optimal
combustion during burner start-up.

Unfortunately the maximum power generated by Burnepl,alone is lower than the
minimum power generated by the combined operation of thedsaiQ), . There are two
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power gaps. This means that, for a steam flow that corresgoradsteady state power
consumption in one of these gaps, the burners have to follmmeson/off switching
scheme to keep the pressure around its reference value. apisevdll be defined as:
Gap-region 10, € [0; @, | := G1 C RandGap-region ), € [@l;gh] =Gy CR.

In the sequel we shall refer to these gap-regions a bit lgasgihg statements such
as ‘the disturbance-’, ‘the required fuel flow-’, ‘the engngquest belong to a gap-
region’, which all translate into the equivalent formutetithat the steady state power
consumption can not be met exactly by any available fuel flow.

The challenge in this work is to design an appropriate busmétching strategy that
minimizes pressure variations and hence fluctuations anstguality without compro-
mising water level performance to still allow the smallefl®ogeometry. Such a task
would normally have been approached using heuristic rudesbined with hysteresis
control, however we seek a more systematic design procedure control problem
is complicated by the shrink-and-swell phenomenon whittoduces non-minimum
phase characteristics in the system, [Astrém and Bell, RO00s phenomenon is seen
when e.g. the steam flow is abruptly increased. This causepréssure to drop in-
stantly, which in turn causes an expansion of steam bublaksvithe water surface
and further lowers the boiling point causing even more beobd be generated leading
to an almost instant increase in the water level. Howeversnmsasemoved from the
boiler so eventually the water level will decrease. Simidahaviors can be observed
when the feed water or fuel flow is changed.

The boiler system belongs to the special class of systeregrating logic and dy-
namics. Many methods along with traditional hysteresis uide width modulation
(PWM) have been proposed for controlling these systems —.gegBemporad and
Morari, 1999; Hedlund and Rantzer, 1999; Sarabia et al.5280lberg et al., 2008].
If we do not accept large persistent deviations in pressora the setpoint or if a goal
is to bring the integrated pressure error to zero then foressiwam loads the burners
must switch on and off according to some pattern to comperisathe gap-regions. In
particular this will introduce a limit cycle in the statejeatory.

Let us define the optimal solution as the solution achievedidigg an integral cost
functional taking the average over an infinite horizon.

The optimal solution will then be dependent on the currestidbance and states and
can be alimit cycle. The period and amplitude of the presssic#lation corresponding
to the limit cycle will change with operating conditions. @rkfore this solution can
not be found by traditional hysteresis control which opesatith fixed bounds on the
pressure to switch the burners. Traditional PWM suffers femilar shortcomings
as the switching period for such schemes are fixed and onlguhecycle can vary.
Further, normally PWM is seen in connection with a cascaddrabnonfiguration
where the inner loop, PWM, runs much faster than the outergsod\either hysteresis
control nor PWM explicitly consider that a cost is assignedwatching the burners
which is essential in this problem setup. The method we d®sar this paper does not
suffer from these limited degrees of freedom. This meth@é#ed on Model Predictive
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Control (MPC) in combination with the Mixed Logic Dynamic@LD) framework,
which is an approach which allows standard tools to be agpdi®btain an optimizing
control law [Bemporad and Morari, 1999].

We show through simulations that this new method indeed dbeage behavior for
different choices of the steam load.

The paper is organized as follows. First the marine boiletesy is introduced and its
control properties are discussed. Secondly the hybrid M&@raller is described. In
the subsequent section the controller is validated in alsion study where prediction
mismatches are illustrated as consequence of a finite lmocizst. Further a comparison
with traditional hysteresis control is made. Finally carsibn and future works are
presented.

2 System Description

The boiler consists of two logically separated parts, ormgaining the heating system
and one containing the water-steam system. The heatingrmsysinsists of the furnace
and the convection tubes. The water-steam system consiatveater and steam in
the boiler. These two systems are interconnected by thd segarating them i.e. the
furnace jacket and the convection tube jackets.

The boiler is equipped with two actuator systems for feedewand burner control,
respectively. The feed water flow dynamics are linearizezhimner cascade controller
which allows the reference to the feed water flow to be usednaarapulated variable.
The corresponding inner loop can easily be designed to herfdean the outer loop.
The burner system is more complicated. It can operate irethmedes; Mode 0: both
burners off; Mode 1: Burner 1 on and Burner 2 off; Mode 2: baiimiers on.

The function of the burner unit can be described by a finiteesteachine. The state ma-
chine consists of six states: three representing the maekesided above and another
three describing transitions between these, see Figure 1.

The function of each state is summarized in Table 1.

Statesn;, no are characterised by the continuous input variable, fugihdcontrol-
lable. In contrast transition states i, n1 2,10 are governed by predetermined con-
trol sequences. To initiate a switch between modes, cegtaands have to be satisfied,
as shown in Figure 1. In most cases this is just a matter ohgdtte Boolean variable
corresponding to the specific burner being on or off. Howeweenitiate a switch from
Mode 1 to Mode 2521 — n; 2, the combustion air flow and hence the fuel flow to
Burner 1 has to be below a certain level, in order to be ablegdfurner 2.

2.1 Modeling

A detailed model of the boiler system can be found in [Solb&rgl., 2005] and a
thorough model analysis was presented in [Solberg et al.7]20In this section we
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Figure 1: Finite state machine describing burner operation.

shall not repeat these results but only summarize the detaportant to the current
work.

The simplified model will consist of the state machine showirigure 1. The model
should describe the total fuel supply to the burners, = 1y, 1 + 7fy,2 as this
is assumed equivalent to the total power delivered from thady unit. This model is
different for each state in the finite state machine. In thesition statesg i, 12,710
the fuel flow is constrained to move according to certaingma#t. Inn there is no flow.
In n; the fuel flow is equal to the flow to Burner 1. Finallysia an underlying controller
distributes the flow reference to the two burners in order éximize efficiency. The
total fuel flow can be assumed to be equal to the reference atiegetmuch faster
dynamics of the combustion process than that of the boiléensieam part. We note
here that the fuel flow rate constraints are differentirandn,. When the burners are
on, an underlying controller adjusts the combustion air #feeping a clean combustion
with an oxygen percentage of the exhaust gas above threenperc

The model of the boiler presented in [Solberg et al., 200ptésented here in a simpli-
fied version as studies have shown that both the flue gas pangffe and convection
tubes) and the metal separating the water/steam part frerfiués gas have consider-
ably faster dynamics than the desired closed loop bandwizlik to this fact the power
delivered to the water/steam part is modelled as:

Q= nmfu 1)
wheren is a constant describing a combination of energy releaséaeirombustion
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ng Idle: both burners are off and Burner 1 is ready to enter startedp s
guence.

ng,1  Burner 1 start-up this state contains a sequence of events split into
three time intervals. It takes 3 second from the electrodgriged to
the solenoid valve opens. Then the flame scanner must defieche
within the next 5 seconds and finally the flame has 5 secondalidize
before release for modulation.

ny Low load Burner 1 is on and Burner 2 is off.

ni2 Burner 2 start-upthis state is analogous tg ; .

o High load both burners are on.

ny,o Shut downin this state Burner 1 is shut off followed by 30 seconds of

purging.

Table 1: Function of states in the finite state machine describing tinedy unit.

plus furnace and convection tubes heat transfer efficieptyin fact a function of the
boiler load. However it turns out that in the specific boilerated here; is approxi-
mately constant leading to (1).

The model of the water/steam part has the purpose of dasgrthe steam pressure
in the boilerp, and the water leveL,,. The modeling is complicated by the shrink-
and-swell phenomenon, [Astrém and Bell, 2000], which issealiby the distribution
of steam bubbles under the water surface.

The total volume of water and steam in the boiler is givenias= V,, + V, + V},, where
V., is the water volumey/, is the volume of the steam space above the water surface
andVj, is the volume of the steam bubbles below the water surface.

To capture the dynamics of the water/steam part the totat rand energy balances
are considered. The total mass balance for the water/stagrtepds to the following
expression:

d s d w dps de
- +pr + (pw — ps)

dps dps | dt

km_m) )

and the total energy balance for the water/steam part leads t

( PV B Ry Vi 92 4 p, (Vi — Vo) et ) dp,

he(Vt - V'w)j% - Vt + PmeCp,m% dt

AV
dt

whereri 5, is the feed water flow;: is the steam flow, is density,. is enthalpy and”

is temperatureg,, is specific heat capacity and subscriptstands for metal. It should

be noticed that energy accumulated in the boiler, furnackecanvection tubes metal

jackets are included in the balance for the water/steam part

+ (hwpw - hsps) Q + hf’wmfw - hams (3)
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The two equations above only express the pressure and tke vadtime in the boiler.

As the water level of interest in the control problem is g L,, = (V,, + V}, —
V.,)/Aws, another equation is needed for describing the volume afsteubbles/,

in the water. (The water level is measured from the furnapeitpis the volume sur-
rounding the furnace, and,,, is the water surface area). To do this the mass balances
for the steam bubbles and the water are combined with thermapequation:

. Vi .
mpy—s = ’Yvib + Brivy b, (4)

which expresses the amount of steam escaping the watecsuifa ., as function of
the water volume, steam bubble volume and vaporization flomfwater to bubbles
mw—p. This leads to the final differential equation describing Water/steam part:

dpw . dp.\ dp. v,
((1—B)Vw P Ly, p) D (1= B)pw =+

dps dps dt dt
v, : Vo
+ps— = (1= B)inge i (5)

This equation introducés, in the model and thereby the shrink-and-swell phenomenon.
The shrink-and-swell phenomenon is only introduced thhoting variablél,. From a
physical point of view this seems natural as it is the steabblas that experience the
non-minimum phase behavior and transfer this to the outpaémievel, whereas the
water volume/mass in the boiler does not exhibit the invezsponse behavior.

In practice the water/steam circuit is closed and the steam if governed by sev-
eral valves combined with pipe resistance. Therefore abbak(t) expressing pipe
conductance and valve strokes is introducéd.is then given as:

ms(t) = k(t) ps(t) — Pdws (6)

where the downstream pressupg,, s, is the pressure in the feed water tank which is
open and hence has ambient presspigs = pa. ps(t) — paws 1S the differential
pressure over the steam supply line.

The final model has the form:

F(2)& = h(&,a,d) (7)

wherez = [ps, Vi, Vil T, @& = [riafu, 12 foo] andd = k. The temperature of the feed
water is assumed constant and therefore not included in

A linear approximation of (7) can be generated for contrallesign. In [Solberg et al.,
2007] it was shown that the dynamics of the one-pass smolke tiolters from Al,
around the cross-over frequency has little dependencyeddtdam load. For this reason
it suffices to focus on a controller design derived from onedr model hence leaving
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out any gain scheduling. Thus the sampled linear approiamaif the marine boiler
takes the form:

@(k +1) = Ai(k) + Bu(k) + Bad(k) (8a)
y(k) = Ci(k) + Du(k) + Dqd(k) (8b)
TeX, uelyy i(k)e{0,1,2} (8c)

wherei is the current burner mod¢,= [ps, L.,|*, X C R™ andl/; € R™ are compact
sets describing constraints on state and inputs resplgctive

2.2 Control Properties

For the marine boilers concerned the well known shrink-anwal phenomenon from
feed water flow to water level, [Astrém and Bell, 2000], haslmeen observed in mea-
surements. This means that this loop, in principle, is Bohitn bandwidth only by
actuators and sensors (and model uncertainty).

Another property of the system is the high bandwidth in trepomse from the steam
flow disturbance to the outputs. This complicates the cdetradesign as it sets a
requirement for a high closed loop bandwidth in order to sepp the effect of the
disturbance. This means that the controller update fre;yushould be high limiting
the time available between updates for on-line controltanputations. In particular
the controller sampling time is setfa = 1 second.

It is preferred to avoid the use of a flow sensor for steam flomsueement as such
equipment is expensive. In [Solberg et al., 2005] it was shtivat relying on an esti-
mate of this flow provides satisfactory performance.

Regarding the control structure, it would be preferred &éethe burner switching to an
underlying burner control system which delivers the retpaefuel flow. However due
to the long sequences associated with burner stop/stdrtgoessure and level control
are disturbed making this approach less suitable. Thisinegjthe burner switches to
be handled by the pressure and water level controller.

One drawback of this strategy is that when switching fromhhig low load the total
fuel flow becomes uncertain, as the distribution of fuel etwthe two burners is not
modelled. Burner 2 is constrained only to turn off when tha flow is at a minimum,
in order to avoid cutting off an unknown fuel flow in future pretions.

The control problem is formulated as follows:

Problem 2.1. At every sample instar#, given the current staté(k), minimize the
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following performance index over = [a(k), u(k + 1|k),...]:

M)
@) w) = Tim = { > Ayt
j=1

~

+ T, 27+ R)Q)(E + klk) + AaT (i + k|k)R(i)Aa(i + k[)] } 9)

=0

where Au(i) = a(i) — a(i — 1), 2(i) = 7(i) — y(¢) with the reference vectat(i),
m € {0,1,2}, M(T) is the total number of burner switches ahgl,_, ., is the cost

associated with a switch from burner moge;_; to modem;. Alsoi(i) and (i)
evolves according t(8). 2 and R are quadratic penalties on error and input changes.

Hence the control problem poses a trade-off between ouppasgure and level) set-
point deviations and control input action including costsiiurner switches. It would
seem natural to include a cost on the accumulated fuel usesveo this is not imple-
mented. The reason is that the performance criterion is liteee zero steady state
errors for both pressure and water level. A weight on the medated fuel use will
urge the system to save fuel at the expense of inferior preggrformance. Further
the disturbance appears as infrequent steps in the loadjmgethat the fuel used in the
transient response is small compared to the steady stdteskle

An important property of the performance (9) is that, degendn the choice of
weights, there may exist constant steam flows corresportdinige gap-regions, for
which the cost of allowing a constant offset in the outputaigér than that of intro-
ducing a limit cycle through switching the input. This wowlbivays be the case if
included the integral error of the pressure, as any possistant input would result
in the pressure approaching a constant value different frensetpoint, meaning that
(9) would be infinite. Whert does not include the integral error there still exist steam
flows and choices of weights for which the integral over ongecyf periodl’, corre-
sponding to a switching input, will be smaller than the csp@nding integral oveT,
with any possible constant input and converged output.iRgnthe optimal limit cycle
which the state trajectory converges to can be achieved binga@ relatively simple
optimization problem. The period of this limit cycle is deplent on the steam flow
disturbance. The reason for this is that the steady statdlémerequired to achieve
zero pressure error is dependent on the steam flow. When thieaégteady state fuel
flow is in a gap-region and close to where the steady statéi@olis optimal, the limit
cycle period is long because the pressure error only slovdwsgjto a level where the
cost is comparable to the cost of switching Burner 1 or Buthen and off. In the
middle of the gap-region the pressure error will increase @ecrease faster and the
limit cycle period will be shorter.
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3 Methods

In this section we describe a method for solving control gwb2.1. The burner switch
decisions will be made at the same level as the pressure agdtntrol. This method
incorporates both the finite state automaton and the dyrusystem into one mixed
integer optimization problem (MIP), which is solved repetly in a receding horizon
manner.

3.1 Finite Horizon Model Predictive Control

Recently discrete time finite horizon MPC has become a toéetaol for the control
of hybrid systems [Bemporad and Morari, 1999]. The reasahasthe method offers
a systematic design procedure for these systems. Modelnlg such as HYSDEL
(hybrid system description language) [Torrisi and Bemgp2004] make it easy to
generate MLD models suitable for implementation with an Mg@trol law. This is
done by describing the system to be controlled as a diséne¢ehtybrid automaton. In
[Heemels et al., 2001] the equivalence between a numbeas$es of hybrid systems
was shown. This is important since it gives methods to ifenthich set of equivalent
classes you should use for a particular control problemndJsiis framework a hybrid
model of the boiler system can be put up.

Hybrid control model

The boiler system (8) including the state machine of the éudescribed in HYSDEL
can be put together in the MLD form using tools from the MPaHox [Kvasnica et al.,
2004]:

x(k+1) = Az(k) + Biu(k) + B20(k) + Bsz(k) (10a)
y(k) = Cx(k) + Dyu(k) + D26(k) + D3z (k) (10b)
Esb(k) + Esz(k) < Evu(k) + Eaw(k) + Es (10¢)

wherexz € R"r x {0,1}"#, u € R™r x {0,1}" andy € R". § € {0,1}"¢
andz € R"= represent Boolean and continuous auxiliary variableseesgely. There
are many possible realizations of the boiler system usiisgiodeling tool depending
e.g. on how burner switches are described. One possilslity use the Boolean input
to set a flag signaling that the burner should switch when gmelitions for a switch
are satisfied. Another possibility is to let the Boolean inpdicate when to initiate a
sequence (maneuver) which will lead to a switch. Howeventbst general realisation
is to let the Boolean input indicate a switch, hence to be @bket this input certain
conditions must be satisfied. Using this realisation a stadiate sequence for the model
is constructed as (borrowing notation from [Torrisi and Bemad, 2004]):
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Pseudo code for state updateGiven old states:(k) and inputu(k) complete the
following updates to finc:(k + 1):

Event generator: First events are logged. These are gedeaatording to the satis-
faction of linear affine constraints

6e(k) = fH(mT(k)au7(k)7k) (ll)

where fy : X, X U, X Z>9 — D C {0,1}". =z, is the real part of the
state vector composed of (k) = [ps(k), Vi (k), Vo (k), o (k — 1), 1 p0 (k —
1), dum.1(k), dum 2(k), t(k), m(k)]T whered,,, 1(k) is an unmeasured distur-
bance in the direction of the steam flow adg, »(k) is an unmeasured distur-
bance in the direction of the feed water flow. Both disturlesnare modelled as
integrated white noise and included to achieve offset fraeking. ¢ is a tim-
ing variable used during burner switches, and: {0, 1,2} is the current burner
mode — but implemented as a continuous variables the real part of the input
vector given asi,. (k) = [Ar gy (k), Aring, (k)]

5 events are observed: 3 time events for operating the baatgrences during
start and shut down, and 2 for detecting that fuel flow cogeare satisfied
such that a burner switch may occur.

Finite state machine: The update of the state machine is doc@rding to the deter-
ministic logic function

zp(k+1) = fB(2p(k), up(k), de(k)) (12)

where fg : X, x U, x D — X,. x; is the Boolean part of the state vector
describing the burner finite state maching(k) = [ng, no 1, 71,11 2, n2,11,0]"
(Figure 1) andy, is the Boolean part of the input vector denoting Burner 1 and 2
on and off respectively given as (k) = [up,1,up2]” .

Thei-th row of the function generally has the form
zi(k+ 1) = (stay;) V (switchy;) V (switchg;) V - - -

whereV is the logicalORoperatorstay; is a logical expression returning 1 if the
next Boolean state is equal to the current awikch;; is a Boolean expression
returning 1 if a switch from statgto state; should occur.

Mode selector: The mode selector is usually designed tardete which dynamics
govern the system at current tilhke However as mentioned in section 2.2 the
model dynamics do not change much with the steam load; ferrdason only
one set of system matrices is implemented. Here the Modeteelis used to
determine when the clock (stafeshould be reset and start counting. This clock
requires the introduction of one auxiliary continuous abke, 2.
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Continuous dynamics: With appropriate, B,., C,. andD,. the update of the continu-
ous state dynamics and the output are done according to:

2 (k+1) = Apzp (k) + Bru(k) (13a)
y(k) = Cra(k) + Dyuy-(k) (13b)
h(k) =m(k) —m(k—1) (13c¢)

wherey(k) = [ps(k), L, (k)] andh(k) # 0 denotes a change in burner mode.
Note that this is a slight abuse of thenotation from (9).

Constraint verification: Finally constraints are addechupdate to describe allowed
input combinations, changing constraints as a functioruofiér mode and fuel
constraints during switches.

The vector of auxiliary Boolean variabl@gk) is composed of the 5 variables &f
mentioned above and 5 variables to determine statementsddb the clock reset and
fuel constraints and finally 6 variables for the logic stagetrin the update equation for
the Boolean states.

d

Summarizing, this update scheme has been implemented iDIHEY %nd the dimen-
sions in the resulting MLD model are.,,. = 9, n,, = 6, n,, = 2, n,, = 2, ns = 16,
n, = 1 andn, = 3. Further the number of constraintsis = 109.

It should be mentioned that this model formulation is noigua. For instance there
are numerous ways to describe the logic associated withreebawitch. Furthermore,
in this framework switches can only occur at sample timeainst, which restricts the
choice of sample time if the burner sequences must be implesd@ccurately.

Predictive control setup

As mentioned in [Bemporad and Morari, 1999], solving a peabllike Problem?2.1
subject to the MLD model (10) is not computationally feasjtdecause of the infinite
horizon. Hence the criterion (9) Problem2.1 will be approximated by a finite horizon
cost:

J(@(0),v) = (r = y(T))"P(r — y(T))+ (14)

T—

[

NTQ(r —y(i)) + u” (i) Ru(i) + h" (i) Hh(i)]
=0
where the currenttime = 0, v = [u”, 87, 2717 with u = [u(0),...,u(T—1)]7,8 =
[6(0), ..., ()", 2 = [2(0),..., 2(T )] Q= diad([q1, g2]), R= 'ag([ﬁ,rz,o 0]),
and the switching cost is equal 16 = h“ b= e = M2 = 121 The terminal cost
P is set equal t@). ' '
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There is a lower bound on the horizon len@thThis due to the fact that the fuel flow to
Burner 1 needs to be reduced to its minimum before Burner Dedimred. The bound
can be found by the integral inequality which says that thexagye energy supplied to
the system over the finite horizon starting from the maximal flow in state:; making

a transition to state, must be greater than what one would get had one stayed, in
else a switch will never occur. This also depends on the weigthe switches; however
only looking at the supplied energy the boundis> 22. Furthermore, it is preferable
to have the horizon at least as long as the limit cycle peliodase the disturbance
corresponds to a gap-region. However for disturbance® ¢lmshe boundary of the
gap-region the period gets very long, suggesting a [Bn@his is not feasible and a
trade-off between performance and computational reseulrag to be made. To predict
the fastest possible cycle in both gap-regions we riéed 43, and a practical limit
cycle needs an even longer horizon. Here welset 45.

The weightH in the performance index is important as it expresses thdaoe switch.
There are many reasons for including such a weight. The fiast discussed in the
introduction: too many switches can cause wear on the suptem and degrade
overall combustion performance. Also too frequent burmgof switching can cause
high frequency oscillation of boiler pressure and wateeleHowever there is also
a period after a burner switch in which the system is vulnler&d disturbances. The
reason for this is due to the nature of the disturbance, wikiaohknown but appears as
steps in the load (worst case from almost 0 to 100% load). Tolelem is that if a step
load change is applied just after a burner is shut down, @gadkme to turn the burner
on again due to the burner start-up sequence. For Burnertddstan purging is also
necessary. Increasing the weightreduces this problem.

Controller implementation

The problem of minimizing (14) can be solved using a mixeegdet quadratic pro-
graming solver. There are many such solvers available, aéhwsome of the most
popular have been tested, with mixed success. The probleomss very dependent
on the available optimization software. However due to tiobdfem size, (horizon, con-
straints and number of Boolean variables) solving thisrojatation problem on-line is
computationally prohibitive. A few off-line techniquesaged on multiparametric pro-
gramming and dynamic programming, has been suggested litettature for defining
the explicit control law (see e.g. [Bemporad et al., 2002784 et al., 2005]); however
these methods are most suitable for relatively small systesimg a relatively short pre-
diction horizon. Instead on-line computational complgxitust be reduced somehow.
The obvious way to do so is to restrict the Boolean decisiorales to change only
a few times in the prediction horizon, hence applyingut blocking[Qin and Badg-
well, 1997]. However doing so introduces another problenevidusly the prediction
horizon could be too short. But when using certain blockiolgesnes it can also be
too long. In fact this generally occurs for systems whichehaterior regions of the
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Figure 2: Plot of the optimiser choosing to switch the input at predictime 0 () (dash-dotted curves) or
not to switch the input (dotted curves). The solid curvesasent the optimal strategy according to the cost
(9). The top plot shows the integrated cost without dividdgrthe time. The middle plot shows the pressure
error and the bottom plot the fuel flow. Notice that the daetied! integrated cost becomes lower than the
dotted one between 80 and 270 seconds.

input space which can not be reached. We shall illustrasehiinie using the cost (9) for
the boiler, where we shall ignore water level and feed watetridbutions to the cost,
and approximate the pressure by a first order system — sircke\hl loop is closed.
Suppose the blocking scheme is such that the Boolean inpudrdg change at time 0;
then the situation shown in Figure 2 might occur.

From the figure it is easy to see how one can choose not only shtt, but also a too
long prediction horizon. In the depicted situation whatpes is that Burner 1 isn
and Burner 2 ioff; predicting far enough ahead, the benefit from switchingnBug
on, causing the pressure to rise, will not be apparent, sire@téssure will continue
to rise, as Burner 2 can not be turned off again. This issueemikvery difficult to
tune such algorithms and the prediction horizon must beerhoarefully considering
several load disturbances.
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One way to apply blocking is by introducing two new contingdnput variables which
represents timeg}, T», at which a sequence to turn on or off Burner 1 or 2 should
be initiated. Besides two new input variables, this metlemplires a new state variable
describing absolute time over the prediction horizon, amé@dditional 4 mixed inte-
ger inequalities to be introduced. However this method lasgm not to reduce the
computational time enough to allow on-line computation.

The blocking scheme used in the final setup has full horizorihfe continuous vari-
ables, whereas the Boolean variables are only allowed togehat times 0 and 1.
Furthermore, the Boolean variables are defined to représiéiation of the sequence
which will lead to a burner switch.

Instead of actually using model (10) as constraints in th@opation problem, and
using an MIP solver, we simply implement the few optimizatgoblems of the search
tree and solve all of them at each sample time. This is negeasaintroducing se-
quenced switches increases the model complexity to a degieee even a blocked
strategy is not computationally feasible.

Regarding the feedback, a state estimator has been cdestruchis estimator can
operate in all modes and is hence independent of the coiitedégy discussed. The
estimator is designed to achieve offset-free tracking efghessure and water level.
This is done by adding integrated disturbances to the psocexlel in the direction
of the steam load disturbance and the feed water flow — see[Bannocchia and
Rawlings, 2003].

Remark 3.1. The above proposed method is suboptimal in two ways: firsives a

relaxed version of the original MIQP. Secondly the methosd tie inherent problem
of operating over a finite horizon, which according to [Sathet al., 2008] is never
optimal when the optimal state trajectory converges to atlaycle, which is the case
for the boiler system for certain energy requests correspanto the gap-regions.

4 Simulation Results

This section presents simulation results applying therotiat presented in section 3 to
the nonlinear simulation model of the marine boiler. Let ab this controller Design

1. The focus is directed to Gap-region 2 as this is the mostéasting case regarding
the sequences required to carry out a switch in Burner 2.

The simulation results are shown in Figure 3 to the right. fipere also shows the
results of applying traditional hysteresis control in camattion with standard MPC,

Design 2. The pressure setpoin8isar. The hysteresis control is given as:

0 for ps > 8.30bar 0 for ps > 8.24bar
up,1 = { 1 for p, < 7.76bar ,up2 = < 1 for p; < 7.70bar (15)

up,1 otherwise up,2 otherwise
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The hysteresis bounds are asymmetric. Note that this ceuddvdided by e.g. defining
a rule stating that a certain burner can not switch unlesedtimated steady state fuel
input (shown in the bottom left plot) is in a certain regiorttoé input space. The MPC
controller has the same weight matrices as the hybrid MP@aar. During burner
switches the fuel flow is simply constrained to move alongetiptermined trajectory.
The disturbance profile used in the simulations is convedadpresent the requested
steam flow and is shown in the third row plots as dash-dottegesu In the same plots
the dotted curves represent the estimated disturbanceatserted into a presumed
requested steam flow.

There are a few things to notice in this figure regarding Dre&igThe spikes in the fuel
flow just after a burner switch from Mode 1 to Mode 2 are due &alfmtion mismatches.
The horizon is not long enough, meaning that the algorithrmotisee the damage
the choice of such a switch causes until it is too late. Onddcoy adjusting the
horizon length taking care not to make the horizon too long.fakt this method is
very difficult to tune to achieve both good pressure and lewgetrol using reasonable
control signals. Also it is worth noticing the asymmetry Iretpressure oscillations
when the disturbance corresponds to the gap-region. Témssfrom the maneuver
which has to be performed during switches. When in Mode 1 aadrtaximum fuel
input is injected, a switch to Mode 2 requires the fuel inprgtfio reach the minimum
level for Mode 1. As weights are put on both the pressure apdtinhanges during
these maneuvers it will naturally cost more to switch fromddd. to Mode 2 than the
other way around. As the final performance criterion inctideweight on pressure
deviations and no weight on accumulated fuel use, this ish®tlesired performance.
However this could be compensated e.g. by using a cost fointegrated pressure
error, or by having asymmetric weights dependent on theeotimode. However such
implementations are not standard and quite cumbersomehich reason we settle for
the result presented above.

When comparing Design 1 and Design 2 there is an obvious diféer in pressure
behavior and hence burner switching. Design 1 can be viewacdsgsteresis controller
which for some disturbances will act similar to Design 2. téger, Design 1 can vary
the hysteresis bounds to adapt to the current disturbanice.spikes in the fuel flow
are present for both Designs (Design 2 as Design 1 does net &ng better than to
bring the pressure error to zero fast). Further evaluatfdheperformance (9) during
the simulation period, for both designs, shows only smatherical differences. Also
this difference is alternating in favour of Design 1 and Des2.

Regarding the level control, only small oscillations aréedeed during burner on/off
switching for both designs. This was consistent with aninabobjective, not to im-
prove pressure performance at the expense of level regulati
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Figure 3: Simulation results for Design 1 right and Design 2 left. Frdra top: the first row shows the
pressure, the second row shows water level, the third rowstize feed water flow (solid), estimated (dotted)
and measured (dash-dotted) disturbance both convertegresemnt requested steam flow, the last row shows
the fuel flow and the gray fields correspond to the gap-regithesplot on the left includes the estimated
steady state fuel input. Notice the spikes in the fuel flomfrt2 to 38 min. and the change in asymmetry in
the pressure error oscillations in the same period for Dekign

5 Conclusion

In this paper we described the application of the MPC/ MLDhmdtfor hybrid model
predictive control [Bemporad and Morari, 1999] to contrbbarner on/off switching in
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a marine boiler application. Simulation results provedoaige performance whilst in-
dicating potential problems with the chosen strategy. Thblpm was seen as spikes in
fuel flow after a burner switch indicating prediction misetas in the receding horizon
implementation.

This is a general shortcoming of hybrid model predictivetoarusing a finite horizon
when the state converges to a limit cycle — as was discusg&blherg et al., 2008].
This paper states that such systems are not rare in the impdistparticular systems
including actuators which can be described as continuoaséregion and discrete in
another often have such properties. A well known examplaiges (linear or expo-
nential) which, to provide predictable performance, must in on/off mode for low
openings. These systems can sometimes be treated using PtiMdiscrete region.
However, when the on/off control has noticeable impact ehghrformance outputs
(the switches are not filtered out by the system dynamics)eights are assigned to
switches other strategies must be applied, like the oneitesidn the present paper.
The improvement over traditional PWM and hysteresis congrohat the period and
amplitude of the pressure oscillations during limit cycéhbvior can adapt to the cur-
rent disturbance to fulfill a desired performance criteriBhe PWM and hysteresis
controller can only be optimal for one disturbance and orexang point. Further the
discussed method offers a systematic control design puoeg¢dough difficult to tune.

5.1 Future Work

Generally focus should be directed towards developingitefimorizon predictive con-
trol strategies for hybrid systems.

In the context of marine boiler control it would be prefembd search for algorithms
requiring less on-line computation. This could be someavdrof hysteresis control.
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Abstract

This paper discusses optimal control strategies for swigghetween different burner
modes in a novel compact marine boiler design. The aim is tbadimoptimal control
strategy which minimises a trade-off between deviatiortsoifer pressure and water
level from their respective setpoints while limiting burseitches. Two different sub-
optimal strategies have been considered. The first one isthas the Mixed Logical
Dynamical framework. The second approach is based on a gkseiion of hysteresis
control. The strategies are verified on a simulation mod¢hefcompact marine boiler
for control of low/high burner load switches.

1 Introduction

The control of marine boilers mainly focuses on minimising variation of steam pres-
sure and water level in the boiler, keeping both variablesiad some given setpoint.
Up till now this task has been achieved using classical Si@trallers, one using the
fuel flow to control the steam pressure and one using the fegeriiow to control the
water level.

A more efficient control can allow smaller water and steanuwads in the boiler im-
plying lower production and running costs and a more aftragiroduct. In [Solberg
et al., 2005] a successful application of LQG control to this$4oN™ OB boiler from
Aalborg Industries A/S (Al) product range was shown.

The specific boiler concerned in the present work is a novelpaet marine boiler
from Al. The boiler is a side-fired one-pass smoke tube hoilére boiler consists of
a furnace and convection tubes surrounded by water. At theftthe boiler steam is
led out and feed water is injected. The compact boiler ispgzpd with a two-stage
burner unit with two pressure atomiser nozzles of differgne. With slight abuse
of notation these nozzles are referred to as Burner 1 (thd swezle) and Burner 2
(the large nozzle). This means that there are two burnersi@signing an appropriate
switching strategy between these can allow for a high tusmdmtio, defined as the
ratio between the largest and lowest possible fuel flow, aivedently burner load.
However, too much switching will increase actuator wear dadrease performance
due to non-optimal combustion during burner start-up.

The challenge in this work is to design an appropriate busmétching strategy that
minimises pressure variations and hence fluctuations amstguality without compro-
mising water level performance to still allow the smallefl®ogeometry. Such a task
would normally have been approached using heuristic rideshined with hysteresis
control, however, a more systematic design procedure ighgohe control problem
is complicated by the shrink-and-swell phenomenon whittoduces non-minimum
phase characteristics in the system, [Astrém and Bell, R000s phenomenon is seen
when e.g. the steam flow is abruptly increased. This causepréssure to drop in-
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stantly, which in turn causes an expansion of steam bublaksvithe water surface
and further lowers the boiling point causing even more beobd be generated leading
to an almost instant increase in the water level. Howevegsngremoved from the
boiler so eventually the water level will decrease. Similahaviours can be observed
when changing the feed water or fuel flow.

Many methods have been proposed for control of systemsratteg logic and dy-
namics. Many of these are based on online optimisation sebesee e.g. [Bemporad
and Morari, 1999; Hedlund and Rantzer, 1999; Sarabia e2@D5]. Others, such as
traditional hysteresis control, are based on conditiongtiching. For systems whose
optimal state trajectory converge to a limit cycle, a gelisaition of hysteresis control
was presented in [Solberg et al., 2008b] given only disatetgsion variable. In [Giua
etal., 2001; Seatzu et al., 2006; Xuping and Antsaklis, P@@8Bauthors treat switched
linear and affine systems. It is noted that when the switckimguence is predeter-
mined the optimal control reduces to a state feedback. Heryéwe focus is restricted
to a finite number of switches.

In this paper two different suboptimal control strategibalsbe compared: the first
strategy, Method A, described in [Solberg et al., 2008af sdte horizon Model
Predictive Control (MPC) in combination with the Mixed Lagl Dynamical (MLD)
framework [Bemporad and Morari, 1999] which is an approatiere standard tools
can be applied to obtain an optimising control law. The osfiextegy, Method B, uses a
cascade control configuration where a generalised hy&em@stroller sends functions
describing switching surfaces for the hysteresis, caledldrom an infinite horizon
optimisation problem, to an inner loop. Method B is the orthategy known to the
authors which allows an infinite number of switches while glexing switches in the
cost function.

Itis shown through simulations that Method B in general picas better responses than
Method A. The main reason for this is argued to be due to theiiafhorizon used in
Method B reducing prediction mismatches. Method B is furfbend computationally
more attractive than Method A for online implementation.

The paper is organised as follows; First the marine boilstesy is introduced and con-
trol properties of this is discussed. Secondly the two stibwgh control strategies are
discussed. In the subsequent section these two methodsrapared in a simulation
study. Finally conclusion and future works are presented.

2 System Description

The boiler consists of two logically separated parts, ongaining the heating system
and one containing the water-steam system. The heatingmsysinsists of the furnace
and the convection tubes. The water-steam system consiatveater and steam in
the boiler. These two systems are interconnected by thd segiarating them i.e. the
furnace jacket and the convection tube jackets.



2 SYSTEM DESCRIPTION 229

Exhaust

Combustion Air

Furnace

2 x Fuel

Figure 1: Compact marine boiler principle.

The boiler is equipped with two actuator systems for feedewand burner control,
respectively. The feed water flow dynamics are linearisethimner cascade controller
which allows the reference to the feed water flow to be usednaarapulated variable.
The corresponding inner loop can easily be designed to lverfdman the outer loop.
The burner system is more complicated. It can operate irethmedes; Mode 0: both
burners off; Mode 1: Burner 1 on and Burner 2 off; Mode 2: baimiers on. A sketch
of the boiler system is shown in Figure 1.

The function of the burner unit can be described by a finiteesteachine. The state ma-
chine consists of six states: three representing the maakesibded above and another
three describing transitions between these, see Figure 2.

The function of each state is summarised in Table 1.

Statesni, ny are characterised by the continuous input variable, fusghdycontrol-
lable. In contrast transition states i, 712, 71,0 are governed by predetermined con-
trol sequences. To initiate a switch between modes, cegtands have to be satisfied,
as shown in Figure 2. In most cases this is just a matter ahgetie Boolean variable
corresponding to the specific burner being on or off. Howewenitiate a switch from
Mode 1 to Mode 2,21 — n; 2, the combustion air flow and hence the fuel flow to
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Figure 2: Finite state machine describing burner operation.

Burner 1 has to be below a certain level, in order to be ablegdfurner 2.
Unfortunately, the maximum power generated by Burnep,1 alone is lower than the
minimum power generated by the combined operation of thedsarQ . This is illus-
trated in Figure 3 where the shaded area corresponds tdfpsiver inputs. There
are two power gaps in the figure. This means that, for a steamtfiat corresponds
to a steady state power consumption in one of these gapsutherb have to follow
some on/off switching scheme to keep the pressure aroundfégsence value. The
gaps will be defined asGap-region 1Q,s € [0;Q,| := G1 C R and Gap-region
2Qss € [@l;gh] := G2 C R. In the sequel these gap-regions are referred to a bit
loosely using statements such as ‘the disturbance-’, gaired fuel flow-’, ‘the en-
ergy request belong to a gap-region’, which all translatie tine equivalent formulation
that the steady state power consumption cannot be met gigctiny available fuel
flow.

Figure 3: Modes of operation for the two-stage burner module.
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ng Idle: both burners are off and Burner 1 is ready to enter startedp s
guence.

ng,1  Burner 1 start-up this state contains a sequence of events split into
three time intervals. It takes 3 seconds from the electredgnited to
the solenoid valve opens. Then the flame scanner must defieche
within the next 5 seconds and finally the flame has 5 secondahidise
before release for modulation.

ny Low load Burner 1 is on and Burner 2 is off.

ni12 Burner 2 start-upthis state is analogous tg ; .

9 High load both burners are on.

ny,o Shut downin this state Burner 1 is shut off followed by 30 seconds of

purging.

Table 1: Description of states in the finite state machine modellingotiv@er unit.

2.1 Modelling

A detailed 8th order model of the boiler system can be fouri®aiberg et al., 2005].
This model took the two inputs oil flow and feed water flow alavith the three dis-
turbances steam flow, feed water temperature and oil tertopertn describe the two
outputs steam pressure and water level. Two states weretaskscribe dynamics
of temperatures in the furnace and another two states werktasdescribe dynamics
of temperatures in the flue gas pipes. One state was useddobdethe temperature
dynamics of the metal separating the flue gas from the watksi@am. The remaining
three states were used to describe the steam pressureyvelatae and steam volume
below the water surface. A thorough analysis of this moded pr@sented in [Solberg
et al., 2007b]. In this section we shall not repeat thesdteebut only summarise the
details important to the current work.

The simplified burner model will consist of the state mactshewn in Figure 2. The
model should describe the total fuel supply to the buriers = 1, 1+, 2 as this
is assumed equivalent to the total power delivered from thady unit. This model is
different for each state in the finite state machine. In thesition statesg 1,712,710
the fuel flow is constrained to move according to certaingmaft. Inn there is no flow.
In n; the fuel flow is equal to the flow to Burner 1. Finallysia an underlying controller
distributes the flow reference to the two burners in order &ximise efficiency. The
total fuel flow can be assumed to be equal to the reference altieetmuch faster
dynamics of the combustion process than that of the boiléemsieam part. We note
here that the fuel flow rate constraints are differentirandn,. When the burners are
on, an underlying controller adjusts the combustion air #feeping a clean combustion
with an oxygen percentage of the exhaust gas above threenperc

The model of the boiler presented in [Solberg et al., 200ptésented here in a simpli-
fied version as studies have shown that both the flue gas panaffe and convection
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tubes) and the metal separating the water-steam part frerfid gas have consider-
ably faster dynamics than the desired closed loop bandwilik to this fact the power
delivered to the water-steam part is modelled as:

Q = nmfu (1)

wheren is a constant describing a combination of energy releaséaeirrombustion
plus furnace and convection tubes heat transfer efficiepcyin fact a function of the
boiler load. However, it turns out that in the specific botlerated here) is approxi-
mately constant leading to (1).

The model of the water-steam part has the purpose of dasgrthe steam pressure
in the boilerp, and the water level.,,. The modelling is complicated by the shrink-
and-swell phenomenon, [Astrom and Bell, 2000], which isseauby the distribution
of steam bubbles under the water surface.

The total volume of water and steam in the boiler is givenias: V,, + V; + V;, where
V., 1s the water volumey is the volume of the steam space above the water surface
andVj}, is the volume of the steam bubbles below the water surface.

To capture the dynamics of the water-steam part the totat raad energy balances
are considered. The total mass balance for the water-stedrtepds to the following
expression:

w

Ps)ﬁ

dps dpw | dps
ps |y dow] dp

dp. . | ar TP

k”_%) =g =t (2)

and the total energy balance for the water-steam part leads t

hS(V; - Vw) 3£j - V;t + PmeCp, oL dt N

AV,
dt

wherern 4, is the feed water flows, is the steam flowp is density,h is enthalpy and

T is temperatures, is specific heat capacity and subscripstands for metal. It should

be noticed that energy accumulated in the boiler, furnacecanvection tubes metal

jackets are included in the balance for the water-steam part

The two equations above only express the pressure and tke vadtime in the boiler.

As the water level of interest in the control problem is g L,, = (V,, + V}, —
V,)/Aws, another equation is needed for describing the volume afsteubbles/,

in the water. (The water level is measured from the furnapeitpis the volume sur-
rounding the furnace, and,, ; is the water surface area). To do this the mass balances

for the steam bubbles and the water are combined with therealpgquation:

™ dp,

( PV i+l Vi B+ ps(Vi = Vi) oo+ ) dp,

+ (hwpw - hsﬂs) Q + hfwmfw - hsms (3)

: Vi :
mp—s = ’VV*b + 5mw~>b7 (4)
w
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which expresses the amount of steam escaping the watecsifg ., as function of
the water volume, steam bubble volume and vaporisation ftom fwater to bubbles
M., —p. This leads to the final differential equation describing Water-steam part:

dpuw dps \ dps dVy
(“ mm¢%+%@)cu+“ Bpw=gp+
v, . Vi
+psﬁ - (1 B)mfw ’Yvw (5)

This equation introducés, in the model and thereby the shrink-and-swell phenomenon.
The shrink-and-swell phenomenon is only introduced thhoting variablel;,. From a
physical point of view this seems natural as it is the steabblas that experience the
non-minimum phase behaviour and transfer this to the owttgr level, whereas the
water volume/mass in the boiler does not exhibit the invezsponse behaviour.

In practice the water/steam circuit is closed and the steam i governed by sev-
eral valves combined with pipe resistance. Therefore, mbigrk(t) expressing pipe
conductance and valve strokes is introducéd.is then given as:

m3<t) = k(t> ps<t) — Pdws (6)

where the downstream pressupg,,s, is the pressure in the feed water tank which is
open and hence has ambient presspig,s = pa. ps(t) — paws 1S the differential
pressure over the steam supply line.

The final model has the form:

F(2)i = h(z, 0, d) (7)

wherez = [ps, Vi, V3|7, @ = [ fus T fan) andd = k. The temperature of the feed
water is assumed constant and therefore not included in

A linear approximation of (7) can be generated for contraliesign. In [Solberg et al.,
2007b] it was shown that the dynamics of the one-pass smdieetiailers from Al,
around the crossover frequency has little dependency aftéd@m load. For this reason
it suffices to focus on a controller design derived from onedr model hence leaving
out any gain scheduling. Thus the sampled linear approiomaif the marine boiler
takes the form:

i(k +1) = Ai(k) + Bu(k) + Bad(k) (8a)
g(k) = Ci(k) (8b)
re X, ue Uz-(k) i(k) € {0,1,2} (8c)

wherei is the current burner modg,= [ps, L.,]7, X C R™ andl/; € R™ are compact
sets describing constraints on state and inputs resplyctive
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2.2 Control Properties

For the marine boilers concerned the well-known shrink-anwell phenomenon from
feed water flow to water level, [Astrém and Bell, 2000], haslmeen observed in mea-
surements. This means that this loop, in principle, is Bohitn bandwidth only by
actuators and sensors (and model uncertainty).

Another property of the system is the high bandwidth in trspoase from the steam
flow disturbance to the outputs. This complicates the cdetralesign as it sets a
requirement for a high closed loop bandwidth in order to segp the effect of the
disturbance. This means that the controller update fremyushould be high limiting
the time available between updates for online controllenfmatations. In particular, the
controller sampling time is set t6; = 1 second.

It is preferred to avoid the use of a flow sensor for steam flomsuement as such
equipment is expensive. In [Solberg et al., 2005] it was shtvat relying on an esti-
mate of this flow provides satisfactory performance.

Regarding the control structure, it would be preferred éawégthe burner switching to an
underlying burner control system which delivers the retpetfuel flow. However, due
to the long sequences associated with burner stop/stdrtgoessure and level control
are disturbed making this approach less suitable. Thisnesjthe burner switches to
be handled by the pressure and water level controller.

One drawback of this strategy is that when switching fromhhig low load the total
fuel flow becomes uncertain, as the distribution of fuel lestwthe two burners is not
modelled. Burner 2 is constrained only to turn off when tha flow is at a minimum,
in order to avoid cutting off an unknown fuel flow in future dretions.

The control problem is formulated as follows:

Problem 2.1. At every sample instar#, given the current staté(k), minimise the
following performance index over = [a(k), u(k + 1|k),...]:

M(T)
J(#(k), @) = lim —{ D bt
T
+ 1,3 [E7 + kR)QUG)2( + klk) + +Aa7 (G + klk)R(j) Aa(j + k|k)]} (9)
7=0

whereAu(j) = a(j) — a(yj — 1), 2(4) = 7(j) — 9(j) with the reference vector(j),
i € {0,1,2}, M(T) is the total number of burner switches ahg _, ;, is the cost
associated with a switch from burner moge ; to mode:;. Alsoz(j) andg(j) evolve
according to(8). Q and R are quadratic penalties on error and input changes.

Hence the control problem poses a trade-off between oufpasgure and level) set-
point deviations and control input action including costsifurner switches. It would
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seem natural to include a cost on the accumulated fuel uss, Atwever, is not im-
plemented. The reason is that one performance criteriandstiieve zero steady state
errors for both water level and pressure, when possible. i§hwen the accumulated
fuel use will urge the system to save fuel at the expense efimf pressure perfor-
mance. Further the disturbance appears as infrequentistéps load, meaning that
the fuel used in the transient response is small compardebtsteady state fuel use.
An important property of the performance (9) is that, demeicbn the choice of
weights, there may exist constant steam flows corresportditige gap-regions shown
in Figure 3, for which the cost of allowing a constant offsethe output is larger than
that of introducing a limit cycle through switching the inpurhis would always be
the case if included the integral error of the pressure, as any possiistant input
would result in the pressure approaching a constant vafteretit from the setpoint,
meaning that (9) would be infinite. Whendoes not include the integral error steam
flows and choices of weights still exist for which the intdgrzer one cycle of period
T,, corresponding to a switching input, will be smaller thae torresponding integral
over T, with any possible constant input and converged output. iffgnthe optimal
limit cycle which the state trajectory converges to can beieed by posing a rela-
tively simple optimisation problem. The period of this lingiycle is dependent on the
steam flow disturbance. The reason for this is that the ststady fuel flow required to
achieve zero pressure error is dependent on the steam flown Wleequired steady
state fuel flow is in a gap-region and close to where the stetadg solution is optimal,
the limit cycle period is long because the pressure erroy skawly grows to a level
where the cost is comparable to the cost of switching Burr@rBurner 2 on and off.
In the middle of the gap-region the pressure error will iaseeand decrease faster and
the limit cycle period will be shorter.

3 Methods

In this section two suboptimal methods for solving contnailgem 2.1 are described.
The two methods are based on different control configuratitmthe first method the
burner switch decisions are made at the same level as theupeeasnd level control.

This method incorporates both the finite state automatontla@dlynamical system
into one mixed integer optimisation problem (MIP) solvedireceding horizon man-
ner. The second method exploits a strategy where an innérotlen optimises over

the continuous variables controlling pressure and levéie ihner controller further

switches the burners when the states hit switching surfacédsn outer controller op-
timises over these switching surfaces. It is important ticechere that the strategy of
the second approach is only possible if the outer loop ruasratatively high sample

frequency due to the need for fast disturbance rejectiors dreae if the outer loop is
sending functions describing switching surfaces to therinoop.
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3.1 Method A: Finite Horizon Model Predictive Control

Recently discrete time finite horizon MPC has become a toéetaol for the control
of hybrid systems [Bemporad and Morari, 1999]. The reasahasthe method offers
a systematic design procedure for these systems. Modedimlg such as HYSDEL
(hybrid system description language) [Torrisi and Bemgp2004] make it easy to
generate MLD models suitable for implementation with an Mg@trol law. This is
done by describing the system to be controlled as a diséne¢ehtybrid automaton.
Such a procedure was in [Solberg et al., 2008a] applied tsahee setup as described
in this paper.

Referring to this work a model of the boiler system (8) indhgdthe state machine of
the burner described in HYSDEL can be put together in the Mafnfusing tools from
the MPT-toolbox [Kvasnica et al., 2004]:

2(k + 1) = Ax(k) + Byu(k) + Bad(k) + Byz(k) (10a)
y(k) = Cx(k) + Diu(k) + D20(k) + Dsz(k) (10b)
Eyd(k) + Esz(k) < Eyu(k) + Ean(k) + By (10¢)

wherexz € R x {0,1}"#, u € R™r x {0,1}"=, § € {0,1}", z € R™ and
y € R™ . The real part of the state vector is composed,dk) =

[ps(k), Vi (), Vo (k) 1t u(k = 1), 10 puo (K = 1), dum, 1 (k), dum 2 (k), 1K), i(k)] "

whered,,,, 1(k) is an unmeasured disturbance put in the direction of thersfeav
andd,, 2(k) is an unmeasured disturbance put in the direction of the iegdr flow
both included to achieve offset free trackirtgs a timing variable used during burner
switches,;i € {0, 1,2} is the current burner mode implemented as a continuous vari-
able. The real part of the input vector is givenask) = [Ari g, (k), Ariv g, (k)]
The Boolean part of the state vector describes the burnée §tate machinez, (k) =
[no,no.1,n1,n1,2,m2,n1,0]7 (Figure 2) and the Boolean part of the input vector rep-
resents when to initiate a manoeuvre/sequence leading torehswitchu, (k) =
[up1,up2)T. Finally y(k) = [ps(k), Ly (k)T andh(k) = i(k) — i(k — 1), with
h(k) # 0 denoting a change in burner mode. Note that this is a slightebf the

h notation from (9). For further details on the model referSolperg et al., 2008a].

As the infinite horizon control problem 2.1 is not computatitly feasible in this setup

a model predictive controller was designed based on thevioil finite horizon per-
formance index:

J(2(0),v) = (y(N) = )" P(y(N) = r)+
N—

Ju

(@) — )" Q) —r) + u (j)Ru(j) + h" (j)HA(j)] (11)
=0
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where the current timg = 0, 7 = 45, v = [u”, 8", 27]" with
u=[u(0),....u(N)T,8 = [5(0),...,8(N)|%, 2z = [2(0),..., 2(N)]7,

and@ = diag([¢q1,¢2]), R = diag([r1,72,0,0]), and the switching cost is equal to
H = h“ L= '“ 0 = hT” = h;I The terminal cosP is set equal td@).

To faC|I|tate onIme computatlons blocking was used on thelBan decision variables
allowing these only to change at time 0 and 1. Further instéaatually using model
(10) as constraint in the optimisation problem and use an $éler, the few optimi-
sation problems of the search tree are simply implementdda#irof them solved at
each sample time. This is necessary as even a blocked gtigtiegt computationally
feasible.

Regarding the feedback a state estimator has been comestruthis estimator can
operate in all modes and is hence independent of the contatégy discussed. The
estimator is designed as to achieve off-set free trackingeopressure and water level.
This is done by adding integrating disturbances to the m®o®del in the direction of
the steam load disturbance and the feed water flow see emmndBehia and Rawlings,
2003].

The above proposed method is suboptimal in two ways: firsives a relaxed version
of the original MIQP. Secondly the method has the inhereoblem of operating over
a finite horizon, which according to [Solberg et al., 200&bhéver optimal when the
optimal state trajectory converges to a limit cycle whicthis case for the boiler system
for certain energy requests corresponding to the gap-msgio

3.2 Method B: Generalised Hysteresis Control

The second method discussed is based on a method descr[iSedhierg et al., 2008b]
for controlling systems whose optimal state trajectoryvenge to a limit cycle. The
idea is to use this method when in the gap-regions. The giraseillustrated in the
block diagram in Figure 4.

Switching surface| f(x) MPC + u p Yy
optimisation Logic
A A
T State
estimator

Figure 4: Control structure for Method B.

The idea behind this scheme is that the block named switchinface optimisation
(SSO) might consist of setting simple hysteresis boundshf@mpressure. This archi-
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tecture is especially good for the marine boiler system wilee disturbance profile is
limited to non-frequent steps.

The SSO block need not run at the same sample frequency astreMPC loop which
can allow for more computational demanding algorithms tarbplemented at this
level. Further the SSO needs only be executed when the edenggnd corresponds to
the gap-regions. This requires an energy estimator to rtimeafastest sample time to
be able to react fast when a disturbance influences the graoelsbrings it outside the
gap-regions.

Determination of when the requested energy belongs to aagipn is done from an
estimate of the steady state input needed to reject the steardisturbance.

I— A *B Tss Bum 0 dvum
a6l il @

Hered,,, are integrating disturbances added to the process modehteve consis-
tent estimates of the process output. Bf,,; = B the estimated steady state flow
would simply be the first component of thlg,,, vector. It turns out that a better result
is achieved withB,,,,,; = [By Bs] corresponding to the direction of the steam flow
disturbance and the feed water flow.

In the following each block in Figure 4 are described sepdyafThe P is simply the
boiler process, and the state estimator is equivalent torteaused in Section 3.1.

MPC + logic

This is the part of the controller that handles the burnetchwig and executes the
continuous controller. The continuous controller is an Mg@troller, [Maciejowski,
2001; Rossiter, 2003] in which the constraints can be agljlush line to take into ac-
count that the fuel flow sequence executed during a switchag/k. MPC control for a
boiler in the same family as the one treated here is alsetiéaf{Solberg et al., 2007a].
The performance index of the MPC controller takes the form:

J(aé(()),Au):éT(N)Piz(N)f [Z7()Qiz(j) + Au" (j)R;Au(j)]  (13)

Jj=0

wherez = [ps, L,]", Q; = P; = diad[¢1,G2]), Ri = diag[71,72]) and the index
7 on the weight matrices indicates the current burner modeweher, to be able to
compare the two methods only one set of weights is includedtia@se are equal to
the ones for Method A. If the state belongs to a gap-region ¢he= 0 and7; = oo.
The constraints are changed according to which mode thesbunmit is operating in
and which sequence is executed. This is easily done by dgfagpropriate upper and
lower bound vectorsAu, Au, u, T, z, z, and matrices\, ® such that:

Au;(k) < Au < Au(k), w (k) <AAu<u;(k), z<®Au<z (14)
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The matrices\, ¢ are constant whereas the upper and lower bound vectorsamgeth
on line. The model used when minimising (13) ov®n subject to (14) is the same for
all modes but could just as well have been different linedioss for the different load
situations.

When the state hits a switching surface described in the leexios a burner switch is
initiated.

Switching surface optimisation

The final block of Figure 4 is supposed to communicate funstiescribing switching
surfaces to the inner MPC controller. The strategy usedhieriilock was proposed in
[Solberg et al., 2008b]. In this paper two suboptimal meghfadt controlling systems
with discrete decision variables when the optimal solutionverge towards a limit cy-
cle were proposed. One strategy was based on finding switchirface in the state
space using time-optimal control related techniques toantlad state converge to a pre-
determined limit cycle which results in a state feedbackcgoNote that the approach
of this section will use a continuous time linear model of glgstem.

[Solberg et al., 2008b] does not consider the case when Hrerenixed continuous
and discrete decision variables. However, the authorsgserbto use a sequential
loop closing strategy by closing the inner loop using thetiomous variables. Using
sequential closing has the advantage of making the proees$ more intuitively to
the operator, meaning that the level is regulated to zenvd®at switches. Moreover,
controlling the water level using burner switches is notdérest. The method of using
the LQR state feedback to get an autonomous system was pebpo8emporad et al.,
2002]. These ideas are used in the structure shown in Figur€ldsing the inner
loop, using the MPC controller for the water level when in gfag@-region, a high order
linear approximation of the response from fuel to pressarelie derived. In the low
frequency band this model is well approximated by the sirfigéorder system:

KP
= — 5 n l
pa(s) = P (15)

This is the model of the system used in the outer loop for gdimgy switching surfaces.
Obvious this is only an approximation of the original sethpwn in Figure 4, which
contains a constrained inner MPC controller. The perfoigaan be minimised in this
outer loop is punishing the pressure error and a continuous ¢quivalent to input
changes. The equivalent to input changes are introducedtéyny the derivative of

the input signal:&f = ﬁu = 227u Wherea can be found by matching discrete

time and continuous time costs. Given= %e*itAu resulting from a step change in

the input, leads tq; 2” Rzdt = - Au" RAu = a = %¢.

As the reference is constant and the model is linearisechdrthe desired pressure
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setpoint, the model of interest is:
. 1 K K
Ps| _ |77, 0 Ps T:j . - ij
[uf] { 0 i] [“f] i [ 1 ] i [ 0
Ps| _
15 S e

Recall that there are only two levels of inputs to switch ket hence for energy re-
quests belonging to either of the gap-regiong, < [mfuﬁi,ﬁfu,,;]. That is: either
Burner 1 is switched on and off or Burner 2 is switched on arid ldbwever, during
switches the inputj ¢, will follow some predetermined trajectory. The cost fuoat
takes the form:

77'”qu7ss (168)

| E—

1 T M(T)
J(z(0),u) = TlgnOo T /0 Qp? + rlufch + Z hi; i, a7
j=1

where M is the number of burner switches ahg _, ;, is the cost for switching from
Modei;_; to Modei;. Before proceeding, recall that the task is to find switclsng
faces describing the optimal limit cycle which the statevesges to when minimising
(17). In the meantime it might happen that no limit cycle igim@al meaning that a
smaller cost is associated with allowing a constant ofiesatpared to tracking a limit-
cycle. For this reason a dead band may be defined which redéefiaegyap-regions in
such a way that a limit cycle is always optimal when in the gagions. In particular,
we introduce a dead band on the pressure stationary valiedéad band is converted
to new bounds for the gap-regions. The dead band G is defined as the subset:

D = {u|Fu € {u, T} ANugs € G st Jys < Jic} (18)

with J,, being the cost for having a constant off-set afdis the cost for staying on

a limit cycle. Then the new gap i§ = G \ D. However, when choosing an integral
cost this is not possible as any constant off-set will cabhsecbst to become infinite.

Instead a traditional dead band can be introduced in sugatigins:

D = {uss|Fu € {u, 0} Augs € GSLEK), (u—uss) < €} (29)

with e being the allowed pressure error. Modifying the gap alsothaseffect as to
provide robustness against uncertainties and noise irn¢heystate estimates.
The full model used in the outer loop can be described as &pigse affine system:

@(t) = 1(f)93(t) + Bityui() (t) — Ba 7(f yuss = Aiyz(t) + fie)(t) (20a)
y(t) = Ciny(t) + Diqryuiqry(t),i(t) € (20b)
x(th) = ijkx( )+ gk, iTitT) = ],z(t+) =k (20c)
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wherei € S corresponding to the current burner mode &nd {0, 1, 2} is the different
burner modes each associated with a set of model matrices.tdilne nature of the
switches more than one consecutive switch at the same tist@nice is not allowed.
The transition matrices/; j, g;, are related to manoeuvres and hence do not represent
instantaneous jumps in the state (here lending termindliamy [Frazzoli, 2001] and
[Frazzoli et al., 1999] where such manoeuvres made up an enan® automaton for
shifting between trim trajectories in helicopter flighthstead the manoeuvres are time
intervals in which the state is taken frant ~) to z(¢*) in time 7} . Hence:

M; . = (00 A T”‘“), and (21a)
= N-1 Tl

po= Y ) [ [ g ] L e
n=0 0

whereig = j,in_1 =k, 0T} = Son o Tat1s fi, (T) = By, uj k() — By, uss and
uj k() = A € {uog,...,un—1} is a sequence of inputs hengg, can be split into a
finite number of integrals with the same input profile e.g. astantu, (t) = c or a
rampu, (t) = at + u,,—1 Wheret € [0, 7,).

Now define
T M =0
T; i <1AM>0
05 =1, = - (22)
T—=Tj1 =0T 505, j>MAM>0

Tj — Tj—l —0T; >0 otherwise

j—2505—1

T; denotes the time of thgth input switch and\/ = M (T') is the number of switches
occurring in time7. The optimisation problem associated with minimising tlstc

(17), using the above notation, havihgas the stage cost ard, h as the costs associ-
ated with switches, can be written as:

M(T) M(T)
J*(zo) = fgl?Tlgnw T Z [L(2k, Opy1)] + Z (Hip i (@) + Ry i ]

k=0 k=1

(23a)
s.t.

k=0, M-1 (23b)
L@k, Opg1) = 2 Qop, Oy 1)xn + 24 10, (O41) + 84 (Gh41) (23c)
Hi, i () = 3F Qun 1 in T + TE Ty ip + Sin_1in (23d)
Tpt1 = Agy (Opt1)@n + £, (O41) (23e)
Tt = My, iy Tt + Gig i (23f)

0<TI<Ty<---<Ty (239)
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whereT = [T,...,Ty] andI = [iy,...,ip]. This cost looks much like the one in
[Xuping and Antsaklis, 2003] and [Seatzu et al., 2006], titohere the average over
time is taken and the state jump is governed by manoeuvrissedisy to find symbolic
expressions fof);, r;,s;, A;, f; as function of the switching times as follows [Seatzu
et al., 2006].

A, (5) = ei® (24a)
é

£(8) = 0 / AT fi(r)dr (24b)
0

and allowing a cost on the inpuf’ S;u for generality leads to:
5
Qi(9) :/ ATCT QiCie M dt (25a)
0

6 . t
r;(6) =2 /0 et Q; <cieAit ( / e AT fi(T)dT> +Diui(t)> dt  (25b)

0

5
s:(0) :/o {UiT(t)(DiTQiDi + Si)ui(t)+ (25¢)

2l (DI ([ A iar) +

0
ot t
+ </ fiT(T)eAiTTdT) eAiTtCiTQiCieAit (/ eAini(T)dT> }dt
0 0
If A;is Hurwitz, D, =0, S; =0andf; = 0:
Qi(6) = Z; — eM 070 1;(5) =0, 8;(5) =0 (26)

where Z; is the solution to the Lyapunov equatiotf Z; + Z;A; = —CFQ,C;. In-
stead if the assumption a#); is that it is diagonisabled; = ViAi\/;*l, whereA; =
diag (A1, ..., A,), then:

é
Qi(8) =(V; H)T < / MtyTer QiCz-VieA”dt> v, (27a)
0

)
ri(8) =2V )7 [ {eT VT CT Qix (27b)
0

X (C’iVieAit </t eA”Vi_lfi(T)dT) + Diui(t)> }dt

0

)
(6) = [ {aT /DT QD+ S+ (270)
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t
2T (DT Q.C Ve ( / 6’A”V7;1fi(7)dT> n

0

t
" (/ fiT(T)(Vi_l)TeAiTTdT> M VICT Q0 Viehit
0

X (/OteA”Vi_lfi(T)dT) }dt

These integrals are easy to calculate symbolically duegaithple form of the matrix
exponential of a diagonal matrix. Further,

N—-1
H;j(#) = Y [24 Qi (Thr1)zn + 2fri, (Thi1) + 80, (Tag1)] (28)

h=0

with
Th+1
Tpol = eAinThtigy 4 eAinThe / e’AihTfih (T)dr (29a)
0

—. (29b)

with IV being the number of continuous input profiles that make uprthroeuvre and
7, the time spent with input profilg By definingQ; ; = diag(Q, (71). ..., Qin_, (Tn)),

- T _
r;; = [I’iU(Tl)7...,I'iN71(TN)] andsi,j = Sio(Tl) —+ .- +SiN71(TN), (28) can be
rewritten as a quadratic form ify,

H j(3x) = & M Qi M, ;3 + 2 M <2Qi,jgi,j + f"u) +

+g7.Qi gy + 8l +8i; (30)

where

. I
i‘f e(A171)
To e(A1T1+A272) B

IN_1 M-1,
S5 An)
0 0  —Aps
eA1T1 0 fofle jl fi(r)dr

e(A1T1+A27™) LAgTo f02 e 27 fo(T)dT

e(zﬁj;ll AnTn) 6(25;21 Anta) . eAN—1TN-1 JoNTh e ANSAT iy (r)dr
x =M, ;T + 8 ; (31b)

where for simplicityio = 1,7, = 2,... have been used. The ultimate goal would be
to solve this problem fofl” approaching infinity while also allowing/ to approach
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infinity. This is a hard, yet unsolved, problem for which @aghe approximative
solution described in [Solberg et al., 2008b] will be usedenkk set the number of
switches equal to twd/ = 2 and add the constraints, = zo, 7' = 15 + 6715, ;, tO
find the optimal limit cycle if one exists.

Having found the optimal limit cycle and thereby found th@tpoints(z*, z~) rep-
resenting the state just after each of the two switches,witeting surfaces and their
domains can be calculated using techniques from time optiamrol. Following [Sol-
berg et al., 2008b] means starting by finding the solutiomé&gystem when the input

is constant using the notatian = p,, 2o = uys, u = My, A\ = —% Ap = -1,
fi= %(mfu — Mfuss)s fo = Mifu, 20 =27, 2 = [z1,22)7, 2’ = [}, 24]T and
)\1 0
A= [ 0 ,\2]' .
xll(t)] At [50(1)] / A(t—T) {fl}
=’ + e dr 32
[ma@) A b 32)

Now the switching surface is sought which is a curve in thém2eshsional system. First
find, ', the curve along which the state approachwith negativef, after a switch
by settingt = —7, (7 > 0) in (32) and eliminatingr. This curve is given by the
equations:

' = M2z + g12 (33a)
n_ (Tt i N
(') = —In (1(1) " fl/)\l) /M (33b)
o (T +f1/A1)?f B (w’2+fz//\2> -
&= (G At fafha) " (339

over the domainXr- = {z|r(z’) > 0}. The curvel'* and domainX-+ can be found
in a similar manner starting from the point". Now a new function describing the
surface dividing the state spaée= I'" UT'~ can be defined. This function, defined
on Xr+ U Xp-, is given as:
(z) f X
flz) = fi(x) or z(t) € Xr+ (34)
f(z)forz(t) € Xp-

Finally define the space above the surfétas £~ and the space below @' being
regions of the state space where a negative input or a poBifut can take the state to

one of the switching surfaces.
Now the switching law steering the state of the reduced osgistem to the optimal



3 METHODS 245

limit cycle is:

1forz(t) € ET
Oforaz(t) € E-
up(t) =< 1forz(t) e 't (35)
Oforz(t) e I'”
up(t) for z(t) € R? \ (Xp+ U Xp-)

up can be either of the on signals to the two burners dependirtbegap-region the
energy reference is belonging to. This law is implementethenMPC + Logic level
in the control structure in Figure 4. It is obvious that thénddour of this control
law is close to that of ordinary hysteresis control, whichuldohave one dimensional
switching surfaces dependent on the pressure only. Thigagalthe system being of
second order and the second state being simply a filteretbmes§ the input. If one
had chosen a cost where the integral of the pressure wasgeehal third order system
would have been the result and a more complicated statetivajavould be the result.
Now this switching law is only valid for one particulag, in practise the calculation in
this section has to be done at every sample time of the outdradier to take account
for the changing disturbance. However, it is also possddeyill be done here, to con-
struct a lookup table by evaluating the optimal limit cycfelime for as many different
disturbance levels as the desired accuracy dictates anditieethe switching surfaces
which corresponds to the closest disturbance. This is ctatipoally very efficient
as evaluating the switching surfaces takes little reseuwd®ereas finding the optimal
limit cycle is very demanding.

An illustration of the method is shown in Figure 5 where a datian on the nonlinear
model (7) has been carried out and the associate statesypremd filtered fuel flow)
are shown. The blue line is the state evolution while the ieeklare the parts of the
optimal limit cycle trajectory (for the linear system) be@®n switches and the green
lines the part during switches.

From this plot it can be seen that the state converges to hlmaighood around the limit
cycle. This indicates as assumed that the nonlinearitig®inystem are not pronounced
in the fuel/pressure loop. Accurate convergence to the bigtle can be achieved but
it will require far more than two switches in a cycle due to mbdncertainties and
unmodelled/disregarded dynamics and disturbances anchbss is assigned to a switch
this is not desired.

As the previous method based on finite horizon MPC this methadboptimal. The
suboptimality lies in the use of a reduced order model plesseparate optimisation
of discrete and continuous decision variables in the outdrianer loop, respectively.
Further, only a finite horizon cost is used when outside therggions. However, this
needs not be the case as different methods exist for implkamgeguasi infinite horizon
strategies for linear systems [Mayne et al., 2000]. Thezooris set equal to the one
for Method A.
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Figure 5: Projection of the state trajectory into the plane contajnip, u ; after a simulation on (7).

4 Simulation Results

This section presents simulation results applying the twthods discussed in Section
3 to the nonlinear simulation model of the marine boiler. Tdwus is directed to Gap-
region 2 as this is the most interesting case regarding tipgesees required to carry
out a switch in Burner 2.

The simulation results for Method A are shown in the left cofuof Figure 6. The
disturbance profile used in the simulation is converted poagent the requested steam
flow and is shown in the plot in row three column 1 as a red linethke same plot
the green line represents the estimated disturbance afserted into a presumed re-
quested steam flow.

There are a few things to notice in this figure. The spikes @nfttel flow just after a
burner switch from Mode 1 to Mode 2 are due to prediction misimes. The horizon is
not long enough meaning that the algorithm cannot see thagethe choice of such
input sequence causes until it is too late. One could trystitigl the horizon length
taking care not to make the horizon too long. In fact this rodtts very difficult to
tune to achieve both good pressure and level control usigpreble control signals.
Also it is worth naticing the asymmetry in the pressure ewscillations when the
disturbance corresponds to the gap-region. This stemstliermanoeuvre necessary
to perform during switches. When in Mode 1 and the maximum ifyglt is injected
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Figure 6: Simulation results using Method A left and Method B right. farthe top the first row shows pres-
sure error, the second water level error, the third row shtbe$eed water flow (blue), estimated (green) and
measured (red) disturbance both converted to represergseglisteam flow, and the bottom row shows fuel
flow. The plot on the right includes the estimated steady $t@ieénput (green), the grey fields correspond to
the gap-regions. Notice the spikes in the fuel flow from 125a#n. bottom left and the asymmetry in the

pressure error oscillations in the same period top left fottide A.
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a switch to Mode 2 requires the fuel input first to reach theimim level for Mode
1. As weights are put on both the pressure error and inputgdsaalso during these
manoeuvres it will naturally cost more to switch from ModeMode 2 than the other
way around. As the final performance included a weight on tessure error and no
weight on accumulated fuel use, this is not the desired pedace. However, this
could be compensated by e.g. using a cost for the integragsdyre error or by having
asymmetric weights dependent on the current mode. Howsweh implementations
are not standard and quite cumbersome for which reasonghk peesented above are
used.

The simulation results for Method B are shown in the righuowh of Figure 6. The
lines in the plot in row three column two have the same intggiion as in the plot be-
side it and moreover the extra green line in the bottom riggttrepresents the estimated
required steady state fuel flow.

As opposed to Method A the pressure error oscillations whéime gap-region are close
to symmetric around the reference for Method B. The spikakénfuel flow are also
avoided using Method B as prediction mismatches are reduedan be seen it would
be advantageous to reduce the uncertainty on the steam fliomagsas this is the key
component in the method and too large variance on this caridegtte performance.
In particular, when close to the boundary of the gap-regiensteady state estimate
might switch between being outside and inside the gap-negime natural possibility
for reducing this phenomenon is to simply include a measargrof the steam flow
instead of relying on an estimate. However, much of the perdmce lack for this
estimate seems to come from the neglected steady state @ainearities in the low
frequency region. The estimate converges when the presaaresach a steady state
but when the input saturates the pressure becomes "uristaoléhe estimate seems to
converge slowly. It would be simple to use different modedpehdent on the current
load estimate which would be a natural extension to the ptedeapproach. This is not
done here in order to be able to compare the results from thetgthods.

Regarding the level control, only small oscillations ar¢éedted during burner on/off
switching for both methods. Part of the original setup wastadmprove pressure
performance at the expense of level regulation which has aelkieved. The variation
seems smaller though for Method B which is due to the secpieintiplementation
which ensures that the water level error is regulated to ketween burner switches.

5 Conclusion

Two different approaches to control a marine boiler equipwéh a two-stage burner
has been discussed: One, Method A, based on finite horizon MRQ a hybrid in-
ternal model and another, Method B, based on a generalisgdrbgis approach. Both
methods were able to provide satisfactory performanceikgdyth pressure and level
around the desired reference values. A direct performaocgarison is difficult due
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to the heuristics involved in both methods. Even so therestiieconclusions to be
drawn regarding the choice of method. Further the objedfeoth methods was to
minimise (9) and the performance weights were set equals Baids to the quan-
titative performance comparison for the simulation segeepresented in Section 4:
Jqg =7.64>7.47=Jp.

Method A has problems regarding prediction mismatches hwigcnot the case for
method B when in the gap-regions. However, it should be rapat that one major
assumption was made, which was that the optimal solutioanisgic. Further only the
change between two constant input levels were considered.

Both of the proposed methods are suboptimal solutions dttigenal control problem.
Further both methods requires optimisation solvers to fygpsi with the industrial
product; Method A for solving multiple optimisation probis at each sample time and
Method B for solving one at each sample time. Regarding efftiesign Method B
requires considerably more computations. The originalémgntation of Method A
using a MIP solver requires considerably longer computatiime than the proposed
solutions.

Method B has the advantage that it can easily be reduced tofeshysteresis con-
troller. The method is relevant also for normal boilers iiagnon/off burner control
and can be used for finding conventional hysteresis boundthét the inner controller
needs not be MPC type but can be replaced by any suitableodlentof designers
choice. The method is not limited to burner control but campglied with advantage
in all systems in which the actuator signal is characteréseloeing continuous over one
region and discrete outside this region.

Regarding Method B there is a risk of slow convergence aslthigyato switch when
the energy request is just outside the gap is not utiliseds iSmaturally incorporated
in Method A.

Finally Method A proved very difficult to tune to achieve bathod level and pressure
performance which did not seem to be the case for Method B ifieians that in fact
some kind of decoupling of the performance measures shaultbbsidered. This is
exactly what have been achieved with Method B even thoughwifais not intended
from the beginning.

5.1 Future Work

The future focus should be directed towards Method B. Ini@aer, interest should be
directed towards reducing the uncertainty in the steam fltinnate since this quantity
determines when we are in a gap-region and determines thehévg functions within
the gap-region. The obvious extension here is to includeenmadels in the controller
design. Further different input function could be testecewin between switches to
reduce conservatism of the method.
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Abstract

The aim of this paper is to illustrate optimality problemssarg when using receding
horizon control laws with a discontinuous cost functionalhen the optimal “station-
ary” condition for such systems is that of a limit cycle, frlitorizon control laws fail to
provide optimality. This is an inherent property of finiterizon strategies as a conse-
quence of repeated prediction mismatch. The problem isicltioice of cost functional
and prediction horizon. Focus is on the problems where charig discrete inputs are
penalised in the cost functional. We provide two solutioategies for handling this
problem; one penalising deviations from a predeterminetihogd stationary reference
trajectory in the cost functional of a receding horizon aofier. The other method is a
generalisation of hysteresis control taking a geometraggbroach looking at hypersur-
faces of the state space to determine switches in the inpetniethods are illustrated
by two simple examples.

1 Introduction

In recent years much research has been directed towardsabgtintrol of hybrid sys-
tems. [Bemporad et al., 2002; Egerstedt et al., 2006; Giah,&2001a,b; Hedlund and
Rantzer, 1999; Riedinger et al., 1999; Seatzu et al., 208Gjeét et al., 2005; Xuping
and Antsaklis, 2003]. One suggested approach, which sa#idfocus of this paper, is
based on the receding horizon control framework. In thisieaork a cost functional,
penalising future predicted deviations from a setpoirjettary, is minimised repeat-
edly, at every controller sample time, subject to variougsptal and design constraints.
Among the class of hybrid systems are those systems which iéxed discrete and
continuous decision variables. These systems are commntbe industry, e.g. in ther-
modynamical and chemical processes where a mixture offardfcontinuous valves
and heating element might be present. Using receding hociaotrol for these systems
requires definition of a cost functional describing a suéaderformance trade-off. Of-
ten it is desired to limit the number of switches in the diseréecision variables to
limit e.g. actuator wear and save resources. In particulaen a cost in the receding
horizon control problem is assigned to changes in the dseariables, the associated
cost functional becomes discontinuous.

This paper describes problems caused exactly by the castidaal becoming discon-
tinuous due to costs assigned to changes in discrete deesi@mbles. The focus is on
single input/single output systems. In particular, we agsthat the input is piecewise
constant and only takes on an upper value and a lower va{upe {u,u}.

We argue that in generaif the optimal solution is periodic (a limit cycle), optimal
performance cannot be achieved using a finite predictiorzioor

The paper is organised as follows. Firstly, this problem ésadibed in detail and
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optimisation-based methods proposed in the literaturedatrol of these systems are
reviewed. Secondly, modifications of the existing methadsandle this problem are
introduced. The methods are then applied to two simple ebesripr illustration. Fi-
nally, we discuss the extension of the methods for multippaut/multiple output pro-
cesses with e.g. mixed continuous and discrete decisidgablkas and complexity of
the methods.

2 Formulation of the Problem

First, let us make clear what is here meant by optimal perdoice.

Definition 2.1. Optimal performance: is the performance achieved usingnéegral
cost functional taking the average over an infinite horizon.

Physical systems are almost always (excluding batch psesg®perating over an “in-
finite horizon”. Hence in optimal control of the nominal sst, assuming full informa-
tion about future disturbances and reference trajectdtiecost functional is naturally
looking over an infinite horizon. However, due to computagéilbcomplexity one most
often end up minimising over a finite horizon recursivelyclises where the reference
value can be achieved, optimal performance can still becxppated using a semi-
infinite horizon strategy, having the appropriate termic@dt and terminal constraint
set [Mayne et al., 2000]. The extension of this work to cdrproblems dealing with
discontinuous dynamics and cost functional was reportdtdnar et al., 2006]. The
extension does not consider the discrete decision vasalblewever, these variables
are treated in [Cairano et al., 2008] where a hybrid versibthe control Lyapunov
function notion to ensure convergence and stability is eygal. This work consid-
ers finite-time convergence of discrete states while asgticpstability of continuous
states are guaranteed. Further the target is considereihtavwith associated steady
state inputs.

In [Bemporad and Morari, 1999; Bemporad et al., 2000], ingatontrol of Mixed
Logic Dynamical (MLD) systems, it was further noted thatithfinite horizon approach
is prohibited due to computational reasons. The cost cersifldoes not include the
average over time and it is reasoned that it could happemthatput sequence has a
finite cost. This is exactly the case when the state conveogadimit cycle where the
cost is well defined only if the average over time is considere

This means that optimisation-based methods for thesersgstee limited to the use
of finite horizon. However, taking no special precautiorss will not result in op-
timal performance. The cost functional consists of a camtirs and a discontinuous
monotonic part. The basic problem is that a finite horizoategzy will constantly keep
pushing changes in the discrete variables until at somet oivill cost more to let
the cost increase over a finite time than to switch the disaratiable which leads to a
subsequent decrease in the cost functional and the switthircThis leads us to the
following proposition.
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Proposition 2.2. Given a control problem described by a cost functional wtiiels
discontinuous jumps. If the optimal state trajectory cages to a limit cycle, finite
receding horizon control is never optimal.

Proof. First, assume that we are at the paifjtat time¢ = ¢, which is on the optimal
trajectorye*(-). Further, assume that within the finite prediction horiZgnthe per-
formance associated with the optimal trajectdry(t,, 7) has a discrete jump at time
T, =T, — é7. Thenitis possible, fof~ small enough, to find a cost (to, T,) which
has no discrete jumps such that(Ty,T,) < J*(T1,T,) = J/ (to, T,) < J*(to, T})
due to continuity of//. O

The concept of the above proposition is illustrated withftilwing example.

Example 2.3. Finite horizon control of the double integrator. The syseqmation is:

[ij - {8 (1)} {ij i m " (1)

whereu € {—1, 1}. The optimisation problem is formulated as follows:

Tp
J*(0) = min ,I.I.l.}%vu /0 U(z(r),u(r)) dr (2a)
subject to:
T, <T, i=1,...,Ny, (2b)
T‘i<Ti+17 7’:177Nu (ZC)
u(7) = u(0), T, <7 <Tj4fori=0,2,... (2d)
u(r) = —u(0), T; <7 <Tjyiforj=1,3,... (2e)

where the prediction horizof,, = 7, is set equal to the period of the optimal limit
cycle which we define as the solution(1®) defined laterT; is the time of thé’th input
change, andl; = 0. N, is the number of free control moves. Further, the dost
chosen as:

Wz(7),u(r)) = qzi (1) + p|du/dr| (3)
=qi(n)+p0(r—T)+6(r—To) +...),

for ¢, p > 0 andd(-) is the Dirac delta function. Unfortunately, the outer mifgation

in (2a)is over the integer variablev,,. For this reason the algorithm is solved itera-
tively. Figure 1 shows the result of solving the above opt@tion problem in a receding
horizon manner.

On the left the value of the cost functional is plotted. ThesHine corresponds to
the cost associated to the optimal limit cycle. The red Isthe achieved cost over a
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Figure 1: Simulation results for double integrator example. Left: parfance plots. Right: state trajectory
in the phase plane.

period with the above control law. The green line is the preatl cost divided by the
prediction horizon and the black line is the correspondimgiaved cost. On the right
the trajectory of the closed loop is shown. The red curvedsstate evolution, the blue
curve is the state trajectory corresponding to the optinmaitl cycle. The black and
green curves are open loop predictions made by the contrdfi®m these plots it is

clear that the state evolution does not converge to the @ptiimit cycle and further

the prediction mismatches are visible.

The actual performance curve over a period in the above eeampvaluated from the
following integral:

1 T;}—i—t )
7ty =g ([ arioar +20). @
whereT}}, the actual period, is defined as:

T; = min(Ts + Ty, T3), (5)
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with Ty being the time since the last input change @hénd7; being the future times
at which the second and third input change take place regpkyct

A consequence of Proposition 2.2 is that even knowing thengptperiod in advance
and setting the control horizon equal to a multipleof the optimal period’), = NT};
and forcingN,, = 2N input changes do not provide a closed loop performance equal
to the optimal one. This is exactly the setup in the above @&am

Before proceeding we recall that having an infinite horizthrere is a need to take
the average over time to ensure a finite cost. The same goe itiges a variable
finite horizon to avoid the discrete variables to switch & & constraints allow them
to. However, taking the average over time in an infinite hamistrategy makes the
optimisation non-unique. In particular, it is possible tdfimore than one candidate to
the optimal input, minimising the cost

T
T@©).u() = 5 [ Uatr),ur)dr ©

for T' — oo. However, when the state converges to a limit cycle, thisdsa@ne prob-
lem: for any finiteT" the difference between both the costs and the solution iassdc
with each candidate can oscillate. It can be seen that pisi@tvonvergence is obtained
when minimising (6) directly. However, the convergence iiatslow and according to
a harmonic series. We return to this issue in Section 3.

2.1 Previous Work

In both [Tsuda et al., 2000] and [Sarabia et al., 2005], nutlere proposed for con-
trolling systems of which the state converges to a limit eytlowever, neither of them
assign weights to the changes in the discrete decisiorblesizand in turn both operate
with a continuous cost functional. This makes the problerfinofing switching times
for the discrete variables a matter of scheduling. E.g. figthe appropriate duty cycle.
Even though these methods do not directly treat the probisousised in this paper it
is useful to look at the suggested approaches as ideas fesa ttan be applied to the
setup treated here.

In [Tsuda et al., 2000], the authors refer to the discrete fith.D systems framework.
These systems have the property of allowinGyaling Steady Stateondition as de-
scribed in [Tsuda et al., 2000]. To control these systenesatithors suggest finding
an entire “steady” state sequence by optimisation and tlaek this predetermined cy-
cling “steady” state trajectory in a finite horizon contrahl. However, the optimisation
problem has to be solved at every time instance if it is to tdi@nges in disturbances
and references into account. The cost functional minimisqeenalising large peri-
ods to facilitate online computations. Still, however, taéculations are cumbersome,
involving mixed integer optimisation, making the methosidattractive for online im-
plementation.
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The advantages of this method are that it is discrete andehaineady handles the
sample problem present in continuous time algorithms. Heurtas it is discrete, it
actually returns the optimal solution of the sampled systestead of an approximation
of this when rounding continuous time variables to samplegso

In [Sarabia et al., 2005], another approach is taken. A bgiaorizon model predictive
control algorithm for general nonlinear systems with mixkscrete and continuous
inputs is introduced. The assumption used is that a limitecisreached at the end
of the prediction horizon. Further, the discrete naturehef problem is a matter of
scheduling batch units.

The internal model is integrated until a full number of pde@f the slowest underlying
unit have been performed. The optimisation is over switghtiimes for both continuous
and discrete variables as well as amplitudes of continuatiahes.

The resulting optimisation problem is unfortunately noahr and non-convex, how-
ever, integer variables are avoided if the method is résttito a continuous time model
in which the switching times are continuous variables. Tle¢hod does not take the av-
erage over time in the performance index which is over a kbgihorizon. This should
lead to the system switching the input variables as fast esdhnstraints allow. The
reason is that the shorter the horizon the lower the costs iShiue to the monotonic
increasing nature of the cost function with horizon. Fos tigiason the approach is not
directly applicable to our setup where costs are assignéetimput changes. A simple
example shows that an algorithm only predicting one pertoehd (variable horizon)
will never converge to the optimum and also suffers from jatézh mismatch.
In[Larsen et al., 2005], the authors use the MLD modelliagrfework for the control of
refrigeration systems and propose a finite horizon costtiomal which has a penalty
on compressor switches. Hence the cost functional sugfésttiscontinuous. This
method suffers exactly from the lag of optimality explairiedProposition 2.2.

Many authors have focused on switched linear and affine aotons systems, e.qg.
[Giua et al., 2001b; Seatzu et al., 2006; Xuping and AntsakD03]. In particular, it is
noticed that when the switching sequence is predetermiheayptimal control reduces
to a state feedback. However, the focus is restricted to & fimimber of switches. In
[Giua et al., 20014a], the stability of these systems, whemilmber of switches goes
to infinity, is studied. However, this is for stable dynamaesl no switching cost.

In [Hedlund and Rantzer, 1999], an optimal control exampkdternate heating of two
furnaces is treated. This control results in a limit cycladagour. The cost functional
considers only a finite number of switches and to get a boundst] the time weight
e~tis introduced.

In the next section we propose methods for handling the problarising using finite
horizon.
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3 Methods

The methods described in this paper are based on one key atssyithere exists an

optimal infinite horizon periodic solution (limit cycle)This is the case for instance
when the system cannot be brought to rest at a constantmeéevalue. We focus on
linear time invariant continuous time processes of the form

z(t) = Ax(t) + Bu(t) (7a)
y(t) = Cx(t) (7b)

wherez € R”, y € R andu(t) : [0,00) — {u,u}. The restriction to strictly proper
systems is only made to simplify notation. We assume for #ke ®f notational sim-
plicity that the input is symmetriey(t) € {—1, 1}, and defineA = «(0), such that:

Aforo<t<T)
u(t) =4 —AforTy <t <Tp (8)
A forTy <t < T3 etc.

The general cost functional treated is:

J(x(0),u(-)) = lim — l(e(r),u(r))dr 9)
T—oo T 0
wheree(7) = r(7)—y(7) and the piecewise continuol(&(7), u(7)) : R x {u,u} — R
includes a quadratic penalty on the tracking error and a foostwitching the input.
Hence:
Ie(r),u(r)) = qe*(7) + p (8 (7 = T1) + 8 (1 = Ta) +...), (10)
wheregq > 0 is the cost associated with output deviations from the esfeg, ang > 0
is the cost assigned to the changes in the input sigifal.is the Dirac delta function,
andT; is the time of the'th input change.
There exists systems where the optimal strategy has a finitéer of switches. For
such systems the cost assigned to a constant offset is Es#tt of following a limit
cycle. In case of stable systems where no integral cost igresbto the tracking er-
ror, the state converges asymptotically to the equilibriyn = —A~!Bu,, and the
optimal cost is:
Jis =q(r— CxSS)Q , 2(0) € 244 (11)
In this case the solution is simple and can, when treatingrewmous stable, systems
be found as a state feedback [Giua et al., 2001b].
However, there also exists systems where the optimal giyratentains infinitely many
switches. Minimising (9) in an ordinary online receding iaon algorithm for these
systems results in a cost converging to:

inf J(2(0). u()) = J; (12)
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where.J;, is the cost of staying on the optimal limit cyc with period7};.

1 %

Tio= g [ et ()i 2(0) = 2(2;) € 5° (13)
Ty Jo

To find the optimal strategy for these systems we pose theWoily optimisation prob-

lem:

Problem 3.1. Given the cost:

T
D) =1 [ etr)utrr 14)
0
find the argument that minimises this cost:

(-, T) = arg ir(lt; J(T) (15)

From this optimisation problem it is possible to define aniropt input minimising
(9), which is unique (a.e.).

Theorem 3.2. The optimal inputy*(¢), defined by

w(t) = lim a(t,T), ¥t >0 (16)

is well defined, minimise®) and under this input the cost converges to that of the
optimal limit cycle,J;\..

Proof. The fact that the input*(¢) minimises (9) and makes the cost converge to that
of the limit cycle,J;:,, follows by construction. We then need to prove well defiressn
Evaluation of (15) as a function @f will cause the time of the first input switch (7')

to have the behaviour as in Figure 2 left. In the figure the pehcacircles illustrates
T, (T) just after a new input switch enters the horizon. The redsstiustrate: (T")
just before a new switch is introduced. The blue line represthe evolution of ; (T')
between introduction of extra switches. Finally, the grigses are included to visualise
convergence.

Now when the first switch converges, we note that under mitditmns the distribution
of the remaining switches will occur according to Figureghti The figure shows the
integrated cost before (blue) and after (green) a switclurscc These switches are
equally spaced over the remaining time frafie= 7" — T} for symmetry reasons.
Now, if the remaining switches are equally spaced, we cak &ahe time, 7, ,,
just before one particular switching time which relativeTtois 7, = T, — T1.
Note that the time between remaining switches willlhgn. We then investigate the
convergence of the switching times for the number of swiehe— oco. First define
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Figure 2: Solving (15) for a particular system. The left plot shows @mence ofl’ (T), the red open
circles illustrateT’; (T') just after a new input switch enters the horizon. The redsstiaistrateT’ (T') just
before a new switch is introduced. The blue line represédmgsetolution of7 (7") between introduction
of extra switches. Finally, the green lines are includedisoialise convergence. The right plot shows the
integrated cost before (blue) and after (green) a switchrscc

0 <9, <T,41 — T,. Then the difference in time between switches for a casemwith
and a case with + 1 switches will be:

T, T,+06, T,—nd,

8T, = — — = 17
" on n+1 n(n+1) (47
and T 5
T, = T - S 0f — 1
0T, nt D) e+l 0forn — oo (18)
Hencef(T') = u(t,T) has a well defined limit fof” — oo.
O

Note that the convergence is very slow and further there lvélla constant error in
the last switche = lim,,_,, nd7T,, = J,,. These aspects can, however, be fixed by
sampling the horizofi" asTj, = Ty + kT, (1, the period of the optimal limit cycle).
Then there exists = N independent of, for which the solution in future time will
be arbitrarily close to a periodic solution. When this is sewétch will always occur
just after the sample at tiniE", meaning that convergence will be fast.

Note that having the optimal solution at each sample timedsies not take care of
prediction mismatches as varyifig results in different input optimal sequences. How-
ever, from the above we more or less get the following lemmérée.

Lemma 3.3. Choosing a fixed time sequeritg independent of the controller update
time, the receding horizon implementation is consistetttouit prediction mismatch.

Proof. This follows from the optimality principle. Given the optahinput function,
u*(-) attimet, using the samplingy, € {11, 15, ... }, then attime + ¢ the same input
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function is still optimal, corresponding to the samplifige {17 — 6,75 —9, ... }. This
corresponds to dividing the integral (14) into a part repnéigg the past and another
representing the future with the future part being a compbaoga previously optimal
solution. O

Such a sampling always exists. Therefore, in practice thgbag can be defined by
first finding this limit cycle and then choosing aty so T}, = Ty + nT,; whereT is
the period of the limit cycle, please refer to Section 4 faaraples of this. To solve the
optimisation problem, one needs to iteratentil someT), € {T},Ts,...} > T to
which the state has converged within a user-defined distarte limit cycle.

This optimisation problem is NP-hard. Even if we set an ufgmemd onl’y, the num-
ber of input switches is still a free variable. In the remaindf this section we present
two methods for approximating the above optimisation pobl The idea behind these
approximations is that among the solutions minimising (@)taose reaching the limit
cycle in finite time or with asymptotic convergence. Therefit seems natural to focus
on how to approach the limit cycle as this initial behavioilf e important in practical
applications. But first we shall find the optimal trajectory.

3.1 Finding the Optimal Reference Trajectory

The system under consideration is assumed to be cont®kaid further the weights
in the cost functional are chosen such that a limit cycle doést. To find the optimal
trajectory, we solve the following optimisation problemialtnis a continuous time
variant of the one in [Tsuda et al., 2000] with a differenttdasctional.

1 [T
Ji = - ,;I(loi)r,lu(») ?p /0 x(T),u(r))dr (19a)
subj. to:
z(Tp) = 2(0),u(0) = +1 (19b)
z(1) # z(0)VT < T,, (19¢c)

where two changes in the input are allowed. The last changenistrained to occur at
time 7 = 7, meaning that the optimisation can be performed by decidirlg when
the first change should occur. Note that in this case the @ns(19c) is no special
restriction onz(0) for first order systems. The cost functional can be rewrigign

1 DcT, T,
Tie(@(0), u() = o </ Ua(r), u(r))dr + / a(r), u(T))dT) (20)
T, 0 D.T,
whereD,. is the duty cycle expressing the portion of the period withittput at its high
level. The solution of (7a) for constan{t) = A is given by:

¢
z(t) = ex(0) —|—/ A7) dr BA (21)
0
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If the model is of a high order, the computational complexian be reduced by ap-
proximating the solution by a Taylor series expansion tglea many derivative terms
as required for appropriate accuracy see e.g. [MaciejQ#ekil].

The optimal period’#, duty cycle,D* and initial conditionz*(0) define the reference
trajectory together with the system (7). The referencesttayy is made up of two
curves inR™ corresponding to each of the input levels and is piecewisgirmoous
with well defined switching points at the intersections. ik two new points™ =
z*(0) andz™ = 2*(D.T,) = —z*(0) to be the points on the limit cycle where a switch
in input from negative to positive and positive to negaticewrs respectively.

It is possible for stable systems to use pure feedforwardrabto approach the limit
cycle by just changing the input level according to the optiperiod and duty cy-
cle. However, this method is obviously not very robust. dastin the following, two
different feedback methods are discussed.

3.2 Method A: Reference Tracking

This approach is based on a more or less traditional moddigines control frame-
work. For an overview of conventional MPC, reference is mad#&laciejowski, 2001;
Rossiter, 2003]. The method is based on the following findiezon optimisation prob-
lem:
TP

7 (2(0) =min [ [Q¥e(r)ar (22)
wheree(7) = z;.(7) —z(7) andT},, = T}, the period of the optimal limit cycle to track.
Knowing the optimal limit cycle, it can be identified as preéd from an autonomous
piecewise affine system. In this way, given initial condiga;.(0) andx(0) the current
state, a prediction of the tracking error can be generated the model:

)=o) e []s e
W=l -l hc(g)} (23b)

_ {1 for x;.(t) € ST (230)

—1fora(t) e S

whereS* andS™ correspond to components of the limit cycle with positivetihand
negative input respectively. At each controller updateiniteal condition of the refer-
ence modek;.(0) specifies where to start penalising deviations from. Defirepiro-
jection mapPr(x, %) : R" x R" — S taking a state in the phase plane and project
it onto the optimal limit cycleS. Now take the initial point on the limit cycle as
z1(0) = Pr(z(0),(0)) given a suitable projection map. Also note that it is possi-
ble to define the uniqgue map between a state belonging torttieclycle and time as:
(x*,2*) — c(z*,2%) =t, t € [0,T).
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There are many ways to define the projection map. One patlgidimple way, which
gives reasonable results in the examples treated in thierpagsimply to start at some
arbitrary stater;.(0) and then simply use;.(s),s = t mod T}, as initial conditions.
This implies that the reference trajectory is started atestime¢ = 0 and then the
control problem consists of catching up with it.

Examples are presented later in Section 4.

3.3 Method B: A Geometrical Approach to State Feedback

The second approach we apply is a variant of time-optimafrobnThe performance
in (9) is penalising the number of switches and has an incrga®st over time. Time-
optimal control seems like a good choice for driving theestatthe target set as it rep-
resents the fastest way to reach the limit cycle using thesewossible input changes.
Also itis expected that the states, using the original ojsttion problem, will get close
to the limit cycle in short time and when close, the limit @/clan be reached without
a high cost. Furthermore, for linear systems with eigerashaving negative and zero
real parts, the time-optimal controller is known to be ameaxtal controller (bang-bang)
[Athans and Falb, 1966] and hence applies to the subclassst#as treated here. A
significant amount of research has been devoted to timeaaptiontrol, especially in
the sixties see e.g. [Athans and Falb, 1966; Lee and Marl&§, Tor the time domain
approach or [Lim, 1969] for a frequency domain approach onf&g, 1998] for a more
recent publication focusing on convex problems.

Before proceeding to the controller definition it is impaitao recall the geometric
representation of solution curves and the optimal limiteye the phase plane.

Geometric representation of optimal limit cycles

Focus is mainly on systems where the eigenvectors have geommailtiplicity equal
to 1. The only exception is when the corresponding eigeevialequal to 0. However,
this case is treated separately below. The extension ta@egigenvalues is possible,
but the calculations involved are tedious and it may not Izeside to find an analytic
expression for the corresponding limit cycle for eigenealwith multiplicity larger
than 4. The system is first put into the Jordan canonical fddori and Johnson,
1999]. The transformation = 7'~ takes the state (7a) to

2(t) = Az(t) + Bu(t) (24)
whereB = T-1B andA = T~' AT having the Jordan block structure:
Ry (A1)
0
i Ry (Ap) o) (25)

Cur (M)
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A cN)
whereR,,,(\) = l ] is ann; x n; matrix andC,,; () = [ 1 is a
A c(n)

2n; x 2n; matrix with elements’(\) = [‘“5’:5 a—oi[)’:|' Furthermore, the eigenvalues

are organised such that > --- > X\, anda, > -+ > .
The solution to (24) for constami(t) = A is given as:

2(t) = et (Z(O) + /Ot e_ATdTBA> (26)

wherez(0) € S, which can be solved to get:

2(t) = e (2(0) + A"'BA) — A71BA (27)

Now eliminating time in (27) is done differently depending the type of eigenval-
ues. Below the strategy for the three types of systems isshagsuming: = 2 for
simplicity:

Real negative eigenvaluesEquation (27) can be written as:
eht
0= || - 28)

whereg = A"'BA = —z(c0) andM = diag(z(0) + g). Assuming that(0) € S is
chosen such thatet (M) # 0 then

olt) = M G0 +.0) = | @9)

A2
Settinge?! = (M) ™ andu(t) = [vl(t)mQ(t)]T results in:

A2

vy = vy (30)

which gives the following representation of the part of tineitl cycle corresponding to
A:

A2

8% ={(v1,v2)|f(v) = va — v =0} (31)

The full limit cycle is the union of everything between théarsection of the two curves
corresponding ta\ and— A respectively.
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Complex eigenvaluesin this case it is not possible to eliminate time unless we use
complex calculation. This was the reason for using the cempbrdan form in (25).
The solution to the system is given by:

e(a+iﬁ)t
z(t) =M L(a—m)t] 9 (32)
which again can be put into the form:
= e(a—i—iﬂ)t
o) =M G0 +9) = i @)
with v(t) = [’Ul(t),’l]g(t)]T. Then use the following relationships:
V Vg = elatiB)t (a—if)t _ 2at _ (621&)0‘ (34)
B
1 _ platiB)t ,—(a—iB)t _ 2iBt _ (ezt)iﬁ _ {(eZt)a} = (35)
U2
to get a representation of each part of the limit cycle:
iB
8% = {(mw)lf () = >~ (w2) = =0} (36)
Double eigenvalue in zeroThe Jordan form is given as:
o1 by
2(t) = [O 0} z(t) + {62] u(t) (37)
takingz(t) = [z1(t), z2(t)] the solution is:
17 7 t?
|:Zl(t):| _ |:2b2A 22(0~)+b1A 21(0):| ¢ (38)
22 (t> 0 boA 29 (0) 1
hence witht = (25(t) — 22(0))/(baA),
1 b
21 (t) = — (2’2 (t)Q — 29 (0)2) + ; (Zg (t) — 29 (0)) + 21 (0) (39)
2b2A b2
This gives the following representation of each part of thatlcycle:
8% = {(z,9)|f (21, 22) = (22(t)* — 22(0)*) + (40)
2ba A
by

+ : (22(t) = 22(0)) + 21(0) — z1(t) = 0}
2
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In higher dimensionsp > 2, the curves of the limit cycle can be expressed as the
intersection ofn — 1 hypersurfaces. The combination of the three representat
possible even though in case of the complex eigenvaluesdtisbvious how and if it

is useful.

The limit cycle is a piecewise smooth 1-dimensional embddaanifold being the
intersection ofx — 1 smoothn — 1-dimensional embedded manifolds, hypersurfaces.

Controller

We suggest a control strategy that is based on the geonte&prasentation of the op-
timal limit cycle. The approach resembles time-optimaltoolin which the boundary
oS of the optimal limit cycle, together with hypersurfacesresponding to each input
level, divides the space into two: one for positive and onenfegative input. Opti-
mally, this would be a matter of steering the state in minimume to the set defined
by the limit cycle when outside the limit cycle. However, stnot clear how such a
time-optimal controller should be constructed, so insteadould steer the state to one
of the points;zT, 2=, on the limit cycle where a switch in input occurs. This wilita-
matically mean that the total limit cycle would be part of #wution. However, when
steering for non-equilibrium points, the switching sugaare asymmetric, [Athans
and Falb, 1966], which complicates matters. Instead, drdystvitching surface corre-
sponding to the opposite input of the one leading to the &itcpoint along the limit
cycle is calculated. This is done for both switching points 2~ to get two hyper-
surfaces, the union of which divides the state space ineethegions: one where the
positive input should be applied, and one where the negatuet should be applied.
Finally there is a region representing the “inside” of thmiticycle where no input is
defined so it is left unchanged.

The steps in designing the controller are:

1 Find the optimal limit cycle by solving (19).

2 Calculate switching surfaces and their domains, staftmg the pointsz™ and
x~ respectively, using techniques from time-optimal control

3 The control law aims to evaluate the functions represgtiia switching surfaces
and to check their sign. Based on this information the cdintput can be set to
eitheru(t) = —1, u(t) = 1.

In the next section we illustrate the two methods proposet wicouple of simple
examples.



270 PAPER H

4 Examples

Example 4.1. Triple integrator: the differential equation is simpiy (¢) = w(t), which
for constantu(t) = A has the solution:

To| = (0
T3

0
0 0 A z3(0)

The input is limited tau(t) € {—1,1} andy(t) = x1(¢) andr(t) = 0. The design

parameters arey = 1 andp = 507. Now find the optimal limit cycle by solvir{@9)

to get switching points™, 2~ and the optimal period’;. The limit cycle is symmetric

and hence the duty cycle I3, = 1/2. Next we seek the switching surfaces. First, find

I'~, the curve along which the state approacheswith negative input(t) = —1 by

settingt = —7 (7 > 0) in (41)and eliminatingr. This curve is given by the intersection

of the two hypersurfaces:

(41)

_ 1 1
fi(z)= 6(9632 —a8)® + 5563(9532 —a8)? — ay(wgy — af) + 2} —212 =0 (42)

fz_(ﬂf):*%( 30 — 23)? — a§(ws2 — 2§) + 2§ — w2 = 0 (43)
over the domain{z|z} < z3}. These curves are equivalent to those discussed in
Section 3.3 for second order systems. The next step is tdérsitface}V +, on which
a positive input can bring the state to the cuive. To do this, set = —s (s > 0)
in (41) and set the initial condition to the points dir defined byf,;” = 0, f;” = 0.

By eliminatings and points o'~ from the equation, the following expression for the
surface can be derived:

1 1
gt (z) = 5 (wa2 — z3) + S 7ar(ws2 — 23)? + Too(232 — 3) + 212 — 21 =0 (44)

with x12, £22, 232 being points ori”~ found from(42), (43) and:
1/2

1 2
ZT3g = (2(x§ + xg )+ xg — x2> (45)

The domainXy,+ C R? on whichWW is defined is:

10,2 02 0
(x5 — 29" ) + a5 forzs <0

Xw+ = m’mg < 2(1 o, 0)2 ° 3 (46)
—3lz3 — 23"+ 25 forzz >0

The curve and surfacé™ and W~ can be found in a similar manner starting from the
point 2. Now define a new function describing the surface dividirgstate space
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= W* U W~. This function is given as:

(2) = gt (z) for z(t) € Xy+
g g~ (z) for z(t) € Xy

Finally, define the space above the surfadeas M~ and the space below a/*
being regions of the state space where a negative input oséipe input can take the
state to one of the switching surfaces.

Now a feedback law can be designed to steer the state to theyiohe as:

(47)

1forz(t) e M+

—1fora(t) e M~

1forz(t) e WT\T~

u(t) = ¢ —1forz(t) e W-\T'" (48)
1forz(t) € F+

—1forz(t) €

u(t) for z(t) € R3 \ (Xw+ UXw-)

The switching surfaces for this control law are shown in F&g8. The optimal limit
cycle is also plotted as a blue curve.

The control lam(48) and the one using Method A have been simulated, and thegesult
are shown in Figure 4.

The top plot shows the value of the cost functional. The ihgedorresponds to the
cost associated with the optimal limit cycle. The red linéhis cost achieved by ap-
plying Method A, and the green line is the cost achieved byyapgpMethod B. The
performance is evaluated using the performancé4in The bottom plots show the
trajectory of the closed loop in the phase plane projectetb dhe 1, x5 plane left
and onto ther,, 23 plane right. The red curve is the state evolution using Méthp
the green curve is the state evolution using Method B, andline curve is the state
trajectory corresponding to the optimal limit cycle.

As can be seen, both methods result in the state convergthg tonit cycle.

Example 4.2. Complex stable pole pair: The system is described by thereliftial

equation:
T a B |x 0
R R HE ®

where againu(t) € {—1,1}, « = —0.2, 6 = 0.1 andy(t) = x1(¢) andr(t) = 0. The
limit cycle is found fron{19) to get switching points™, 2—, withq = 1 andp = 7 /4.
In this example we would again like to use the geometric ssration of the limit
cycle, se€36). However, as the equation representing the curve on thenapitycle
produces a complex number, it has not been found obvious ddefine an analogue
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:::::::::
::::::
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2

Figure 3: Switching surfaces and optimal limit cycle for the triple igtator example.

law to the one in the previous example. Furthermore, timiéatad control of systems
with complex pole pairs is known to generate switching sia$awhich cannot be de-
scribed analytically. Further, in time-optimal control ercannot hold the same input
level for more thanr /3 seconds which will result in a large number of switches when
far from the limit cycle. However, this method does not talte account that a cost is
assigned to switches. For these reasons, we propose a swjtchrve for keeping the
state trajectory on the limit cycle which is not directlyatdd to time-optimal control.
The proposed switching curve is shown in Figure 5 as the bliaek It is composed
of the three line segmenks™, '~ andI'°. I'", T'~ are defined as the natural extension
of the curves representing the limit cycle along the linecdbed by the vector field
evaluated in the points™, z .

I (2) = {(21,22)|(Ax~ — B)T(z —27) = 0,25 < 23 } (50)
I (z) = {(z1,22)|(Az" + B)T (z — 1) = 0,29 > 27} (51)
I'Y is simply the line connecting the point, z— and therefore the sefs*,I'~. Hence

the switching curve becom&s= I't UT° UT'~. This curve divides the state space into
two regions: onel/ * in which the input is positive, and ordé ~ in which the input is
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negative. The control law then becomes:

(52)

u

_ Jiforz(t)e MT\T
)= —1fora(t) e M~

The control law(52) together with Method A have been simulated and the resudts ar
shown in Figure 5.

On the left the value of the cost functional is plotted. TheeHine corresponds to
the cost associated with the optimal limit cycle. The reé imthe cost achieved by
applying Method A, and the green line is the cost achievedopyyang Method B. The
performance is evaluated usirfd). On the right the trajectory of the closed loop is
shown. The red curve is the state evolution using Methodegieen curve is the state
evolution using Method B, and the blue curve is the statettayy corresponding to
the optimal limit cycle.

As can be seen, both methods result in the state convergthg timit cycle.

In fact, as the system is stable, many other lines could haea lised as switching
curves. The curves chosen are those which are tangents tm#sedefined from time-
optimal control to the two points defining the limit cycle.

70
60 q
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a0F \T— ]
30 1 1 1 1 1
0 10 20 30 40 50 60
Time [s]
4 4
[ e
8 9 8 2
= =
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= 0 ® 0
g g
@ @
8 -2 8 -2
<< <
-4 -4
-10 -5 0 5 -4 -2 0 2 4
Position x Velocity -

Figure 4: Simulation results for triple integrator example. Top: perfance plots. Bottom: state trajectory
in the phase plane.
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5 Discussion

In the examples above only systems of up to third order werated. The methods
apply to systems of higher order, although it is obvious thatcomplexity of both
Method A and Method B increases when increasing the staterdiion. However,
the authors also think that these small examples are impgarigheir own right, as
many processes in the industry often can be approximatedrdty $econd or third
order systems.

Method A suffers from the fact that it requires a certain tigy@chronisation. This
is an extra constraint that results in an unnecessary ctss. i especially a problem
when disturbances are acting on the system. However, byintgfanmore elaborate
projection mapPr(z, &), these shortcomings can be avoided.

The time-optimal strategy, Method B, can be seen as a waydihfjhysteresis bounds
dependent on the state and not only the controlled output.

Stability and robustness issues for both the proposed mgthave not yet been rig-
orously analysed. Especially Method B will be sensitive todel uncertainties and
disturbances leading to a scattering behaviour aroundrtiiedycle. However, as the
number of input switches is costly, this cannot be toleratedsuch cases one could
define a region around the limit cycle where the input is offilgrgged upon entry and
at the switching point defining the limit cycle.

Regarding implementation, Method A is fairly straight femd, whereas Method B
will to some degree depend on the chosen sample time in avddgtect crossing of
switching surfaces in time. To overcome this problem, onddccoun the algorithm at
a low sample rate and then project the current state one saahphd to see if the state

15

Cost
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T2
o

0.5

——

0 10 20 30 40 50 60 -3 -2 -1
Time [s]

Figure 5: Simulation results for complex pole pair example. Left: perfance plots. Right: state trajectory
in the phase plane.
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trajectory is going to cross the switching surface in betwsamples. If an estimate
of the time at which the crossing takes place can be genethisaould be sent to an
underlying faster process handling input/output sampling

5.1 Complexity

Concerning the reference tracking strategy, Method A, wectaclude as in [Sarabia
et al., 2005] that the optimisation problem is unfortunatenlinear and non-convex
which makes it hard to solve. However, integer variableswaoéded as the optimisation
is over switching times.

The limit cycle can be calculated off line, and a lookup tat¥@& be generated as a
function of the measurable disturbance or changing retergalue.

Like Method A, some calculations might be done off line forthted B. For instance
one could find switching surfaces for a number of referentgegaand disturbances off
line and then implement it as a lookup table.

The calculations in Method B, once the switching surfaceskaown, are very fast as it
amounts to evaluating the sign of certain functions. Thikesdhis method applicable
to systems requiring a high sample frequency as opposed tiooldl&\.

5.2 Mixed Continuous/discrete Decision Variables

It is not obvious how to add continuous variables to the probl[Sarabia et al., 2005]
suggested one method described in Section 2.1 from whiels icken be used to include
continuous variables in Method A. However, this increakesaiready high complexity
of this algorithm.

Another far simpler approach is to make sequential loopirtpslf there is only one
discrete variable, this could be ignored when designindgrobiers for the other loops
and then finally use the methods proposed in this paper onahglty closed loop
system.

6 Conclusions and Future Works

6.1 Conclusions

It was shown that receding horizon control algorithms, gsirfinite prediction horizon
for systems with mixed discrete and continuous decisioiakas does not converge to
the optimal solution when this state converges to a limileynd the cost functional
is discontinuous. The problem is that using a finite horizontiol law there will be
a prediction mismatch. Intuitively, a finite horizon algbrm will not “invest” in a
discrete decision with a cost, if the “return-of-investrtiigdakes a significant time, so
the predicted decisions will always be postponed relatitheir optimal times. Hence
there is a need for algorithms for handling the infinite haniaspects. Such a method
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has been presented using sampling of the prediction hoamdra notation of absolute
time. However, as a pure infinite horizon approach is not agatmwnally tractable, two
methods for handling this problem were presented. One appneas based on tracking
the optimal limit cycle in a receding horizon manner, wherte other method bears
resemblance to time-optimal control by using a geometapgiroach, which defines
switching surfaces for the input in the state space.

Analytic expressions for the limit cycles were found andvei helpful in designing
switching surfaces for systems with no complex eigenvalues

Both the suggested methods were illustrated on the tripdgyiator and showed con-
vergence of the state to the limit cycle. In case of systents eomplex pole pair,
convergence was also established. Simple heuristic swicurfaces for this system
were also presented.

6.2 Future Work

In general there is a need to consider infinite horizon gresewhen designing con-
trollers for systems using discontinuous cost functiomakre is a challenge in making
both the suggested methods proposed in this paper work $terag with multiple in-
puts/multiple outputs and mixed discrete/continuoustispeven though the ideas from
[Sarabia et al., 2005] can be considered in case of the refefflellowing method. Also
robustness and stability issues for the proposed methausmean open question.
Further, there might be other more suitable and less indobteategies for using the
geometric representation of the limit cycles directly ia ttontroller design.

Finally, unstable systems with positive real part of theegaiglues need attention.
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