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Abstract

Increased energy costs have brought about increased concéilding owners about the operating
cost and energy budgets for buildings. This growing energy coaservconsciousness has brought
about many changes in the attention focused on the energy perfornfdnglelmgs, particularly that of
heating, ventilating, and airconditioning systems - hereafter abbreviaté€ Hystems. Various types
of heating, ventilating, and air-conditioning (HVAC) applications are: tpant buildings, banks, office
buildings, hospitals, industrial plants, schools, restaurants, deparstoeas, hotels, etc.

This project aims at optimal model-based control of a typical industrial Hs{&tem consisting of
a heat rocovery wheel and a water-to-air heat exchanger. In then¢tHVAC system a certain amount
of water circulates through the coil and the temperature of the inlet air isadleatiby the amount of
hot water injected to the hydronic circuit where the coil is installed. Howévéne new HVAC system
the water flow through the coil is manipulated as a control variable too. Thusll result in less
energy consumption by the pump which supplies the coil as the pump spee@evélade at part load
conditions.

HVAC systems are in steady state conditions more than 95% of their operatingTarteat end,
to derive optimality criteria a static model for the HVAC system is supposed. obfextive function
is composed of the electrical power for different components, encaimgatans, primary/secondary
pump, tertiary pump, and air-to-air heat exchanger wheel; and a fractitmermal power used by
the HVAC system. The goals that have to be achieved by the HVAC systeeaapp constraints in
the optimization problem. Solving the defined problem results in two optimality critéfiemaximum
exploitation of the heat recovery wheel. 2- equality of the supply hot whtterand the water flow
going through the coil.

Then the optimal model-based controller (Here Model Predictive CortBIC’ is applied) is de-
signed to follow the goals of the HVAC system (comfort conditions) while thacglity criteria are met.
The HVAC system is splitted into two independent subsystems (the heaergcekieel and the water-
to-air heat exchanger) through an internal feedback. By selectinddieset-points and appropriate
cost functions for each subsystem’s controller the optimal control syrédegspected to gaurantee the
minimum thermal and electrical energy consumption. Then, the optimal cotrtatégy which was de-
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viii Abstract

veloped is adopted for implemenation in a real life HVAC system. The bypaggflablem is addressed
and a controller is introdeuced to deal with this problem.

Finally, a simplified control structure is proposed for optimal control of tMAEl system. The pro-
posed simple control algorithm can be implemented through two propotionatah{&d) controllers.
All models and control algorithms which are developed throughout this thasesbeen verified exper-
imentally.
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@gede udgifter til energi har medfart gget bekymring hos boligejere drniisomkostninger og en-
ergi omkostninger for bygninger. Denne voksende energibespabeladsthed har medfgrt mange
gendringer i opmaerksomheden om bygningers energimeessige ydeesnaf,isarme, ventilation og
aircondition systemer - herefter forkortet HVAC-systemer. Forskelligenér for opvarmning, venti-
lation og aircondition (HVAC) ansgsystemer er: boligkomplekser, bakkatorbygninger, sygehuse,
fabrikker, skoler, restauranter, varehuse, hoteller osv.

Dette projekt omhandler optimal model-baseret kontrol af et typisk industi&C system som
beshr af et varmegenvindingshjul og en vand-til-luft-varmeveksler. | detzgrende HVAC system
cirkulerer en vis meengde vand gennem varmeveksleren og temperdteestgret af maengden varmt
vand der injicere i vand kredsen, hvor varmeveksleren er installeret iMet nye HVAC system er
vandet som Igber gennem varmeveksleren yderemere en kontrdblgari2ette resultere i et lavere
energiforbrug i varmeveksleren pumpen, der forsyner varmeveksteed varmt vand, idet pumpens
hastighed vil reduceres ved del last situationer.

HVAC-systemer er i steady state betingelser i mere end 95% af deresidlriRerfor anvendes til
at udregne kriteriet for optimal drift. Cost funktion er sammensat af ¢kireske strgm til forskellige
komponenter, det omfatter blgsere, primeere/sekundaere pumpe, tertiaer, pagriyft-til-luft varmevek-
sler, og en brgkdel af den termiske effekt der anvendes af HVA@sysDe nal, der skal opfyldes af
HVAC system vises som begreensninger i optimeringsproblemet. Et lgserfproblem resulterer
i to optimal udnyttelse kriterier: 1 - maksimal udnyttelse af varmegenvindinigghj2 - flowet fra
varmtvandsforsyningen skal veere lig med flowet gennem varmevetslere

Herefter er den optimale model-baseret controller (Model Predictiver@loMPC’ anvendt) de-
signet til at fglge ralene i HVAC system (komfort betingelser), mens de optimale udnyttelsei&riear
opfyldt. HVAC systemet er delt i to uafheengige delsystemer (varmegengsitjulet og vand-til-luft-
varmeveksler) gennem en indre feedback. Ved at veelge de rigtigesieiep og relevante omkostnings
funktioner for hvert delsystem’s controller, er den optimale strategi émtrol overholdt ved at sikre
et mindsteral af termisk og elektrisk energi forbrug. Derefter er den optimale kbstrategi, imple-
menteret i et industrielt HYAC system. Shunt flow problem er rettet og etraier introduceres for
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handtere dette problem.
Endelig forshs en forenklet kontrol struktur, til optimal kontrol af HVAC system. Derefkede
enkle kontrol algoritme kan gennemfgres ved hjeaelp af to propotional-imeegte (PI) controllere. Alle

modeller og kontrol algoritmer, som er udviklet i hele denne afhandlindeseb bekraeftet eksperi-
mentelt.
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Chapter 1

Introduction

1.1 Project Background

This PhD project was offered at Section of Automation and Control, Deygsnt of Electronic Systems,
Aalborg University. It was jointly sponsored by Danish EnergyiN&enter for Embedded Software
System$, and The Faculty of Engineering and Science at Aalborg Universitg. prbject was carried

out as a cooperation between Aalborg University, Grundfos AFRhausto A/$, and Danish Techno-

logical Instituté.

A pre-project [1] which was done by The Danish Technological Institeiergy and industry sec-
tion, in partnership with Exhausto A/S, Grundfos A/S, and Aalborg Usityeehas documented that
there is nothing in the design that prevents us from using variable flow iretiinly surfaces. Thus, the
project named Efficient Water Supply in Heating, Ventilating, and Air-ConditigiiHVAC) Systems
was defined and developed based on the knowledge achieved in thejeet

Lwww.danskenergi.dk

2www.ciss.dk

3An annual production of approximately 16 million pump units makes Grsdhe of the worlds leading pump manufac-
turers. The pumps are manufactured by Group production compariazil, China, Denmark, Finland, France, Germany,
Hungary, Italy, Switzerland, Taiwan, United Kingdom and the United Statesddition to pumps and pump systems, Grund-
fos develops, produces and sells electric motors and high-techndiegyomic equipment to make the pumps intelligent,
increase their capacity and minimize their power consumption. website:.gvundfos.com

4EXHAUSTO A/S develops, manufactures, markets, and delivers véatilanits with heat recovery, roof fans, wall fans
and box fans, control devices, cooker hoods, and a variety of gémgilation components for complete ventilation systems
for the professional ventilation market. Website: www.exhausto.com

Swww.dti.dk



2 Introduction

1.2 Motivations

The mission of a heating, ventilating, air-conditioning (HVAC) system is to deldonditioned air to
maintain thermal comfort and indoor air quality.

Literature documents direct linkages of worker performance with air testyoers without apparent
effects on worker health. Many studies indicate that small (few degreesntigrade) differences in
temperatures can influence workers speed or accuracy by 2% to 208ksrstech as typewriting, learn-
ing performance, reading speed, multiplication speed, and word memoug, Waintaining thermal
comfort is a crucial issue.

As the price of crude oil is getting higher and higher (more than 100% prezease in less than
a year), the energy consumption issue is attracting more and more attentions., tiie energy con-
sumption by HVAC system is also another important issue. The consumptiamecdyeby heating,
ventilating, and air conditioning (HVAC) equipment in industrial and commelmidtings constitutes
more than 50% of the world energy consumption. In spite of the advancemeuis in microproces-
sor technology and its impact on the development of new control methodsltayi¢dVAC systems
aiming at improving their energy efficiency, the process of operating Hggdpment in commercial
and industrial buildings is still an inefficient and high-energy consumptioogss. According to the
estimations by optimal control of HVAC systems almost 100 GWh electrical groargbe saved yearly
in Denmark with five millions inhabitants.

To summarize, the most desirable HVAC system is one which maintain thermal it@mnébindoor
air quality while consuming the minimum energy. In this project we will approaelsetgoals by
introducing new control strategies for the HVAC system.

1.3 HVAC Systems

The mission of a heating, ventilating, and air-conditioning (HVAC) system islivet conditioned air
to maintain thermal comfort and indoor air quality. On average we spench@@d® of our whole
life inside buildings. Literature documents direct linkage of worker pentorce with air temperatures
without apparent effects on worker health. Many studies indicate thdk Gevadegrees of centigrade)
differences in temperatures can influence workers speed or agdwya®% to 20% in tasks such as
typewriting, learning performance, reading speed, multiplication speddyard memory. Thus, main-
taining thermal comfort and as a result HVAC systems are important issues lifeo

In this chapter first the basic components of HVAC systems along with soneelileg equations
are introduced. Then the HVAC system which will be considered in this tfesiptimal control design
is presented. Finally, different hydronic circuits are expressed andutitable hydronic circuit for the
mentioned HVAC system is discussed.
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1.3.1 Components of HVAC Systems

In this section basic elements of a HVAC are described. Some simple equdbagsvath the com-
ponents’ descriptions are also presented which can help to build up &obdmdter understanding the
coming chapters.

Duct

Ducts are used in HVAC systems to deliver and remove the air. Thesechagdéows include, for
example, supply air, return air, and exhaust air.

Like modern steel food cans, at one time air ducts were often made of tin. Tors corrosion
resistant than plain steel, but is also more expensive. With improvements in nglgstduction and
its galvanization to resist rust steel sheet metals has replaced tin in ducts.dpeicommonly wrapped
or lined with fiberglass thermal insulation, both to reduce heat loss or gainghrthe duct walls and
water vapor from condensing on the exterior of the duct when the daoatriging cooled air. Insulation,
particularly duct liner, also reduces duct-borne noise. Both types ofatien reduce breakout noise
through the ducts’ sidewalls. In all new construction (except low-riseleatial buildings), air-handling
ducts and plenums installed as part of an HVAC air distribution system sheultebmally insulated in
accordance with section 6.2.4.2 of ASHRAE Standard 90.1. Duct insulatiorefv low-rise residential
buildings should be in compliance with ASHRAE Standard 90.2. Existing buildshgsild meet the
requirements of ASHRAE Standard 100.

Duct system losses are the irreversible transformation of mechanicayeinéo heat. The two
types are losses are: friction losses and dynamic losses. Friction lossgseato fluid viscosity and
are a result of momentum exchange between molecules in laminar flow (Reymaitber less than
2000) and between individual particles of adjacent fluid layers movidgfatent velocities in turbulent
flow. Friction losses occur along the entire duct length. For fluid flow irdads, friction loss can be
calculated by the Darcy and Colebrook equation:

~ 1000fL pV?
~ Dn 2

Aps (1.1)

where
Aps = friction loss in terms of total pressuriéa
f = friction factor, dimensionless
L = duct lengthm
Dy, = hydraulic diametér, mm
V = velocity,m/s

5The hydraulic diameteB), is a commonly used term when handling flow in noncircular tubes and efgandsing this
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p = densityKg/m?

Dynamic losses result from flow disturbances caused by duct-mountgaheent and fittings that
change air flow’s path direction and/or area. These fittings include engsiés, elbows, transitions,
and junctions. If the air density is constant and there is no elevation,diagdo the Bernoulli equation
dynamic losses are proportional to the square velocity.

Considering the recent discussion and equation (1.1) reveals that tHede&s in the duct network
(friction losses plus dynamic losses) are proportional to the squarewirdte:

Ap O (1.2)

whereq is the air flow.

Fan

Fan is an important component of the HVAC system: it creates a pressigredde and causes air flow.

The electric motor is the prime mover of the fans. Fan motor poRgri¢ related to the produced fan

hydraulic power through the fan efficiency factgyj. As we know, the fan produced hydraulic power
(R,) is proportional to the production of the pressure losses along the dtwebrk and the air flow:

P Oqg-Ap (2.3)

Combining (1.2) and (1.3), and bearing in mind tRat= n;h,, the following result can be con-
cluded:

P 0o (1.4)

Based on the fan operation, HVAC systems can be categorized as Qadkisténlume (CAV) and
Variable Air Volume (VAV) systems.

In a CAV system, the supply air flow rate and consequently the fan speetssant but the sup-
ply air temperature is varied to meet the thermal load of the space. In a VA€msythe controller
not only plays with the supply air temperature but also changes the air flewnraccordance with
the ventilation demand; ASHRAE Standard 62 requires that each buildingpactreceives sufficient

term one can calculate many things in the same way as for a round tubbydiailic diameter is calculated as:
D, = 4A/P

where
A = duct areamm
P = perimeter of cross sectiomm
q=A-V
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outdoor ventilation air to maintain his or her zone’s maxim@@, concentration at or below 0.1%.
The requirement could be met through direct measurement or by supplyixed quantity of outdoor
outdoor ventilation air per person (10-15 I/s per person). The big aalyamf VAV systems is that they
conserve considerable amount of energy in comparison with CAV sysfEnesteason for this energy
saving is quite obvious from (1.4) which indicates the dependency of thedaer consumption on the
cube air flow rate. Due to this fan energy saving VAV systems are more comkmmever, in small
buildings and residences CAV systems are often the system of choiceseeafsimplicity, low cost
and reliability.

Pipe and Valve

Pipes interconnect individual components in a hydronic circuit. Pressnap caused by fluid friction
in fully developed flows of all well-behaved (Newtonian) fluids is desatibg the Darcy-Weisbach
equation:

L pV?2
2

Aps = (1.5)

w)

where

Ap = pressure drofRa

f = friction factor, dimensionless

L = length of pipem

D = internal diameter of pipen

p = fluid density at mean temperatukeg/m?

V = average velocityn/s

Noise, erosion, installation, and operating costs limit the maximum and minimum vedanitép-
ing systems.

A valve regulates the flow of materials such as gases, fluidized solids ard$llmuopening, closing
or partially obstructing various passageways. Valves and fittings cagiseype losses greater than those
caused by the pipe alone. These losses can be expressed as

V2
Apy=Kp (1.6)

whereK is the geometry and size-dependent loss coefficient.
Combining equations (1.5) and (1.6) results in that the total pressurefiopg (\pr +Apy) through
the hydronic circuit is proportional to the square fluid flow ra@:

Ap 0Q? (1.7)
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Pump

A pump moves liquids or gases from lower pressure to higher and ovesahisalifference by adding
energy to the system. Pumps fall into two major groups: rotodynamic pumpsaitiye displacement
pumps. Their names describe the method for moving a fluid.

Rotodynamic pump uses for example a rotating impeller to increase the velocifiyiof. dowever,
a positive displacement pump causes a fluid to move by trapping a fixed anfoutitem forcing that
trapped volume into the discharge pipe. The periodic fluid displacemertsr@sa direct increase in
pressure.

Following the similar discussion as it was mentioned about fan power consumpto@an be con-
cluded that the pump power consumption is also proportional to the cube @uidéte:

P,OQ? (1.8)

Again similarly, playing with the speed of the pump will result in huge amount oipenergy
saving.

Heat Exchanger

The task of a heat exchanger is to efficiently transfer heat from onéume® another, whether the
media are separated by a solid wall so that they never mix, or the media areéh abntact. There
are plenty of different types of heat exchangers for enormousu&parposes. In the next section two
kinds of heat exchangers will be described.

1.4 The HVAC System

The HVAC system which will be considered here is a typical HVAC systemeatgoExhausto A/S and
shown in Fig 1.1. It is composed of two heat exchangers: heat rgcpeer and a water-to-air heat
exchanger (an air coil).

In general the heat recovery part has the mission of transferririgrbeathe exhausted room air to
the fresh sucked air. Throughout this process there can be either roetwgen the exhausted and fresh
air or no mixing between them at all. Here a heat recovery wheel is apdiadaat recovery part. As
can be seen in Fig 1.1, there are two separate ducts for conducting thestedhroom air and the fresh
outdoor air. An aluminum made wheel rotates between two ducts and ret¢hedhermal energy from
exhausted air. It should be noted that there is no mixing between two aimst(g@ractically there is a
little bit leakage between the two air streams ). Temperature of the fresh dedlias the heat recovery
part is controllable through the wheel rotation speed manipulation.
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Figure 1.2: Primary-only hydronic circuit

After preliminary warming up of the fresh air, it goes through the watertdw@at exchanger for
the final heating. The main task of the water-to-air heat exchanger is gfdrahermal energy from hot
water to the fresh air through the coil. The coil is connected to a hydromigitiwhich supplies the hot
water. The configuration of the hydronic circuit has a significant role énctimtrol of the water-to-air
heat exchanger. Thus, we will elaborate this issue in the following section.

1.5 Different Hydronic Circuit Configuration

In this section different hydronic circuit configurations will be desalib&hen we will argue about the
most suitable hydronic circuit configuration for this project.

1.5.1 Primary-Only Hydronic Circuit

A primary-only hydronic circuit is shown in Fig 1.2. Pumps are equipped wditiable speed drives
(VSD) to adapt the pump speed to the required water flow. Water flow cahdreged by using the
control valve but using VSD is more energy-efficient. A bypass valvelmseen in the picture. In
heating purposes this valve can be eliminated but when we are going toiossyponly circuit in
cooling purposes we need to guarantee the minimum flow through the chilleesefére, in this case
the bypass valve has the responsibility to maintain the minimum flow through the ghildvantages
and disadvantages of primary-only hydronic circuits can be summariZeti@asgs:
Advantages:

e Lower first costs: This is due to the elimination of the secondary pumps &odiated fittings,
vibration isolation, starters, power wiring, controls, etc. These savirgggaatly offset by higher
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costs of variable speed drives for the p-only system and the costbyfass valve and associated
controls.

e Less space required: again due to the eliminated secondary pumps. Mhéschl in substantial
cost reductions, depending on the plant layout and space constraints.

e Reduced pump design motor power requirement and size: There areatsemsgor this reduction.
First, the additional fittings and devices (shut-off valves, strainersipsudiffusers, check valves,
headers, etc.) required for the secondary pumps are eliminated. S@tomokt cases, average
pump efficiency is also higher with the p-only system.

e Lower pump energy costs: Contrary to conventional wisdom, p-only syseways use less
pump energy. This is in part due to the reduced pump full-load power eqaint, but mostly
because the variable speed drives provide near cube-law savirigslidlow through the primary
circuit as well as flow through the secondary circuit.

Disadvantages:

e Bypass Control Problem: In cooling systems a minimum flow is required notrto tiee chillers.

e Complexity of Control: Complex control systems are prone to failure and theg an-site trained
professionals for checking and maintenance.

e Less Flexibility: If some changes happen in the demand, a new pump mighplaeed. This
replacement can result in expensive cost because the main pump hahtniged. To avoid this
problem the pump can be selected oversized but still it may cause hugeiwliftest.

1.5.2 Primary-Secondary Hydronic Circuit

A primary-secondary hydronic circuit is shown in Fig 1.3. As can be sedme Fig 1.3, the configu-
ration of the primary pumps are dedicated. However, it is not a necessafiguration. They can be
used as manifolded in Fig 1.2. Also, in the primary-only configuration the puwape arranged as
dedicated.

Primary pumps in primary-secondary configuration are often constaatigpumps and the variable
speed pumps are installed in the secondary circuit to provide the requatedfow in accordance with
the load. The main advantage of primary-secondary hydronic circuit igrifdisity. Thus, it is easy to
control and complicated control procedures is not required. Beadutsesimplicity, also highly skilled
on-site staff is not needed.
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Figure 1.3: Primary-secondary hydronic circuit

1.5.3 Primary-Secondary-Tertiary Hydronic Circuit

A primary-secondary-tertiary hydronic circuit is shown in Fig 1.4. Thenpry-secondary-tertiary
pumping makes the building, or load, loop hydraulically independent of thekdison loop and sep-
arates both from generation loop. This type of pumping system allows fadiplg of the water at
supply temperature from the central plant with return water at each buildmgach building gets a
different supply temperature, which sometimes is called thermal indepemnffeme building to build-
ing. The coils in a given building can be provided with any temperatureimgrigom the hot water
supply temperature coming from the boiler to the chilled water supply tempermaiuorang from the
chiller evaporator. Proper design of the low-pressure-drop commerigpgssential to achieve the loops
hydraulic and thermal independence. We can control the blendinggg@te¢he common pipe con-
nection between the distribution (secondary) loop and the building (tert@rg)by using a controller.
This controller must be carefully programmed to establish some priorities inntieteg the valve’s
position and the amount of recirculation that occurs. The first of thaeats is the blended supply
temperature going to the building coils. Closing the valve in the secondargosesbridge reduces the
secondary flow with respect to the tertiary, or building, flow existing at thatnent. This reduction
forces blending of return water with supply water and decreases tbad&y pump’s energy cost. In
hot water system, a substantial amount of blending could occur, resultiognsiderable secondary
flow and pumping cost decreases. This is possible because hot wideracobe selected to provide
significant heat output even at low supply temperature. Chilled watemsgsegjuire more careful con-
trol. With chilled water coils, excessive blending causes the supply tempetatine coils to rise above
the dew point of the air passing over the coil; thus, the coil no longer canndiglify the air. Totally,
primary-secondary-tertiary pumping system has significant advanitatgge central plant systems.
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Figure 1.4: Primary-secondary-tertiary hydronic circuit

1.5.4 The Suitable Hydronic Circuit Configuration for This Project

All distributing pumps are centrally located with balancing valves and coraitaés installed at cooling
coils, heating coils, and heat exchangers to restrict and regulate veatelnyflcreating water pressure
drops and power losses across the valves. In a system with a large mohiiz@ancing valves and
control valves, total water power and energy losses across the vaaese significant. This wasted
pump power and energy would be eliminated if the balancing valves and twealves were removed
from the piping system. Thus, it will be objective to use a pumping systemeni@nps are locally
located at the coils. The local pumps circulate and regulate water througbdlieg coils, heating coils,
and heat exchangers without balancing valves and control valvadotal pumping system, a variable
speed pump is installed at each cooling or heating coil without a centrally tbpatep. Pump speed
and flow rate are controlled by the same controller that would otherwisdategilhe control valve.
The local pump will circulate and regulate water as required through theacdithe piping system,
eliminating the need for control valves which eliminates the pressure drolgscaver losses across the
valves. Pump head and power overcome only the essential piping andresipressure losses. The
head of each pump is varied and depends on the pump location. The hegelisided by summing all
of the pressure losses in its flow path. Also, the local pumping system esdegs horsepower than the
central system at design load. Therefore, equipment costs (includimgg motors and VSD) of the
local pumping system should be lower in proportion to the reduced haksepdotally, the lower first
cost in conjunction with lower operating cost make it desirable to select taépomping system.

In this project to benefit the advantages of local pumping system, we sejppa@riable speed pump
for each water-to-air heat exchanger which regulates water flow dghrthe coil. According to the
definitions, this part will be called tertiary hydronic circuit. Depending orsikze of the system and the
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way that hot or cold water is provided we can have primary/secondampgwr only primary pumps.
The focus of this project will be on the tertiary hydronic part. We will try tadfthe optimal control
algorithm for this part respecting the thermal comfort standards.

1.6 Review of Previous Work

In this project, optimal model-based control of a heating, ventilating, aidiioning (HVAC) system
will be considered. First, we will derive the steady state optimality criteriontHerHVAC system.
Then, we will design the dynamic controllers in such a way that this optimality icnités satisfied.
This is a reasonable approach because HVAC systems are in steadpstht®nrs around 95% of their
operating time.

We review the previous works under two distinctive categories: modelintgvC systems and
optimal control of HVAC systems.

1.6.1 Modeling of HVAC Systems

Due to our approach to solve the optimal control problem of the HVAC systdrith was mentioned
above, we will need both static (steady-state) model and dynamic model i@ system.

The steady state models of HVAC systems are important because they cppliee o estimate
energy consumptions and to optimize the performance of the system. In Eylfiveloped a math-
ematical model of a section of a building. The building model includes thetsffd#cair exchange,
conduction through walls and fenestration, solar radiation, energygstorafurniture, and internal
loads from occupants and equipment. It can predict both transienttaticl lseehavior of the system.
The model is modular (including six modules: external wall, internal wall, windiling, floor, and
air) so that they can be easily replaced with others and make the numbents ealjustable.

[15] develops HVAC system steady-state models and validates them athainsonitored data of a
existing VAV system to use for energy consumption and thermal comfonlegicns. The final goal of
this work is to develop a supervisory layer which performs based on thelyaztive genetic algorithm
to optimize the operation of a HVAC system.

Steady-state models of HVAC system components are developed in [16%e Thodels are inter-
connected to simulate the responses of the VAV system. The developey stai@dmnodel later is used
to formulate the optimal control problem.

The rotary regenerator (also called the heat wheel) is an important contpafnenergy intensive
sectors, which is used in many heat recovery systems due to its high efficien[17] a model of a
rotary enthalpy wheel heat exchanger based on a new semi-empirithlchifection factor method
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is developed. Given only two reference data points, the model is able dapedfectiveness for any
balanced and unbalanced flow condition.

A model for heat wheel based on physical principles is developed in [I&n they analyze the
temperature distribution and its variations in time and investigate how the airflowetatape and
rotational speed of the wheel influence upon the dynamic response.

[19] develops a 2D, steady state model of a rotary desiccant wheel. mbldel is capable of
predicting steady state behavior of desiccant wheels having at the mestséctions (process, purge,
and regeneration).

The fundamental dimensionless groups for air-to-air energy wheelgrdmafer both sensible heat
and water vapor can be derived from the governing nonlinear anglexbineat and moisture transfer
equations. These dimensionless groups for heat and moisture tramsfeuad to be functions of the
operating temperature and humidity of the energy wheel. Unlike heat eyergthat transfer only
sensible heat, the effectiveness of energy wheels is a function of énatyg temperature and humidity
as has been observed by several energy wheel manufacturerssaagichers. The physical meaning
of the dimensionless groups and the importance of the operating conditton &ae explained in [20],
[21], [22], and [23].

Underwood and Crawford develop a model to predict the effects of amdéemperature, air flow
rate, and inlet water temperature during closed loop control of the outtetajrerature using water flow
rate as control variable [24]. This model is characterized by two fidgradifferential equations (one
for air side and one for water side). Least squares fits are perfaondentify the model parameters on
the basis of a series of open loop tests.

[25] presents A new dynamic coil model. This model is developed via the sghtion of a previ-
ously unsolved partial differential equation, which governs the coibdyins for a step change in water
flow rate. This new model is the first step toward developing a future modetén accurately predict
the coil dynamics for several varying coil inlet conditions expected taiognder MIMO control. The
model is compared with previously published simplified PDE coil models, whied as approxima-
tion to this exact solution, and against actual measured coil dynamics.oiltmeadlel is shown to have
superior performance in predicting the actual coil behavior.

1.6.2 Optimal Control of HVAC Systems

Most existing HVAC system processes are optimized at the local loop lewsieter, a strategy using
the optimization of the individual zone air temperature set points combined wiér otimtroller set
points during occupied periods could reduce further system eneegyusing a multi-objective genetic
algorithm, which will permit the optimal operation of the buildings mechanical systehen installed
in parallel with a buildings central control system, optimization process, fhergisory control strategy
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set points, such as supply air temperature, supply duct static presisillez] water supply temperature,
minimum outdoor ventilation, reheat (or zone supply air temperature), amg aio temperatures are
optimized with respect to energy use and thermal comfort [15].

In [12] an objective function which consists of costs and energy densasiefined. The limitations
in the system appear as constraints to this objective function. Solving tlet regtimization problem
results in an optimal combination of the characteristics of the HVAC system ancbittitrol strategy.
Then a sequential control is developed, tested by simulation and implementedeixisting plant.
The HVAC system here consists of the following components: sorptiomeggtor, heat regenerator,
humidifier and air heater for supply air and humidifier and air heater fornetin. The supply air fan
as well as the return air fan transport the air masses. The heatersded mahot water. In winter the
HVAC system works as a conventional air conditioning system. With the aideafitb regenerators a
high level of recovery of heat and humidity is possible. In the summer thtehfea supply air is out
of action. The dehumidification is done by the sorption regenerator. Tdlengacan be achieved by an
adiabatic humidification.

They show in [13] how gradient-based optimization can be used to minimizgyec@nsumption of
distributed environmental control systems without increasing occupamhahelissatisfaction. Fuzzy
rules have been generated by data from gradient optimization, showtragftlzzy logic control scheme
based on nearest neighbors approximates closely the gradient-ipdiseid@d results.

It is well known that a building’s thermal mass influences thermal conditioitisirmthe space.
Thermal mass is generally considered to be negative in the case of intermitteanditioning, since
the heat load tends to increase due to heat storage load. However, aakitigAC system with heat
storage tanks as an analogy, there would appear to be a possibility ofj$tedanin the building structure
during times of non-occupancy, thus reducing equipment capacity ezgeints or saving running costs
by utilizing cheap night-rate electricity. [14] proposes a dynamic optimizatidmigae that minimizes
objective functions such as running cost or peak energy consumpkiog tadvantage of the recent
mentioned phenomenon.

Classical HVAC control techniques such as ON/OFF controllers (thertspstad proportional-
integral-derivative (PID) controllers are still very popular becauséeir low commissioning cost.
However, in the long run, these controllers are expensive becaug®pleeate at a very low-energy
efficiency. One important factor affecting the efficiency of air conditignaystems is the fact that
most HVAC systems are set to operate at design thermal loads while actumhtheads affecting the
system are time-varying. Therefore, control schemes that take intadeoason time varying loads
should be able to operate more efficiently and better keep comfort conditimangonventional control
schemes. [26] presents a nonlinear controller for a heating, ventilatilgaia conditioning (HVAC)
system capable of maintaining comfort conditions under time varying thermdd.loéhe controller
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consists of a regulator and a disturbance rejection component desigingd_yapunov stability theory.
The mitigation of the effect of thermal loads other than design loads on thensys due to an on-line
thermal load and state estimator. The availability of the thermal load estimates allwsrttroller
to keep comfort regardless of the thermal loads affecting the thermag dpmaicg heated or cooled.
Simulation results are used to demonstrate the potential for keeping condicstigimg energy of this
methodology on a variable-air-volume HVAC system operating on cooling midteesame idea follows
in [27]. The control system attempts to find an economic optimum to supply héa tauilding with
the use of a predictor for the indoor temperature, while maintaining a comittinperature in the
building.

1.7 Contributions

This section presents the contributions of this thesis. This project redaisesf modeling which is
the first step in model-based approaches. There are plenty differetglsnaf HVAC systems in the
literature but rarely models which are useful from control point of viem e found. The major
controllers have been used for HVAC systems are PID controllers beaHuheir cheap first-cost and
simplicity while in this project advanced control techniques are used. Fittadyagdvanced controller is
simplified for commercialization purposes.

1.7.1 Contribution 1

Optimal set-point synthesis for a HVAC system applied to meet ventilabn demands of a single-
zone area: HVAC systems often work in their steady state regime (more than 95% of theiatome
time). Thus, to control the system optimally set-point optimization approach sgewive. To derive
the optimality criteria static model for the HVAC system is applied. So, we defirmbpattive (cost)
function composed of all electrical and thermal power consumptions in gtersy Ventilation goals
and actuator limits appear as constraints in the optimization problem. Finally, the @itomiproblem
is solved and the optimality criteria are derived [28].

This approach results in a performance that is very close to the ideal opti@edtion while it has
the advantage of less complication in computation and implementation.

1.7.2 Contribution 2

Developing a nonlinear dynamic model for a water-to-air heat-excanger: In this project control
inputs to the water-to-air heat exchanger are primary water flow and yesizer flow. The output of the
heat exchanger is inlet temperature. Therefore, to develop a modéi istddrue representative of the
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inputs and the output of the system the nonlinear water-to-air heat egehaodel which was proposed
in [24] is extended. The proposed water-to-air heat exchanger rasdeined constant temperature for
the hot water supply to the coil. We include the energy balance equationsipipéy hydronic circuit in
the nonlinear model of the water-to-air heat exchanger to have the lessigtply hot water temperature
for the coil. In other hand, by doing that we will have primary water flow gertlary water flow as
control inputs to the system [29].

1.7.3 Contribution 3

Developing a gain varying model for a rotary heat recovery wheelThe temperature of the fresh air
that leaves the rotary heat recovery wheel is controllable by changengthation speed of the wheel.
Thus, for model-based control of the rotary heat recovery wheeldehwhich describes that relation is
necessary. In the literature there are plenty of models for rotary heatewy wheels but unfortunately
none of them are useful from a control point of view. We estimate the wt&ate gain by benefiting

from the results of the static analysis part. Then we discuss that a first oradel can capture the
dynamic behavior of the rotary heat recovery wheel. So, totally the modiddava first order system

along with a variable gain [29].

1.7.4 Contribution 4

Design and implementation of the optimal model-based controller fothe HVAC system: Dynamic
model of the system is analyzed and then the system is broken into two ingpeubsystems (rotary
heat recovery wheel and water-to-air heat exchanger). Utilizingstbellent features of the model
predictive control (MPC) and introducing an internal feedback in tlstesy the optimality criteria are
met [29].

1.7.5 Contribution 5

Design and implementation of the simplified optimal controller for the HVAC system: Implicit
measuring of the water flow by means of thermocouples leads us to a simplifiechbpontroller for
the system. This control scheme consists of two PI controller. One of thetrotsthe inlet temperature
by manipulating the primary water flow while the other one tries to keep the prinmaryhee tertiary
flows close as far as possible [30].

1.7.6 Contribution 6

Experimental verifications of the new developed models and conttalgorithms for the HVAC
system: All the new models and control algorithms which were developed through@ithesis are
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verified experimentally in the Danish Technological Institute’s lab on a typi#d#C system manu-
factured by Exhausto while hot water is pumped to the system via Grunéfegparmanent magnet
variable speed pump [28], [29], [30].

1.7.7 Contribution 7

A parameterization of the observer-based controllers; bumplessransfer by covariance interpo-
lation: HVAC systems are nonlinear systems. One of the most common ways to comialinear
system is to linearize the nonlinear system around some specific operaiting goad then applying the
linear control techniques. Afterwards the problem of how to switch betwidéerent linear controllers
comes up.

Interpolation between two observer-based controllers is not a trivikldesause the simple gain
interpolation can leave the system unstable for some intermediate points. 3@mvevgproposed an
algorithm to interpolate between two observer-based controllers for a lmeaiéivariable system such
that the closed loop system remains stable throughout the interpolationrdpespd algorithm can be
applied for bumpless transfer between two observer-based contrdil@ssalgorithm has been used in
bumpless transfer between two observer-based controllers whicldesigmed based on the linearized
model of the HVAC system. However, the proposed algorithm is still too rniaibe applied for the real
HVAC system which has nonlinear behaviors [31].

1.8 Outline of Thesis

This thesis is presented as a collection of papers. Thus, the rest of #isitherganized as follows:

Summary of work: This chapter presents a brief description of the work that was carriesh ou
this project. The main goal is to give a comprehensive formulation of thédgaroéand its solution while
there will be no need for the reader to go through the paper collections.

Conclusions: Conclusions, perspectives, and possible future works are dischese.

Optimal Set-point Synthesis in HVAC Systems:This paper presents optimal set-point synthesis
for the heating, ventilating, and air-conditioning (HVAC) system. The ohjedtinction is composed
of the electrical power for different components, encompassing faimsary/secondary pump, tertiary
pump, and air-to-air heat exchanger wheel; and a fraction of thermmarposed by the HVAC sys-
tem. The goals that have to be achieved by the HVAC system appear &asaodasn the optimization
problem. To solve the optimization problem, a steady state model of the HVAGsisterived while
different supplying hydronic circuits are studied for the water-to-aat le&changer. Finally, the optimal
set-points and the optimal supplying hydronic circuit are resulted.
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Optimal Model-Based Control in HVAC Systems: This paper presents optimal model-based con-
trol of the heating, ventilating, and air-conditioning (HVAC) system. Firstaiyic model of the HVAC
system is developed. Then the optimal control structure is designed andrigngkd. The HVAC sys-
tem is split into two subsystems. By selecting the right set-points and appgeopdst functions for
each subsystem controller the optimal control strategy is respected tangemthe minimum thermal
and electrical energy consumption. Finally, the controller is applied to dah&amentioned HVAC
system.

Simplified Optimal Control in HVAC Systems: This paper presents simplified optimal control
of the heating, ventilating, and air-conditioning (HVAC) system. First the optoatrol strategy
which was developed is adopted for implementation in a real life HVAC systenen Tie bypass
flow problem is addressed and a controller is introduced to deal with thidgono Finally a simplified
control structure is proposed for optimal control of the HVAC system.

Appendices:

e Appendix A: This section deals with the decoupling of the HVAC system.

e Appendix B (A Parameterization of The Observer-Based Controllermfess Transfer by Co-
variance Interpolation): This paper presents an algorithm to interpolatebe two observer-
based controllers for a linear multivariable system such that the closedystgm remains stable
throughout the interpolation. The method interpolates between the inveageihgv functions
for the two original state feedbacks and between the Lyapunov fundtiotise two original ob-
server gains to determine an intermediate observer-based controllealddrishm has been used
in bumpless transfer between two observer-based controllers whiehdesigned based on the
linearized model of the HVAC system. However, the proposed algorithm idatilhaive to be
applied for the real HVAC system which has nonlinear behaviors.

e Appendix C: This part describes the HVAC test system set-up.
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Chapter 2

Summary of Work

This chapter presents a brief description of the work that was carrigd this project. The main goal
is to give a comprehensive formulation of the problem and its solution whiledhection of papers
serves as a complimentary for further insight.

First optimality criteria based on the static model of the HVAC system are derivés objective
to apply the static model of the system because HVAC systems are in steadyosiditeons more than
95% of their operating time. Then the model-based controller is designed ta thioobjectives of the
HVAC system while the optimality criteria are met. Finally, the control system is simgl#ied some
practical issues are addressed.

2.1 Modeling

2.1.1 Static Modeling

The HVAC system that will be considered consists of two heat exchangerair-to-air heat exchanger
and a water-to-air heat exchanger. In this section the temperaturereffictthese two heat exchangers,
which can be used as a steady state model of heat exchangers, widdribee.

Air-to-air Heat Exchanger

The air-to-air heat exchanger is a rotary heat exchanger in aluminumlowithressure loss (shown in
Fig. 2.1). The rotor control comprises a gear motor with frequency ct@wvelwo fans are installed
to produce the desired inlet and outlet air flow. Here, it is supposed thaatio of the supply air flow
to the return air flow is one. Thereforgy, will be a function of air flow {5), that is the same for both
supply and return air, and the rotation speed of the whgel (

23
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Figure 2.1: The air-to-air heat exchanger scheme
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Figure 2.2: Dependency of;> onga while n=10 rpm;g3 andq}, represent supply air flow and return air flow, respectively.

In this context, results of testing the rotary heat exchanger that wasmed according to European
Standard for laboratory testing of air-to-air heat recovery devicbs2&7, EN 305, EN 306, EN 307,
EN 308) will be used. This European Standard is intended to be usedhassddr testing heat recovery
devices for HVAC systems, which as specified in EN 247 consist of thieeliehanger itself installed in
a casing having the necessary air duct connecting elements and in s@sehsatans and pumps, but
without any additional components of the HVAC system.

According to results of the test, it is possible to spegifyas a multiplication of two functions. Fig.
2.2 and 2.3 illustrate these functions. Thereforeg,can be described as following:

Nz = (—1.0569- 104 g, +0.9943) - wrf (n) (2.1)

Water-to-air Heat Exchanger

The water-to-air heat exchanger is shown in Fig. 2.4. As can be sgamary/secondary-tertiary
hydronic circuit supplies the heat exchanger with hot water. The air that passes the hot coil is
controllable by changing the speed of the fan installed in the air-to-air Rehaerger.

Here, temperature efficiencyf) is a function of hot water flowc,;) and air flow €). To obtain
this function several experiments were done. Results are illustrated in BigAgain, it is possible to
describen;; as a multiplication of two functions that the first one depends only on air ighand the
second one depends only on water flayy]:
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M= g @ tbGetchetdaute) AG+BEICqID)  (22)
where:
a=—5.399-10"12[1/(lit /n)¥] b=1.0733 10"8[1/(m3/h)4
c=—7.887-107%[1/(lit /h)3] d=27199 103[1/(m3/h)?]
e=8.3711-10"4[1/(lit /h)?] A=1.066510"191/(m3/h)?|
B=—-1.643-10[1/(lit /h)] C = —2.880-10"4[1/(m?/h)]
D = 0.6927

2.1.2 Dynamic Modeling

In this section dynamic model of HVAC system components will be developeein The overall nonlin-
ear model of the HVAC system will be linearized. This linear model will be usetésign the controller
later.

Air-to-air Heat Exchanger

According to the earlier discussiap, can be described as following:

Ntz = (—1.0569- 104 o+ 0.9943 -wr f (n) (2.3)
As we know,n;, definition is as following:

TE22—-TE21

TE11-TE21 (2.4)

N2 =
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Combining recent equations ( equations 2.3 and 2.4 ) will result in the stestdygsin for the wheel
model:

TE22=TE21+wrf(n) - (TE11— TE21). (—1.0569 10 *q, -+ 0.9943) (2.5)

Fig 2.6 shows an energy wheel operating in a counter flow arrangemeuier Wypical operating
conditions, warm air enters the tube during the supply part of the cycldrandfers energy to the
matrix. This energy is then transferred from the matrix to the air during thausttpart of the cycle.
The half plane of the matrix tube is assumed impermeable and adiabatic and theslamkemperatures
of air are used in the model. The formulation is therefore one dimensionadiamlent with spacex|
and time t or 8 = w-t) as the independent variables. The governing equations for hesfierg@nergy
equations) in energy wheel for air and matrix include energy storagegection, conduction based on
the usual assumptions are as follows respectively:

aT, aTa A
PanaAaTS +U panaAa(97;l + hf(Ta —Tm) =0 (2.6)
0Tm |, As 9 0T
PmemAmW - hf (Th—Ta) = E((KmAmW) (2.7)

Itis reasonable to suppose that the conductivity has a small share imndresdiér through the matrix.
Thus, equation (2.7) can be rewritten as following:

J0Tn NTU NTU
Tm

_NTY, 2.8
ot "GP "GP e (.8)

Equation (2.8) shows that air temperatufg) Can be assumed as the input for the matrix temperature
(Tm) differential equation. It means the matrix temperature as a function of timeal( perform as an
output of the ordinary first order differential equation. Another pthatt should be emphasized is that
the time constantﬁ%)in the differential equation is fixed. That is, the time constant depends tiixma
(wheel) properties. Thus, it is a design parameter not a control panartigteclaimed that air stream
temperature has the same behavior as matrix temperature. So, The air strgsaratare shows first
order dynamic behavior.

As a result, the wheel behavior can be modeled by a first order trdnsfeion. So, we will have:

TE21 n wrf(s)- (TE11—TE21)(—1.0569x 10 4q, +0.9943
Ts+1 Ts+1

The first part on the right side of the equation (2.9) will be treated as dataeh That is, the transfer
function fromT E22 towr f is as following:

TE22(s) = (2.9)
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Figure 2.6: Counter flow energy wheel

TE22(s) (TE11l—TE21)(—1.0569x 10-4ga+0.9943

wrf(s) Ts+1

(2.10)

As it was discussed, the time constan} is fixed and according to the experiments, it is 28.0374
seconds.

Water-to-air Heat Exchanger

Here, the nonlinear coil model that was developed by Underwood aawif@d will be applied. Accord-

ing to their model, the differential equations, resulted from energy balegeations, which describe
the coil behavior are as follows:

[(=Cow—Db/2)Mi(t) — d/2Ma(t) — /2] Twour(t) + [(Cow— b/2)mn(t) — d/2ma(t) — /2] Twin(t)

+(b Mige(t) + d e +a) TE22(t) :CW:tTwout(t) (2.11)

—Ma(t)CpaTinlet(t) 4 [(Cpa— d)Ma(t) — bmy(t) —a] - TE22(t) + (a/2+ b/2my(t) 4+ d/2mg(t) ) Twin(t)
+(a/2:+ /2 (t) + 0/ 20u(t) Tuou(t) = Ca g Tinlet(t) (2.12)

wherea, b, d, Cpa, Cpw, Ca, andC,, are unknown parameters that have to be identified through the
experiments.

The unknown parameters have identified through some experiments oriltHeg@.7 show veri-
fication of the model along with identified parameters.
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Figure 2.7: Coil model verification, blue curve: real output, green curve: simdlateéput

According to the hydronic circuit configuratiaiyin(t) will be as following:

Twin<t) _ Tpin(t) mNs+ Tm(t) (m/vt - mNs) (2_13)

where it is supposed that,; > mys.

The recent formula folfyi, should be placed in coil model (equations (2.11) and (2.12))to have the
water-to-air heat exchanger model versus real inpytsand my,. Therefore, final water-to-air heat
exchanger model will be as following:

o D — Ko+ s 2 Toout) + katfus — s 2 Toin(1)

+la+bmy+d I’fla('[)]TEZZZCW%Twout(t) (2.14)

—MuCpaTinlet(t) + [(Cpa— d)rfa — by — & TE22-+ [—kg + brriy — b/2riys — kg%s]Twout(t)
. i d_.
+[b/2MMus + kgm”msnpm(t) — Cag Tinlet(t) (2.15)
where:
k]_ =-—-a—d ma(t)
k2 - CpW_ b/2

ks =d/2mmy(t) +a/2
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2.2 Optimality Criteria

The aim of this section is to find the optimality criteria for the described HVAC syst&hus, an
objective function is needed to formulate the problem. The HVAC system misaioibe described as
constraints for the defined objective function.

2.2.1 Objective Function
The aim of this project is to have the HVAC system run while consuming minimuniriei@gcand
thermal energy. Therefore, the desired objective function is defisiéallawing:
subject to:
Oa = Qg
Tinlet=19
T pout< 40

and,
0<qgw <743

0 < guws < 1400
300< ga <2200
0<n<10

where:

Pot » Pop, P , Ry, @and® are tertiary pump power, primary pumping power, fan power, wheel rotatio
power, and thermal power, respectively.

O, IS a constant that will be determined in accordance with the required ventilatgformulation
discuss a typical HVAC system used for ventilation purposes.

Tertiary Pump Power (Py)

The hydronic circuit that is used for supplying the water-to-air heabaxger is a primary/secondary
-tertiary circuit isolated from each other by a bypass pipe. The bygpssipa short length of full
bore piping. The pressure drop across the bypass pipe is then smaleihtp the pressure drop
in the tertiary circuit and through the supply circuit. The supply water flgwg)(is controlled by the
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Figure 2.8: Tertiary pump power Vet

motorized primary/secondary valve. A variable speed pump and a valveédBedsn the tertiary circuit.
The tertiary valve is used to set the desired maximum flow rate through théleasigeed pump. By
changing the speed of the tertiary pump, it is possible to sweep the intetwaddre330 (I/h) and 743
(I/n) for the tertiary water flowdy.). If the tertiary water flow has to be less than 330 (I/h), the pump will
be pulsed. Fig. 2.8 illustrates power of the tertiary pump as a functiqg oT his curve is approximated
by the following polynomial:

Pot = Ap G54 + Bp G +Cp Gt + Dp (2.17)
where:
Ap =5.1873 10"[1/(lit /h)3] Bp = —6.4260- 10~4[1/(lit /h)?|
Cp = 3.2906- 10~ [1/(lit /h)] Dp = —4838641

When the pump is pulse width modulated, it is assumed that the power of the purapligyttycle
fraction of the pump power while it is running at its minimum speed, i.e. it is ptapwl to the pump
working period.

Primary Pumping Power(Pyp)

The primary/secondary pumping power has to be measured implicitly becansagmo direct access
to the primary/secondary pump. Therefore, it is supposed that the edfjced the pump in convert-
ing electrical power to hydraulic power is 50%. The curve indicating regupressure drop versus
primary/secondary water flovgys) is shown in Fig. 2.9. A second order polynomial is used to repre-
sent this curve. As we know, multiplying water flow by head results in hyldrgower. So, primary
pumping power can be expressed as follows:
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2

P = —
PP 3600

Qus- (—4.8131-10 7 g2 —8.5955 - 103 s+ 43.1390) (2.18)

Fan Power(;)

The HVAC system structure is assumed fixed during the entire work. Asutréhe path for the air
does not change. So, it is possible to have fan power as a functionftivaifg,). Fig. 2.10 illustrates
this function. The curve is approximated by a third order polynomial as fetiow

Pr = At @3+ B g3 +Cs Ga+ Dy (2.19)

where:
Ar = 4.7354-10°8[1/(m?/h)3] Bf = 6.705-10°[1/(m?/h)?]
Ct = —3.2527-1072[1/(m?/h)] D¢ = 40.3043
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The electrical power input to the wheel as a function of rotation speeceof/tteel is sketched in Fig.
2.11. The step change in the figure is due to the frequency convertttaisentrol rotation speed of
the wheel.

As Fig. 2.11 reveals, it is feasible to assume that the electrical power oftteelis composed of
three parts:

RPy=235 W 10rpm>n>25rpm (1>wrf >0.9)
Rv=13 W 25rpm>n>0rpm (0.9>wrf >0)
Rv=0W n=0rpm (wrf =0) (2.20)

Thermal Power (®)

@ is the thermal power that is being used by the water-to-air heat exchanger
® = pw Gt Cpw (TWin— Twout) (2.21)
In steady state conditions:
Pw Ot Cpw (TWin—Twout) = pa 0a Cpa (Tinlet—TE22) (2.22)
According to the definitions, we have:

Tinlet=TE22+ gy (Twin—TE22) (2.23)
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TE22=TE21+n; (TE11-TE21) (2.24)

Substituting (2.23) and (2.24) in (2.22) will result in:
® = Pa Ga Cpa M1 (TWin—TE21) 4 pa Ga Cpa M1 Nr2 (TE21-TELD) (2.25)

This formula will be used for computing the thermal power consumption. THeyoweer is divided
by 2.5 in the objective function because thermal power is 2.5 time cheapeelderncal power to
produce.

To obtain optimality criteria , the optimization problem that was defined has to bedsdolving the
defined optimization problem will be presented while two different caseass@med for the hydronic
circuit. In the first case it is assumed thigt < guw:. In the second case we will haggs > gut. These
two cases are selected because they are the most general cases.

2.2.2 Computing Optimal Set-points whilegws < Qut

According to the discussion so far, the optimization problem which has toledsconsists of a four-
variable §a,ws, Gwt, N) Objective function along with two equality constraint and two inequality con-
straints. Becausg, will be determined in accordance with required ventilation, actually we have to
deal with a three-variable optimization problem along with an equality constaihttwo inequality
constraints. Thus, in the sequel by optimization problem we mean the latter stat&meconvenience
we will deal withT E22 instead oh in the procedure of solving.

Because, in this case, supply water flayyd) is always less than or equal to the tertiary water flow
(awt), mixing between the supply water flow that enters the tertiary circuit and afthe tertiary return
water flow occurs. So, the temperature of the water that enters the lobaingper is as follows:

Ows © T PiN 4+ (Quwt — Gws) - Twout
Owt
Actually, the mission of the motorized primary/secondary valve is controlliwgn by changing the
supply water flow §ws).
As it was mentioned, to solve the optimization problem here we have to deal wéh variables
Ows: Owt, andT E22. One of these variables is dependent due to equality constraint Fih®t

Twin= (2.26)

Tinlet = (1—nu) - TE224 1 - Twin (2.27)

As we know, the energy balance equation in a water-to-air heat exehasnas follows:
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Pw Gwt Cpw (TWin— Twout) = pa ga Cpa (Tinlet—TE22) (2.28)

Substituting the two recent equations in equation (2.26) will result in a fornaulg.g versusgut
andTE22:

s — K N aw (19— TE22)
® NaGut(T pin— TE22) + (0wt — kna ) (TE22— 19)

(2.29)

Also, in this caseays < qwi; Therefore, substituting equation (2.29) in the recent inequality results
in an inequality as following:

TE22 > m (2.30)
1-nu
Combining equations (2.27) and (2.28) results in a formuldfeout:
S— 190wt + T E22(—0wt + NeaOwt + KNtz ) — 19K (2.31)

Nt10wt

In this case,Twoutis equal toT pout because the supply water flow is less than or equal to the
tertiary water flow. Thus, the inequality constraifitgout < 40) can be translated into the following
inequality:

(—qW[ + Nt10wt + krltl) TE22< 40’7t1qvvt + 19(rh1 — 1%\,\,1 (232)

Finally, the optimization problem transferred to an objective function of twaalées . and
TE22) with two inequality constraints (inequalities (2.30) and (2.32)). The tybéeesible region of
this optimization problem is shown in Fig. 2.12 (assuming21 = —12, T pin= 80 andg, = 21049
). Then optimal set-points in different conditions as a result of solving ftienization problem have
been derived.

2.2.3 Computing Optimal Set-points whilegws > Qut

We have to deal with a three-variable optimization problem along with an equalitstraint and two
inequality constraints again. The only difference is the fact that supplgrvitew is greater than or
equal to tertiary water flow. The impact of keeping supply water flow higiem or equal to the tertiary
water flow on the system is that the supply tertiary water flow to the water-teeatrexchanger will not
be mixed water. Sol'win will be equal to theT pin. Actually, water mixing occur between the return
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Figure 2.12: Feasible region whileys < gwt (TE21= —12, T pin= 80 andg, = 21049)

tertiary water flow @.s) and the hot water passes the balance mipe- qu:). Therefore, we have:

Gt - TWOUtH (Gus— Gut) - T pin (2.33)
Ows

T pout=

According to the equality constraint {nlet = 19) and the fact thatwinis always equal td@ pin, it
is possible to havé E22 as a function ofj:

19— Tpinng
1-nu

Substituting equations (2.28) and (2.34) in equation (2.33) will result in tegateformula for
T pout

TE22= (2.34)

—(T pin—19) K 1t + T pin Gus— T Pin N1 Gws (2.35)
(1—nt1) Ows

Using the recent formula foF pout, the inequality constrainfl(pout< 40) can be translated into
the following inequality:

T pout=

(T pin—19) k N1

s = T pin — 40) (1) (2:39)

To summarize, the optimization problem transferred to an objective functibmaobariables @y
andqys) With two inequality constraint (inequality (2.36) angs > quwt). The typical feasible region in
this case is sketched in Fig. 2.13 (supposé&®1l = —30, T pin= 60 andg, = 16741).

Solving the optimization problem in this case results in the same optimal values abiaittee
previous case.
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2.2.4 Optimality Criteria

Solving the optimization problem in different conditions reveals that in all timms supply water flow
(gqws) and tertiary water flowdy) are equal. It also shows that using the air-to-air heat exchanger to
produce required heat is cheaper than using the water-to-air héetreyer. That is, the control strategy
must be designed in such a way that maximum exploitation of the air-to-air xel#rger is achieved.

To summarize, to make the HVAC system perform optimally the control strategioHze defined in a
way that the following conditions are satisfied:

1. The maximum possible exploitation of the air-to-air heat exchanger isvachie

2. In the steady state conditions the supply water flgyg)(must be equal to the tertiary water flow

(awt). That is, it is optimal to make the system work in a way such that no wateepdsough
the bypass pipe.

If the control strategy respects the mentioned conditions the HVAC systerpevithrm in such a
way that it will result in minimum thermal and electrical energy consumption.

2.3 Optimal Model-based Control

2.3.1 Controller Design

The mentioned HVAC system is going to be used for ventilation purposes. dtsribat the air flow
(ga) will be determined in accordance with the required ventilation and the inletraprdeature Tinlet)
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has to be kept at P&. So, the optimal controller task is to track the set-point for the inlet air tempera-
ture while satisfying the conditions that were described in the control syragjion to guarantee the
optimal performance of the system. The traditional way to design the cogtalm that works in this
way is applying the two-layer hierarchical control system. The lower lpgeiorms direct regulatory
control, where the aim is to maintain selected process variables at theirddesingoint values, and the
upper layer, known as the supervisory layer, has the task of deterntivérgpt-points of the regulatory
controllers to obtain optimal steady state performance.

Looking at the linear model that was developed before reveals that tA€dYystem can be split
into two decoupled subsystems as follows:

.|net _ | & as | Tinlet n bs bs ' ms N as TE22
Twout 0 Twout b1 by Mt a
Tinlet
y=|1 01-! e ] (2.37)
Twout
TE22=ag- TE22+ bg - wr f (2.38)

It means that control of the HVAC system can be considered as corittbeir-to-air heat ex-
changer and control of the water-to-air heat exchanger separtitefyould be noted thak E22 acts as
disturbance for the water-to-air heat exchanger in this new formulation.

If the set-point for temperature of the fresh air that leaves the wide2?) is defined as the set-
point for temperature of the inlet air (4@) we will be sure that the air-to-air heat exchanger has its
maximum contribution to warm up the fresh air. Thus, the first condition fanagity will be met. The
second condition for optimality can be included in the cost function that willddamed for the water-
to-air heat exchanger controller. Therefore, there is no need tordasigxplicit supervisory layer. The
block diagram of the HVAC system along with the new optimal control system &iidited in Fig 2.14.

2.3.2 Comparison of New Control System with Current ControlSystem

Typical industrial HVAC control system is illustrated in Fig 2.15. As can lenséwo controllers, one
to control the wheel and another one to control the water-to-air helaaager, which communicate to
each other through some if-then rules are used. The main goal of this cacatiom is to have the
maximum exploitation of the wheel. So, current controllers respect theofitshality criterion but it
has nothing to do to satisfy the second optimality condition. To summarize, weagahat the new
control system is simpler because those two controllers are indepemdktiteanew control system is
working in an optimal way. So, it meets all our expectations.
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Figure 2.14: New control system
lTE21 lTpm
v
inletref Rotary Water-to- inlet
4 Ca Wheel TE2D | airHE. >
if - then
]
m
ws win
b
> CW
—_—
m wi éﬁ mwl

Figure 2.15: Typical industrial HVAC control system
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Figure 2.16: Wheel speed vs. voltage

2.3.3 Air-to-air Heat Exchanger Controller

To design controller for the rotary wheel we need to model the wheeltactuaTo do so, several
experiments were done. Fig 2.16 shows the relation between the voltagecantdhl speed. As can
be seen in the Fig 2.16, the curve describing the relation between the vatidgleeawheel speed can
be approximated by two Iineé’@d: 1/5 for 0 < speed< 3 and %d: 10 for 3< speed< 10). It
should be noted that there is also a time delay varying from 6 seconds tc@®sewhile the speed of
the wheel is going to change.

Fig 2.3 showed the normalized curve that describes the effect of thd sgem on the efficiency of
the wheel. This nonlinear curve also will be approximated by three Iifﬁé%d(: 8/15 for 0< speed<
1.6, W — 4/55 for 16 < speed< 3 and-*" — 7/1000 for 3< speed< 10).

' speed speed
Therefore, the rotary wheel along with actuators can be modeled as $ollow

TE22 _ K(TE11-TE21)(-1.0569x 10 “Ga +0.9943 7

V Ts+1 (2.39)
where:
ke {8/75,4/2757/100}
6T <22

It should be noted that the outdoor air temperatdreZ1) will perform as a disturbance through a
first order system on the wheel. Thus, the model of the rotary wheeliistafder system along with
varying gain, varying delay and disturbance. The inppig also constrained. These conditions indicate
that a model predictive controller (MPEis a good choice for the control.

1The only advanced control methodology which has made a significartcingm industrial control engineering is pre-
dictive control. It is currently being increasingly applied in the processstig. The main reasons for its success in these
applications are:

e It handles multivariable control problems naturally.
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The control problem can be formulated as follows:

6
. : 2
R TR 8l

subject to:
0<vl[k/k] <10 (2.40)

The sampling time for the controller is supposed to be 15 seconds. The ghidetay for the
internal model of the MPC controller are 1.7 (maximum gain) and 22 (maximury)desspectively.

2.3.4 Water-to-air Heat Exchanger Controller

To control the water-to-air heat exchanger we have to deal with camstrénputs. We also have to
penalize inputs in a way that in the steady state conditions no water passgghthine the bypass pipe.
So, again MPC is a good candidate for this control problem. To design tl& ddRtroller we need to
modify equation (2.37) as follows:

Tmlet | as | Tinlet N bs+bs by . | m,\,s. N as TE22
Twout 0 & Twout bi+by by Myt — Mys a
Tinlet
y=[10- [ ] (2.41)
Twout
where:
al= —-0.0352 a2 = 0.0310 a3 = 0.0564
a4 = —-0.5961 a5=0.4833 bl=17232
b2 = 46628 b3 =227635 b4 =-199119

Thus, the control problem can be described as follows:

min Tinletlk+i/k] — 19
sl /K] Mgt K- /K] — igslk-+i /K .Z” /K= H'

e |t can take account of actuator limitations.

e lItallows operation closer to constraints (compared with conventionalaprwhich frequently leads to more profitable
operation. Remarkably short pay-back periods have been reported

e Control update rates are relatively low in these applications, so that thplenity of time for the necessary on-line
computations.
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1
+_;Hmm[k+i/k]—rms[kw/km%o.zx.(i))
subject to:
0 < Miyg[K+i /K], Myt [k +i /K — Mgk +i /K] < 350 (2.42)

The first term in the cost function represents the set-point tracking askttond term is the repre-
sentative of the optimality condition (no flow in the bypass pipe). Unfortunatedycontroller does not
have a good performance because of the oscillations around the setfjpoileal with this problem the
two following candidates are proposed:

e First Candidate:

min Tinletk+i/k] — 19
M K-+1/K], Mg [k+-1 /K] —Minslk+i /K] |Zl|| /K — HI

1 1
+3 Imlk+i/K —ms[kﬂ/km%o.zx.m)+_Zjurms[k+i/k]r\%o.lx.a»
= 1=

subject to:
0 < migglk+i /K], mat[K+ /K] — mysk+i/k] < 350 (2.43)

e Second Candidate:

min Tinletlk+i/k] — 19
[k—H/k] mM[k+|/k] mNsk+|/k] |Zl|| + /] HI

1 1
fZ}HMNt[kJF /K] — Miys[k+i/K] H(20.2x|(i)) +'Z)HAMNS[k+ /K] H(20.1><I(i))
= 1=

subject to:
0 < Miyg[K+i /K], Myt [K+i /K — Mgk +i/k] < 350 (2.44)

Both candidates show satisfactory results.
Analyzing of the results should be divided into two separate issues as $ollow

e The first issue deals with actuator modeling of the water-to-air heat egehdrprimary valve
which controls the supply water flogy,s and the variable speed pump which has control over the
tertiary water flowgu ).

The primary valve modeled as a simple gain. Due to the sample time of 15 seconlysémeic
behavior and the delay of the valve is not important.
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When the zero voltage is applied to the pump, it will not shut down. So, the puthgeep
running at the minimum speed and there will be a minimum tertiary flow. If we waatldeve
a tertiary flow less than the minimum flow we have to apply a pulse-modulated vaigus to
the pump. Pulsing of the pump will cause some problems:

1. Short-circuit in the bypass pipe when the pump stops ( delivering hiarwa the return
supply water that is not acceptable in hydronic systems)

2. Possible change in supply tertiary water temperature because of putmgsdad stopping

3. Possible oscillations around the set-poifiirflet = Tre f°C) due to pump pulsing

According to the above problems that the pump pulsing results in, applyingse-podulated
voltage signal cannot be a good solution for the real life needs withougibgrsevere costs to
the installation. Thus, a simple and fine real life solution can be a combinatior o&tl control

strategy and the current control strategy. That is, in the area that ptiechgoltage to the pump
is not zero the new control strategy will be used but when the applied editetipe pump is zero
and less thermal energy is required the current control strategy widnper

Both controllers successfully follow the mentioned hybrid strategy while thpa@at is perfectly
tracked.

e The second issue is about the flow in the bypass pipe. Fig 2.17 illustratesuthedter temper-
atures around the bypass pipe ( supply primary water temperdtyie)( supply tertiary water
temperature win), return primary water temperatur€ jpout), and return tertiary water temper-
ature Twoud). ComparingT pin and Twin shows switching between the new control strategy
and the Exhausto control strategy and then switching between the Exltanstol strategy and
the new control strategy. Comparifigpoutand Twout reveals that apart from the time that the
controller follows the Exhausto control strategy there is always a shoditc That is, the return
primary water is warmed up. This is prohibited by the Copenhagen Buildingl®&mns. Next
section will be dedicated to dealing with this problem.

2.4 Bypass Flow Problem

It was explained that the controllers in the previous section showed geréalimance. However, they
had a severe problem: bypass flow problem. This problem is more destrudten the primary water
flow is more than the tertiary water flow. In the recent case not only thealtantstays away from the
optimal performance but also it violates the constraints (It is not allowed tmwa the water returning
to the boiler). Thus, it is vital to solve this problem.
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2.4.1 Measuring The Bypass Flow

It is not reasonable to measure the bypass flow through a flow-meterlitifeeaHowever, we can
measure the bypass flow implicitly through thermocouples. This way of measuntés acceptable due
to the cheap price of thermocouples.

First we have to define the bypass flow as a quantity with direction. Coasdguwve will always
treat bypass flow as a difference between the primary water flow andrtizeytevater flow (s — qut)-
That is, when the primary flow is greater than the tertiary flow the bypassilthlave a positive sign
and when the primary flow is less than the tertiary flow a negative sign willnapaay the bypass flow.
We consider two cases now:

¢ Negative Bypass Flow

When there is a negative bypass flow the return primary water temperatpoaif and the re-
turn tertiary water temperatur@\out are equal. Although, the supply primary water tempera-
ture (T pin) is always greater than the supply tertiary water temperafinmgnj. The difference
between two recent temperatures is proportional to the ratio of the primaey lav and the
tertiary water flow.

The energy balance equation for the supply water side will result in thenfolgpequation:
(Owt — Qws) Twout + Ous T pin = Ot TWiN (2.45)

By rearranging the above equation we will have:

Owt T pin — Twout

—_— = 2.46
Ows Twin — Twout ( )
We subtract 1 from both side of the equation. So,
Owt 1 Tpln — Twin (2.47)
Ows Twin — Twout

e Positive Bypass Flow

The story of the negative bypass flow is similar to the story of the positivads/fliow. Thus,
When there is a positive bypass flow the supply primary water temperdtyia) (and the sup-
ply tertiary water temperaturéin) are equal. Although, the return primary water temperature
(T pou is always greater than the supply tertiary water temperafn(f). Again, the differ-
ence between two recent temperatures is proportional to the ratio of therprater flow and
the tertiary water flow.
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The energy balance equation for the return water side will result in thenfiolgpequation:

(Ows— QGwt) T piN 4+ Owt Twout = gws T pout (2.48)

By rearranging the above equation we will have:

Owt T pin — T pout

= - 2.49
Ows T pin — Twout ( )
We subtract 1 from both sides of the equation. So,
Cwt Twout — T pout
— —-1= . 2.50
Ows T pin — Twout ( )
The recent equation can be rewritten as
Ot Twout — T pout
e — ! 251
Ows Twin — Twout (2.51)
According to the above discussion and combining equations 2.47 and 2 \wil\ave:
Gt 4 _ (T pin — Twin? + (Twout — T pout) (2.52)
Ows Twin — Twout
or equivalently:
w4 _ (T pin + Twout) — (Twin + T pout) (2.53)

Ows Twin — Twout

So, by measuring the four temperaturégpin, T pout, Twin, andTwouf) and using the recent for-
mula there will be enough information for a controller to make the bypass flpnoaph zero.

2.4.2 Slow Bypass Compensation

As it was mentioned before, it is vital to control the bypass flow. In theipusvsection designing
controllers without considering this problem was discussed. Fig 2.18 imtezda new structure for
the control system. In the new structure to design the MPC controller the samoedpres as it was
explained have to be followed. That is, the MPC controller is the controlben the previous section.
To deal with the bypass problem, a bypass compensator has been adtedctmtrol system. The
bypass compensator is much slower than the main controller. So, the mainlleorsnol the bypass
compensator are decoupled in time domain.
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Figure 2.18: MPC controller along with bypass compensator

2.4.3 Simplified Optimal Control System Scheme

Fig 2.19 shows the simplified optimal control structure. One PI controllermates the primary water
flow (qws) through the information from the inlet temperature feedback. To desigrcohigoller the
linearized model from the primary water flow to the inlet temperature has tsseh Wertiary water flow
(awt) is controlled by a PI controller which tries to keep the tertiary water flow dio$iee primary water
flow. The variable speed pump acts as an actuator to control the tertian/fleateBecause the variable
speed pump is much faster than the primary valve which acts as an actuatotrts ttee primary water
flow, two controllers are decoupled in time domain again.

2.4.4 Optimal Solution when Applying Improperly Dimensioned Coil Applied

Fig. 2.20 shows the return primary water temperature while the simplified optimebder was applied

to the water-to-air heat exchanger. Considering the plot reveals thatria points the return primary
water temperature is higher than®@ It is so because of the inappropriate dimensioning of the coil.
The coil is designed for &C forward water temperature and@return water temperature. Thus, in
some extreme situations the controller cannot keep the return water tempéeatithan 4T while
controlling the inlet temperature. Ifitis not possible to apply a pump which isogp@tely dimensioned
the remedy can be forcing the controli&rto mix more. It can be embedded in the simplified optimal
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controller as follows:
When the mixing happens the energy balance equation for the supply vetevit result in the
following equation:
(0wt — Qws) Twout + Qus T pin = Ot TWiN (2.54)

By rearranging the above equation we will have:

Qwt T pin — Twout

awt - 2.55
Ows Twin — Twout ( )

Now we need not to keep the primary water flow and tertiary water flow to meedptimality
criteria. We have to mix more to lower the return primary water temperature. Asudt,rwe subtract
1+x from both side of the equation:

T pin — Twin a fy

Chwt
o —d+x) = 2,
Ows (1+%) Twin — Twout  Twin — Twout (2.56)
where
X afi and f,— Tpout—40 if T pout>40

= Twin — Twout 0 if Tpout< 40
For the return water side there is no need of manipulation in the equation®fdiiee the feedback

can be introduced as following:

Owt _(14x) = (T pin + Twout) — (Twin + T pout) +a fi

. 2.57
Ows Twin — Twout ( )

We expect that in some extreme situations even when the pump runs in full sfilébaving the
return primary water temperature less thafG® impossible.
Fig. 2.21 shows the optimal trajectory of the controller when the coil is nottselgroperly:

e Region 1 represents the situation that the variable speed pump runs at its migpeachand to
control the inlet temperature the controller has to follow the mixing strategy.

e Region 2 is the representative of the situation that the controller follow the djitirodteria.

¢ Region 3 follows when the return primary water temperature exceéds 4hus, the controller
starts to mix more to keep the return primary water temperature less th@n 40

e Region 4 happens when the tertiary variable speed pump needs to runuditsigzeed to lower
the return primary water temperature. We can expect that the return prmadey temperature
sometimes goes aboveDin this region.
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Chapter 3

Conclusions and Future Work

3.1 Conclusions

The goal of this project was to deal with optimal model-based control of&t&¥stem. The difference
between the HVAC system which was applied in this project with other HVA@sgysvas using variable
water flow through the coil. As a result in the new HVAC system the water floautgh the coil could
be manipulated as a control variable. It resulted in less energy consurbgtiba pump which supplied
the caoil.

HVAC systems are in steady state conditions more than 95% of their operating Timses, the
optimal control strategy that we chose in this project was based on the stakit ofdhe HVAC system.
The objective function was composed of the electrical power for difftecemponents, encompassing
fans, primary/secondary pump, tertiary pump, and air-to-air heat agehnavheel; and a fraction of
thermal power used by the HVAC system. The objectives that had to bevadiig the HVAC system
appeared as constraints in the optimization problem. Solving the optimization mroésalted in two
optimality criteria:

e The maximum advantage of the rotary wheel had to be taken. That is, thetexatie heat ex-
changer has to be applied for warming up the fresh air when the rotarglwgheot capable of
doing that on its own.

e No water should pass through the bypass pipe (the pipe which is useddopiiethe tertiary
hydronic circuit from the supply (primary/secondary) hydronic circuit)

Then the optimal model-based controller was designed to follow the objeofitles HVAC system
while the optimality criteria were satisfied. Lack of good models from contraitpaf view in the
literatures made us to develop our own models for the HVAC system:

51
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e We extended the nonlinear model which had proposed by Underwoo@ramdford for the coll
to model the water-to-air heat exchanger.

e For model-based control of the rotary heat recovery wheel we deedsodel that described the
relation between the rotation speed of the wheel and the temperature oésheafr which was
leaving the heat exchanger. We estimated the steady state gain by bengditindpé results of
the static analysis part. Then we discussed that a first order model captigre the dynamic
behavior of the rotary heat recovery wheel. So, totally the model would fivst order system
along with a variable gain.

The next step we took was analyzing the HVAC system model and designingntwller. Thus,
the HVAC system was broken into two independent subsystems. Ultilizing ttedlent features of
the model predictive control (MPC) and introducing an internal feekllirathe system the optimality
criteria were met.

To deal with the problem of the bypass flow which came up during the debiga oontroller for the
HVAC system led us to a simple optimal control structure for the HVAC systenalllginve addressed
some pratical issues.

3.2 Future Work

In Denmark radiators are used as a source for warming up the room\&kd $¥/stems are applied as a
tool for desired ventilation. In future work including the interaction betwiberradiators and the HVAC
system in developing the optimal control strategy can lead to more compiehepsmality criteria. It
means that HVAC system can also get involved in supplying heat to the roditthe optimality criteria
must determine the HVAC system’s share in that task.

Another interesting point can be inclusion of different HVAC modules wiach supplied by the
same boiler in the control problem. There are several interesting comtiolegns which have to be
solved in this configuration. One of the most important problems in this casedstiiation problem.
The problem stems from the nonlinear behavior of HVAC systems. Thesetealing with this problem
requires sophisticated modeling and applying advanced control tecBnique

Sometimes during the start-up or low heat demand time the heat coil can getfaosl it will cause
damages to the system. As a result, developing an anti-frost control feyskem is neccessary. Then,
integration of the anti-frost control algorithm and the optimal control algorit¥ill be a very interesting
problem.

In this project we focused on the heating problem. In future work incluthiegcooling problem as
a task for the HVAC system and extending the optimality criteria for that sysksor@oks a charming
problem as the chillers need some specific cares.



Chapter 4

Optimal Set-point Synthesis in HVAC
Systems

M. Komarejit , J. Stoustrug , H. Rasmusse#, N. Bidstrup*, P. Svendsef, F. Nielserf

Abstract

This paper presents optimal set-point synthesis for a heating, ventilatidgiaconditioning (HVAC)
system. This HVAC system is made of two heat exchangers: an air-toaiekehanger and a water-to-
air heat exchanger. The objective function is composed of the eleqidwadr for different components,
encompassing fans, primary/secondary pump, tertiary pump, and airftead exchanger wheel; and a
fraction of thermal power used by the HVAC system. The goals that have &lhieved by the HVAC
system appear as constraints in the optimization problem. To solve the optimizatidam, a steady
state model of the HVAC system is derived while different supplying hyidroircuits are studied for the
water-to-air heat exchanger. Finally, the optimal set-points and the optirpplysng hydronic circuit
are resulted.
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4.1 Introduction

Classical HVAC control techniques such as the ON/OFF controllers (trstatsd and the proportional-
integral-derivative (PID) controllers are still very popular becaustheir low cost. However, in the
long run, these controllers are expensive because they operat@micgptimal efficiency. So, there is
a high potential to apply advanced control methods to save large amounérgfye For example, by
optimal control of HVAC systems almost 100 GWh energy can be savetyye&@enmark (five million
inhabitants) [2].

A common method used to maintain an industrial plant at its optimal operating conition
calculate optimal values of feedback controller set-points, employing aysgtai® mathematical model
of the process [3], [4]. Steady-state optimization of an industrial psooften considers that the overall
control is performed within a two-layer hierarchical structure. The ldayggr performs direct regulatory
control, where the aim is to maintain selected process variables at theirddssifgoint values, and the
upper layer, known as the supervisory layer, has the task of deterntivérgpt-points of the regulatory
controllers to obtain optimal steady-state performance.

This kind of two layer control strategy has been applied before to a cosjisigm and a refriger-
ation system and has shown great results [5], [6]. Implementing the\ssegrlayer through genetic
algorithms in the cooling system case showed saving energy by 19.5%. rieftigeration system case
it was proved that by using this control configuration it was possible twa@l#re set-points close to the
optimum and thus reduce the energy consumption with up to 20%.

In this paper, the supervisory layer of the overall control of a HVA&tem is considered. In Section
4.2, the HVAC system used in analysis is described. Section 4.3 presemtdditon of the problem.
Determination of optimal set-points through solving the defined problem i®ptes in Section 4.4.
Section 4.5 presents conclusions and final comments.

4.2 The HVAC System Description

The HVAC system that will be considered consists of two heat exchangerair-to-air heat exchanger
and a water-to-air heat exchanger. In this section the temperaturerefficiethese two heat exchangers,
which can be used as a steady state model of heat exchangers, wididridbed.

4.2.1 The Air-to-air Heat Exchanger

The air-to-air heat exchanger is a rotary heat exchanger in aluminumlowithressure loss (shown in
Fig. 4.1). The rotor control comprises a gear motor with frequency ctewvdwo fans are installed to
produce the desired inlet and outlet air flow. Here, it is supposed thatioeof the supply air flow to
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AN
Sl =

Figure 4.1: The Air-to-air heat exchanger scheme
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Figure 4.2: Dependency ofy;> on ga while n=10 rpm;g3 andgj represent supply air flow and return air flow, respectively.

the return air flow is one. Thereforg;, will be a function of air flow §,) [7] , that is the same for both
supply and return air, and the rotation speed of the wheel (n).

In this context, results of testing the rotary heat exchanger that wasmed according to European
Standard for laboratory testing of air-to-air heat recovery devicbs2a4&7, EN 305, EN 306, EN 307,
EN 308) will be used.This European Standard is intended to be used ais ddvdesting heat recovery
devices for HVAC systems, which as specified in EN 247 consist of thegliebanger itself installed in
a casing having the necessary air duct connecting elements and in s@se¢hmatans and pumps, but
without any additional components of the HVAC system.

According to results of the test, it is possible to spegifyas a multiplication of two functions. Fig.
4.2 and 4.3 illustrate these functions. Therefoke,can be described as following:

N = (—1.0569- 10 g4 +0.9943 - wr f (n) (4.1)

4.2.2 The Water-to-air Heat Exchanger

The water-to-air heat exchanger is shown in Fig. 4.4. As can be sq@mary/secondary-tertiary
hydronic circuit supplies the heat exchanger with hot water. The air thaw passes the hot coll is
controllable by changing the speed of the fan installed in the air-to-air kelharger.
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Figure 4.5: Result of experiments on water-to-air heat exchanger

Here, temperature efficiencyf) is a function of hot water flowq,;) and air flow €5). To obtain
this function several experiments were done. Results are illustrated in BigAdain, it is possible to
describen;1 as a multiplication of two functions that the first one depends only on air fighand the
second one depends only on water flay|:

N = 03215 (ady+bi+ci+dan+e) - (AC+BE+Cag+D) (4.2)
where:
a=—5.399.10 12 A=1.0665-10"10
b=1.0733 108 B=-1.643.10""
c=-7.887-106 C=-2.880-10"*
d=27199.103 D = 0.6927
e=8.3711.10"*

4.3 Problem Formulation

As it was mentioned, the aim of this paper is to find the optimal set-points for therided HVAC
system. Thus, an objective function is needed to formulate the problem. /A€ Blystem mission can
be described as constraints for the defined objective function.
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4.3.1 Objective Function

The desired objective function is defined as following:

J = Ppt+Ppp+Pr+Py+®/25 (4.3)
subject to:

Oa = Ca

Tinlet=19

T pout< 40

and,
0<gu <743

0 < qws <1400
300< gy < 2200
0<n<10

where:

Pot » Pop, Pr , Ry, and® are tertiary pump power, primary pumping power, fan power, wheel rotatio
power, and thermal power, respectively.

O, iS @ constant that will be determined in accordance with the required ventil@iofhis formu-
lation discuss a typical HVAC system used for ventilation purposes.

4.3.2 Tertiary Pump Power (Ppt)

The hydronic circuit that is used for supplying the water-to-air hedb@xger is a primary or secondary
-tertiary circuit isolated from each other by a bypass pipe. The bygpssipa short length of full
bore piping. The pressure drop across the bypass pipe is then smalmemhtp the pressure drop
in the tertiary circuit and through the supply circuit [9]. The supply watew flqys) is controlled by
the motorized primary/secondary valve. A variable speed pump and a vahstaied in the tertiary
circuit. The tertiary valve is used to set the desired maximum flow rate throeghatiable speed pump.
By changing the speed of the tertiary pump, it is possible to sweep the intetvaéen 330 (I/h) and
743 (I/h) for the tertiary water flowq). If the tertiary water flow has to be less than 330 (I/h), the
pump will be pulsed. Fig. 4.6 illustrates power of the tertiary pump as a functigg;0 This curve is
approximated by the following polynomial:
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where;:
Ap =5.1873 107/
Cp = 3.2906 101
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Figure 4.6: Tertiary pump power Vet

Pot = Ap G54 + Bp G2 +Cp Gt + Dp (4.4)

B, = —6.4260- 104
D, = —488641

When the pump is pulse width modulated, it is assumed that the power of the purapligytcycle
fraction of the pump power while it is running at its minimum speed, i.e. it is ptap@l to the pump

working period.

4.3.3 Primary Pumping Power@yp)

The primary/secondary pumping power has to be measured implicitly becaneddimo direct access
to the primary/secondary pump. Therefore, it is supposed that the effica the pump in convert-
ing electrical power to hydraulic power is 50%. The curve indicating regupressure drop versus
primary/secondary water flovgys) is shown in Fig. 4.7. A second order polynomial is used to repre-
sent this curve. As we know, multiplying water flow by head results in hydr@ower. So, primary
pumping power can be expressed as follows:

P, = —
PP 3600

2
Ows- (—4.8131-107 Bs —8.5955 - 102 s+ 43.1390) (4.5)
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4.3.4 Fan PowerPs)

The HVAC system structure is assumed fixed during the entire work. Asudt réhe path for the air
does not change. So, it is possible to have fan power as a functionftdvaig,). Fig. 4.8 illustrates
this function. The curve is approximated by a third order polynomial as fetlow

Pr = At 05 + Bt g2 +Ct ga+ Dy (4.6)
where:
Af =4.7354.10°8 Bi = 6.705-10°°
Ci = —3.2527-102 D; = 40.3043

4.3.5 Wheel Rotation PowerR,)

The electrical power input to the wheel as a function of rotation speeceaktteel is sketched in Fig.
4.9. The step change in the figure is due to the frequency convertetaisentrol rotation speed of the
wheel.

As Fig. 4.9 reveals, it is feasible to assume that the electrical power of thelwhcomposed of
three parts:

Ry=235W 10rpm>n>25rpm (1>wrf >0.9)
Py=13 W 25rpm>n>0rpm (0.9>wrf >0) 4.7)
Py=0W n=0rpm (wrf =0)
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4.3.6 Thermal Power (P)

@ is the thermal power that is being used by the water-to-air heat exchanger

® = py gwt Cw (Twin— Twourt) (4.8)

In steady state conditions:
Pw Gwt Cw (Twin— Twout) = p; ga Ca (Tinlet— TE22) (4.9)
According to the definitions, we have:

Tinlet=TE22+ Ny (Twin—TE22) (4.10)

TE22=TE21+ne; (TEL11-TE21) (4.11)

Substituting (4.10) and (4.11) in (4.9) will result in:
@ = Pa Ga Ca Nea (TWin—TE21) + pa 0a Ca M1 Ne2 (TE21- TELL) (4.12)

This formula will be used for computing the thermal power consumption. THepowaer is di-
vided by 2.5 in the objective function because thermal power is 2.5 time ahgpeelectrical power
according to building regulations in Denmark.

4.4 Determining Optimal Set-points

To obtain optimal set-points, the optimization problem that was defined in thspsesection has to be
solved.

In this section solving the defined optimization problem is presented while twereliff cases are
assumed for the hydronic circuit. In the first case it is assumedyhat gu:. In the second case we
will have gus > gut. These two cases are selected because they are the most genatal case

4.4.1 Computing Optimal Set-points Whilegys < Qut

According to the discussion so far, the optimization problem consists ofravésiable Qa, Qws, Qut, N)
objective function along with two equality constraint and two inequality coimdtra Because, will
be determined in accordance with required ventilation, actually we have tavithaa three-variable
optimization problem along with an equality constraint and two inequality conraifhus, in the
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sequel by optimization problem we mean the latter statement. For convenienagé deal with TE22
instead of in the procedure of solving.

Because, in this case, supply water flayyd) is always less than or equal to the tertiary water flow
(agwt), mixing between the supply water flow that enters the tertiary circuit and afthe tertiary return
water flow occurs. So, the temperature of the water that enters the lobaingper is as follows:

Ows - T Pin + (Gwt — Gws) - Twout
Owt

Twin=

(4.13)

Actually, the mission of the motorized primary/secondary valve is controlliwg by changing the
supply water flow €ys).

As it was mentioned, to solve the optimization problem here we have to deal wéth ¥ariables
Ows: Owt, andT E22. One of these variables is dependent due to equality constraint (Fih@t

Tinlet = (1—ni1) - TE22+ 11 - Twin (4.14)

As we know, the energy balance equation in a water-to-air heat exehasnas follows:

Pw Gwt Cwv (Twin— Twout) = pa ga Ca (Tinlet— TE22) (4.15)

Substituting the two recent equations in equation (2.26) will result in a fornaulg,.g versusou:
andTE22 :

s — K N aw (19— TE22)
" N0t (T pin— TE22) + (Gt — k) (TE22— 19)

Also, in this caseys < guwt; Therefore, substituting equation (4.16) in the recent inequality results
in an inequality as following:

(4.16)

TE22> 9= TPINMu (4.17)
1-nn
Combining equations (4.14) and (4.15) results in a formuldfeout
TWout— 190wt + T E22(— 0wt + Ne1Gwt + KNtr) — 19Kk (4.18)

N1 Cwt
In this case,Twoutis equal toT pout because the supply water flow is less than or equal to the
tertiary water flow. Thus, the inequality constraifitgout < 40) can be translated into the following
inequality:

(—Owt + Ne10we + ki) TE22 < 40n:1Gwt + 19K — 190wt (4.19)
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Figure 4.10: Feasible region whileys < gwt (TE21= —12, T pin= 80 andg, = 21049)

Finally, the optimization problem transferred to an objective function of twaakées ¢.: and
TE22) with two inequality constraints (inequalities (4.17) and (4.19)). The tyjpéesible region of
this optimization problem is shown in Fig. 4.10 (assumirgRl= —12, T pin= 80 andg, = 21049 ).
Optimal set-points in different conditions as a result of solving the optimizatiobl@m can be found
in Table 4.1.

4.4.2 Computing Optimal Set-points Whilegys > Qut

We have to deal with a three-variable optimization problem along with an equabitstraint and two
inequality constraints again. The only difference is the fact that supplgniiew is greater than or
equal to tertiary water flow. The impact of keeping supply water flow hitjtrean or equal to the tertiary
water flow on the system is that the supply tertiary water flow to the water-teeatexchanger will not
be mixed water. SoTwin will be equal to theT pin. Actually, water mixing occur between the return
tertiary water flow §us) and the hot water passes the balance pipe-{ gut). Therefore, we have:

Out - TWOUt+ (Ows— Cut) - T pin

4.20
Ows ( )

T pout=

According to the equality constraint {nlet = 19) and the fact thalwinis always equal td@ pin, it
is possible to havé E22 as a function ofj:
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19— T pinng

TE22=
1-na

(4.21)

Substituting equations (4.15) and (4.21) in equation (4.20) will result in tegeateformula for

T pout _ _ _
—(T pin—19) k nt1 + T pin gus— T pin N1 Gus
(1—nt1) Qws

T pout= (4.22)

Using the recent formula fof pout, the inequality constrainfl(pout< 40) can be translated into
the following inequality:

(Tpin—19) k N1
s = T pin — 40) (1— nu)

(4.23)

To summarize, the optimization problem transferred to an objective functibmoo¥ariables G
andqys) with two inequality constraint (inequality (4.23) angs > gut). The typical feasible region in
this case is sketched in Fig. 4.11 (supposé&®1 = —30, T pin= 60 andg, = 16741).

Solving the optimization problem in this case results in the same optimal values abiaitiee
previous case. That is, Table 4.1 represents optimal set-points also iaghis ¢
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4.4.3 Consideration of Results

Regarding results of solving the optimization problem in different conditidablé 4.1) reveals that in
all conditions supply water flong(s) and tertiary water flowdy,) are equal. Therefore, from energy
point of view the optimal hydronic circuit for supplying water-to-air heattenger is variable-primary
flow circuit [10]. It also shows that using air-to-air heat exchangegrtmuce required heat is cheaper
than using water-to-air heat exchanger. That is, the control strategytrauesigned in such a way that
maximum exploitation of the air-to-air heat exchanger is achieved.

45 Conclusions

Optimal set-point synthesis for a HVAC system was presented in this paperHVAC system was a
typical HVAC system consisted of an air-to-air heat exchanger andters@air heat exchanger. To
derive the optimal set-points, an objective function composed of elecpiwedr of different compo-
nents in the HVAC system and a fraction of thermal power used by the sysésndefined. The goals
defined for the HVAC system were treated as constraints to the objectigédn. Finally, the defined
optimization problem was solved using the steady state model of the system si&r@lyhe obtained
results revealed that in all conditions supply water flow was equal to temiatgr flow. Thus, the
varying-primary flow system was the optimal hydronic circuit to supply theemt-air heat exchanger.
The synthesis done here can be applied as a supervisory layer foraHaywv control of the HVAC
system to make the system work at its optimal set-points.



Air Flow (qu) | Set-points Tpin=80 | 80 80 70 | 70 70 60 60 60
TE21=-12| -20| -30 | -12| -20| -30 | -12| -20 | —30
Owt 516 739 | 1047 | 627 | 908 | 1314 | 80.2 | 1186 | 1790
Qws 516 739 | 1047 | 627 | 90.8 | 1314 | 80.2 | 1186 | 1790

21049 wr f 1 1 1 1 1 1 1 1 1
TE22 14.2 124 | 101 | 142|124 | 101 | 142 | 124 | 101
Twout 242 261 | 288 | 242 | 262 | 292 | 242 | 265 | 301
Owt 29.6 44 | 628 | 358|533 | 765 | 45 | 676 | 983
Qws 29.6 44 | 628 | 358 | 533 | 765 | 45 | 676 | 983

16741 wr f 1 1 1 1 1 1 1 1 1
TE22 15.8 143 | 125 | 158 | 143 | 125 | 158 | 143 | 125
Twout 279 289 | 302 | 269 | 279 | 292 | 258 | 268 | 282
Owt 4 93 | 159 | 48 | 112| 191 | 61 14 239
Qws 4 93 | 159 | 48 | 112| 191 | 61 14 239

9799 wr f 1 1 1 1 1 1 1 1 1
TE22 183 174 | 163 | 183|174 | 163 | 183 | 174 | 163
Twout 29.7 318 | 325 | 285|299 | 305 | 270 | 28 284

Owt 0 0 0 0 0 0 0 0 0

3083 Ows 0 0 0 0 0 0 0 0 0
wr f 0.94 096 | 098 [ 094|096 | 098 | 0.94| 096 | 0.98
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Chapter 5

Optimal Model-Based Control in HVAC
Systems

M. Komarejit , J. Stoustrup, H. Rasmussehn N. Bidstrug , P. Svendsen, F. Nielse

Abstract

This paper presents optimal model-based control of a heating, ventilatitigjraconditioning (HVAC)
system. This HVAC system is made of two heat exchangers: an air-to-a@ireliehanger (a rotary
wheel heat recovery) and a water-to-air heat exchanger. Finstndig model of the HVAC system is
developed. Then the optimal control structure is designed and implemeritedd\VVAC system is split
into two subsystems. By selecting the right set-points and appropriateuiocsiihs for each subsystem
controller the optimal control strategy is respected to guarantee the minimumathand electrical
energy consumption. Finally, the controller is applied to control the mention&CHystem and the
results show that the expected goals are fulfilled.
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Figure 5.1: The Air-to-air heat exchanger scheme

5.1 Introduction

The consumption of energy by heating, ventilating, and air conditioning E)\quipment in indus-
trial and commercial buildings constitutes a great part of the world en@ngguenption [1]. In spite of
the advancements made in microprocessor technology and its impact onéhgpdesnt of new control
methodologies for HVAC systems aiming at improving their energy efficieneypthcess of operating
HVAC equipment in commercial and industrial buildings is still an inefficientlaigt-energy consump-
tion process.

It has been estimated that by optimal control of HVAC systems almost 100 Giafigye can be
saved yearly in Denmark (five million inhabitants) [2]. It shows that a hugeumt of energy can be
saved and according to the current energy prices it will be reasotmbieest a little bit more in the
first cost of HVAC systems.

In this paper, an integrated control system is developed. That is, in dp@ged control system
there is no need for an explicit supervisory layer to make the system waskaptimal conditions. The
optimal control strategy that has been developed in [2] is implemented heréxeScontroller follows
the optimal control strategy while it tracks the set-point. In Section 5.2, thamdimodel of the HVAC
system is described. The controller design is presented in Section 5.3y,Rimaresults of applying
the proposed control system is shown in Section 5.4.

5.2 Dynamic Modeling

The HVAC system that will be considered consists of two heat exchangerair-to-air heat exchanger
and a water-to-air heat exchanger. In this section these components wéklribed and their dynamic
models will be developed. Finally the overall nonlinear model of the HVAGesyswill be linearized.
This linear model will be used to design the controller later.
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Figure 5.2: Dependency ofj;2 on gy while n=10 rpm;g3 anddgj represent supply air flow and return air flow, respectively.

5.2.1 Air-to-air Heat Exchanger

The air-to-air heat exchanger is a rotary heat exchanger in aluminumlowitbressure loss (shown in
Fig. 5.1). The rotor control comprises a gear motor with frequency ctavdwo fans are installed to
produce the desired inlet and outlet air flow.

Steady State Gain Determination

Here, it is supposed that the ratio of the supply air flow to the return air flomés Thereforen;, will

be a function of air flowdy), that is the same for both supply and return air, and the rotation speed of
the wheel (n). In this context, results of testing the rotary heat exchémaewas performed according

to European Standard for laboratory testing of air-to-air heat regaerices (EN 247, EN 305, EN
306, EN 307, EN 308) will be used. According to results of the test, it isiplesto specifyn;, as a
multiplication of two functions. Fig. 5.2 and 5.3 illustrate these functions [2]. r&foee, N> can be
described as following:

Ntz = (—1.0569- 104 g, +0.9943 -wr f (n) (5.1)
As we know,n;, definition is as following:

TE22—-TE21
TE11-TE21

Combining recent equations (equations 5.1 and 5.2 ) will result in the stetdygsin for the wheel

N2 = (5.2)

model:

TE22=TE21+wrf(n) - (TE11— TE21). (—1.0569 10 *q, -+ 0.9943) (5.3)
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Dynamic Behavior

Fig 5.4 shows an energy wheel operating in a counter flow arrangemader typical operating con-
ditions, warm air enters the tube during the supply part of the cycle ansférarenergy to the matrix.
This energy is then transferred from the matrix to the air during the expausof the cycle. The half
plane of the matrix tube is assumed impermeable and adiabatic and the bulk mearaterapef air
are used in the model. The formulation is therefore one dimensional andetrangth space (x) and
time ¢ or 6 = w-t) as the independent variables. The governing equations for heatergenergy
equations) in energy wheel for air and matrix include energy storagegction, conduction based on
the usual assumptions are as follows respectively:

aT, 0Ta  As
pa(-:paAaOT[a +U PacpaAadi)f1 + hf (Ta—Tm) =0 (5.4)
0Tm  As 9 0T
mepmAmW - hf(Tm —Ta) = E((KmAmW) (5.5)

Itis reasonable to suppose that the conductivity has a Small share imdresdiér through the matrix
[3]. Thus, equation (5.5) can be rewritten as following:

J0Tm NTU NTU

_ —— m=——

ot CP CP

Equation (5.6) shows that air temperatufg) Can be assumed as the input for the matrix temperature

(Tn) differential equation. It means the matrix temperature as a function of timél( perform as an

output of the ordinary first order differential equation. Another pthat should be emphasized is that

the time constantﬁ%)in the differential equation is fixed. That is, the time constant depends tiixma
(wheel) properties. Thus, it is a design parameter not a control panarfiégeclaimed that air stream

Ta (5.6)
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Figure 5.4: Counter flow energy wheel

temperature has the same behavior as matrix temperature [4]. So, Thesar &neperature shows first
order dynamic behavior.

Dynamic Model of The Air-to-air Heat Exchanger

According to our earlier debate the wheel behavior can be modeled Isy arfier transfer function. So,
we will have:

TE21 n wrf(s)- (TE11—TE21)(—1.0569x 10 %q, +0.9943
Ts+1 Ts+1

The first part on the right side of the equation (5.7) will be treated as datogh That is, the transfer
function fromT E22 towr f is as following:

TE22(s) = (5.7)

TE22(s) (TE11-TE21)(—1.0569x 10 *ga + 0.9943 (5.8)
wrf(s) Ts+1 :

As it was discussed, the time constany i fixed and according to the experiments, it is 28.0374
seconds.

5.2.2 Water-to-air Heat Exchanger

The water-to-air heat exchanger is shown in Fig. 5.5. As can be s@eimary or secondary -tertiary
hydronic circuit supplies the heat exchanger with hot water. The air @ passes the hot coil is
controllable by changing the speed of the fan installed in the air-to-air kelaarger.

The hydronic circuit that is used for supplying the water-to-air heahaxger is a primary or
secondary-tertiary circuit isolated from each other by a bypass pipe. stipply water flowdys) is
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Figure 5.5: The water-to-air heat exchanger scheme

controlled by the motorized primary/secondary valve. A variable speed pnahpa valve is installed in
the tertiary circuit. The tertiary valve is used to set the desired maximum flowhrategh the variable
speed pump. By changing the speed of the tertiary pump, it is possible tp theedesired interval for
the tertiary water flowdu).

Dynamic Model of The Coil

Here, the nonlinear coil model that was developed by Underwood aadf@rd [5] will be applied.
According to their model, the differential equations, resulted from enbadgnce equations, which
describe the coil behavior are as follows:

[(=Cow —Db/2)Mua(t) —d/2ma(t) — /2] Twour(t) + [(Cpw — b/2)mn(t) — d/2ma(t) — /2] Twin(t)

(b (1) + d i +) TE22(t) = C - Toou() 59)

—Mg(t)CpaT inlet(t) + [(Cpa— d)Ma(t) — bmiy (t) —a] - TE22(t) + (a/24 b/2mip(t) +d/2ma(t)) Twin(t)
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Figure 5.6: Coil model verification, blue curve: real output, green curve: simdlateput

+(a/2-+ /2 (1) + /24 (1) Taou(t) = Co 3 Tinlet(t) (5.10)

wherea, b, d, Cpa, Cpw, Ca, andC,, are unknown parameters that have to be identified through the
experiments.

The unknown parameters have identified through some experiments oriltHeig®.6 show veri-
fication of the model along with identified parameters.

Dynamic Model of The Water-to-air Heat Exchanger

According to the hydronic circuit configuratidiin(t) will be as following:

Toin(t) Mws+ Twout(t) (Miyt — 1
Toin(t) = pin(t) Mys+ wo.ut( ) (Mt — Mys) (5.11)
Mt
where it is supposed that,; > mys.
The recent formula folli, should be placed in coil model (equations (5.9) and (5.10))to have the
water-to-air heat exchanger model versus real inpytsand m,,. Therefore, final water-to-air heat

exchanger model will be as following:

. . rh\NS . rr\NS
Ky — by — k: +ks—|T, t) + [k — k3—] Thin(t
(k1 — brig — kormys Kgm/vt} wout(t) + [KaMis k3mNt] pin(t)

+[a+ b miy + d iy (1) TE22 = chiTwout(t) (5.12)
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—MaCpaTinlet(t) + [(Cpa — d)mMa — by, — a] T E22+4 [—kyq + by — b/ 2mys — ks%sﬁwout(t)

Hb/ 2+ Ko Tyn(1) = Carg Tinlet®) (5.13)
where:
ki = —a—dnmy(t)
ko =Cpw—b/2

ks =d/2my(t) +a/2

5.2.3 Linearization of The Nonlinear HVAC System Model

The model of the whole HVAC system consists of the air-to-air and watairtioeat exchanger models
which were described by equations (5.8), (5.12) and (5.13). The mamlmodel of the HVAC system
can be described as following:

Tinlet
Twout | = f(Tinlet, Twout TE22, miys, My, wr f) (5.14)
TE22
where: Twout Tinlet, andT E22 are states of the HVAC systemm,s, My, andwr f are inputs of
the HVAC system.
The linearized model of the HVAC system will have the following shape:

Tinlet a, ag as Tinlet bs by O Miys
Twout | =| 0 a a || Twout |+ | by by O |-| mig
TE22 0 0 a TE22 0 0 bs wrf
Tinlet
y=[100-| Twout (5.15)
TE22

where:

ag = (—a— b iy — d M — Cpy Miys + b/2 Mg+ /2 Mo 4 d /2 M) /C,,
a = (a+b My +d my) /Cy

ag = (a+b My +dma—b/2mys—a/2 s —d/2 M) /C,

&y = —Cpa Ma/Cq

as = (CpaMa—a—bmiy —dmMy)/Ca
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as=-1/1

bl_(CpW a/2 —b/2—-d/2 m51)/(3\,\,Tpin+( pr+a/2—+b/2+d/2 mﬁ)/CWTwout
=(a/2; ”"V52+d/2 mam’VS)/C;,VTper( b—a/2 mNS > —d/2 marnNS)/CWTwouH-bTEZZ

b3_( /2—+b/2+d/2 "‘a)/Cananr( a/meb/Z d/?n';‘;)/CaTwout

bs = (—a/2 ;3 m”s ,—d/2 ma"‘”S)/Canlm—(b+a/2 m’“52+d/2 mf)/CaTwout—bTEZZ

bs =1 (- 10569>< 1074 "‘a+o 9943 (TE11- TE21)

This linear model will be used in the control section to design the controller.

5.3 Optimal Model-based Control

5.3.1 Control Strategy

It is shown that to make the system perform optimally the control strategy Haes defined in a way
that the following conditions are satisfied:

1. The maximum possible exploitation of the air-to-air heat exchanger isvachie

2. Inthe steady state conditions supply water flgys must be equal to the tertiary water flogg().
That is, it is optimal to make the system work in a way that no water passegthtioe bypass
pipe. It should be noted that it is not possible to eliminate the bypass pipadeeitanakes the
tertiary hydronic circuit hydraulically decoupled and it is necessary ¢ép kbe bypass to remove
fast disturbances.

If the control strategy respects the mentioned conditions the HVAC systerpeavithrm in such a
way that it will result in minimum thermal and electrical energy consumption [2].

5.3.2 Controller Design

The mentioned HVAC system is going to be used for ventilation purposes. dhsrnhat the air flow
(ga) will be determined in accordance with the required ventilation and the inletrapdrature Tinlet)

has to be kept at P&. So, the optimal controller task is to track the set-point for the inlet air tempera-
ture while satisfying the conditions that were described in the control syrasgion to guarantee the
optimal performance of the system. The traditional way to design the cogstam that works in this
way is applying the two-layer hierarchical control system. The lower lpgeiorms direct regulatory
control, where the aim is to maintain selected process variables at theirddgsirgoint values, and the
upper layer, known as the supervisory layer, has the task of deterntiv@rsgt points of the regulatory
controllers to obtain optimal steady state performance.
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Looking at the linear model that was developed before reveals that tA€dYstem can be split
into two decoupled subsystems as follows:

.|nlet _ | & as | Tinlet n bs by . WS n as TE22
Twout 0 a Twout by by Mt a
Tinlet
=1 0. 5.16
y=[10 [ Twout] ( )
TE22=ag- TE22+ bg - wr f (5.17)

It means that control of the HVAC system can be considered as corittbeair-to-air heat ex-
changer and control of the water-to-air heat exchanger separktefyuld be noted that E22 acts as
disturbance for the water-to-air heat exchanger in this new formulation.

If the set-point for temperature of the fresh air that leaves the whiée22) is defined as the set-point
for temperature of the inlet air (28) we will be sure that the air-to-air heat exchanger has its maximum
contribution to warm up the fresh air. Thus, the first condition for optimality lb&llmet. The second
condition for optimality can be included in the cost function that will be defimedHe water-to-air heat
exchanger controller. Therefore, there is no need to design an espigEtvisory layer.

Air-to-air Heat Exchanger Controller

To design controller for the rotary wheel we need to model the wheel tactuaTo do so, several
experiments were done. Fig 5.7 shows the relation between the voltage antdblkespeed. As can
be seen in the Fig 5.7, the curve describing the relation between the voltdglkeawheel speed can
be approximated by two Iine§‘$d: 1/5 for 0 < speed< 3 ands‘i/eed: 10 for 3< speed< 10). It
should be noted that there is also a time delay varying from 6 seconds tec@®sewhile the speed of
the wheel is going to change.

Fig 5.3 showed the normalized curve that describes the effect of the syesa on the efficiency of
the wheel. This nonlinear curve also will be approximated by three Iifﬁé%d(: 8/15 for 0< speed<
1.6, gposy= 4/55 for 16 < speed< 3 andgp, = 7/1000 for 3< speed< 10).

Therefore, the rotary wheel along with actuators can be modeled as $ollow

TE22 K(TE11l-TE21)(—1.0569x 10 “g,+0.9943 o TS
VR Ts+1

(5.18)

where:
ke {8/75,4/2757/100}
6T <22
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Figure 5.7: Wheel speed vs. voltage

It should be noted that the outdoor air temperatdreZ1) will perform as disturbance through a
first order system on the wheel. Thus, the model of the rotary wheeliistafder system along with
varying gain, varying delay and disturbance. The inpltq also constrained. These conditions remark
that model predictive controller (MPC) is a good choice for the control.

The control problem can be formulated as follows:

6
i . 2
min i;HTEZZ[k-l-l/k]—lng(i)

subject to:
0<vl[k/k] <10 (5.19)

Sampling time for the controller is supposed to be 15 seconds. The gainlagdaténternal model
of the MPC controller are 1.7 and 22, respectively.

Water-to-air Heat Exchanger Controller

To control the water-to-air heat exchanger we have to deal with camstkanputs. We also have to
penalize inputs in a way that in the steady state conditions no water passeghthine the bypass pipe.
So, again MPC is a good candidate for this control problem. To design tt& ddRtroller we need to

modify equation (5.16) as follows:

Tinlet | | a4 ag Tinlet N as
Twout| | 0 a Twout

_'_

a

bs+bs bs | Ms
bi1+by by Myt — Mws

]~TE22
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Tinlet
y=[1 01.[ e ] (5.20)
Twout
where:
al=—-0.0352a2=0.0310a3 = 0.0564
a4 = —0.5961 a5 = 0.4833b1 =17232
b2 = 46628b3 = 227635b4 = —199119
Thus, the control problem can be described as follows:
6 2
min Tinletlk+1/k] — 19||1;
Miaslkc1 /K] el /K — Mgl /K i;” keri/k =29l
L . . . . 2
+_Z)Hmm[k+ /K] — Mins[k+1/K][[{o.2x1i))
1=
subject to:
0 < Miyg[k+ i /K], Mpt[k+i /K] — miyslk + i /k] < 250 (5.21)

The variable speed pump that is installed in the tertiary hydronic circuit wlligeathe requiredf,).
According to the pump affinity laws we have:
No

N=—. 5.22
G0 Owt ( )

It means that by adding a gain it is possible to model the pump. Here the gaiJﬁ)I.’s(a—N'\%).

A valve will control the supply water flowq(,s). Here the sampling time for the controller is 15
seconds too. Thus, transient behavior of the valve is not important aaah ibe modeled as a single
gain. The valve has nonlinear characteristic curve in steady state cosdiSon an average value for
this gain is selected. The controller is robust enough to tolerate this apptmima

5.4 Results

Fig 5.8 and 5.9 shows the result of applying the designed control system EOMC system. It reveals
that the controller keeps perfect tracking of the set-point. At time 660 &eatep disturbance adds to
the supply hot water temperature and the temperature drops fret8(0r5°C. As can be seen, the
control system compensates for this disturbance and can track theisieggean. At time 1090 sec. a
step disturbance adds to the outdoor air temperature and the temperati®Ciddere also the control
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Figure 5.9: The controller performance (b)

system show perfect compensation and tracking.

5.5 Conclusions

Optimal model-based control for a heating, ventilating, and air-conditioihM\C) system was pre-

sented in this paper. The HVAC system was a typical HVAC system congi$tad air-to-air heat

exchanger and a water-to-air heat exchanger. Dynamic model of shensyvas developed through
dynamic modeling of different components of the system. Derived nonlmeael was linearized to

design the controllers. The HVAC system was split into two subsystems arsetipoints and cost
functions for each subsystem controller were defined in a way that optondélol strategy which had

been proposed in [2] was followed. The results of applying the devdlopetrol system showed that
the system respected optimal control policy while it had the perfect tracKitige set point for the inlet

air temperature.
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Chapter 6

Simplified Optimal Control in HVAC
Systems

M. Komarejit , J. Stoustrug , H. Rasmusse#, N. Bidstrup*, P. Svendsef, F. Nielserf

Abstract

This paper presents simplified optimal control of a heating, ventilating, arcbaditioning (HVAC)
system. This HVAC system is a typical one composed of two heat exclangerir-to-air heat ex-
changer (a rotary wheel heat recovery) and a water-to-air hefitaager. First the optimal control
strategy which was developed in [1] is adopted for implementation in a real \ifsOHsystem. Then
the bypass flow problem is addressed and a controller is introducedltaitlethis problem. Finally a
simplified control structure is proposed for optimal control of the HVAQeys The results of imple-
menting the simplified optimal controller show all control objectives are met.
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6.1 Introduction

A great part of the produced energy in the world is consumed by heatmgilating, and air condi-
tioning (HVAC) systems. Due to the extremely high fuel oil price and the shertd energy supply
efficient control of HVAC systems is getting more and more attention. Optimaraasf HVAC sys-
tems in Denmark (five million inhabitants) can result in saving of up to 100 GWiggrmeer year [1].
Regarding the recent figure makes it easy to imagine how much energy cavdd yearly by optimal
control of the HVAC systems all over the world.

Maintaining thermal comfort and energy efficiency are two primary goalsendiévelopment of
control modules for HVAC systems. Furthermore, control modules haverform in such a way to
guarantee that the operation of the HVAC systems do not violate any buikfjogations. For example,
according to the Copenhagen Building Regulations there must be at leasigd@es of cooling of
the delivered hot water through the heating systems. Thus, developiogtiamal control strategy for
HVAC systems is a constrained optimization problem. Having derived an optinélat strategy, the
dynamic controller has to be designed to meet the optimality criteria while satish@rigehmal comfort
conditions. The final step is to adopt and simplify the controller for the reasiistems.

In Section 6.2, the HVAC system is briefly described. The practical optioratal strategy and the
implementation of the optimal controller are presented in Section 6.3. Section éuésks the bypass
problem and the way to deal with that. Section 6.5 presents the simplified optintedlcstructure and
the implementation results. Finally Section 6.6 explains the energy saving aspects

6.2 The HVAC System Explanation

The considered HVAC system is a typical HVAC system composed of twioexehangers: an air-to-air
heat exchanger and a water-to-air heat exchanger.

The air-to-air heat exchanger is a rotary enthalpy wheel which playkehaerecovery role (illus-
trated in Fig. 6.1). The rotor control comprises a gear motor with frequeoyerter. Two fans are
installed to produce the desired inlet and outlet air flow.

Fig. 6.2 shows the water-to-air heat exchanger. A variable speed puppiies hot water to the
coil. The speed change of the variable speed pump provides the meartrt tdoatertiary flow. The
primary/secondary flow is controlled by a motorized valve. Tertiary circuilydraulically decoupled
from the primary/secondary circuit through the bypass pipe.
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Figure 6.1: The air-to-air heat exchanger scheme
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Figure 6.2: The water-to-air heat exchanger scheme

6.3 Optimal Model-based Control

This section first briefly reviews the optimal control strategy and the optiyr@éuic control of the

HVAC system which were developed in [1] and [2]. Then the result ofithglementation of the
optimal controller is presented.
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Figure 6.3: The current control scheme

6.3.1 Optimal Control Strategy

Many industrial processes like HVAC systems work in their steady statat@mmimost of the operation
time. In this situation the main task of the controller is to reject the disturbance$ wbiaupon the
process. To optimize the performance of this kind of systems, applying thdysstate model of the
process in the optimality analysis is objective. Following this approach forgtimality analysis of the
mentioned HVAC system results in two criteria that have to be respected bypit@lter to guarantee
optimal performance of the system [1]:

1. The maximum possible exploitation of the air-to-air heat exchanger hasaohieved.

2. Inthe steady state conditions supply water flgys) must be equal to the tertiary water flog().
That is, it is optimal to make the system work in a way that no water passegthtibe bypass
pipe. It should be noted that it is not possible to eliminate the bypass pipadeeitanakes the
tertiary hydronic circuit hydraulically decoupled and it is necessary ép kbe bypass to remove
fast disturbances.

It should be reminded that here optimal performance means minimum thermelegtrical energy
consumption by the HVAC system while maintaining the thermal comfort.

6.3.2 Optimal Dynamic Control

The dynamic modeling and the controller design procedure of the HVACmyate described in [2].
Fig. 6.3 and 6.4 show the current control scheme and the optimal contierhs; respectively.

The current system is equipped with a constant speed pump. So, theytesditr flow Qut) IS
not controllable and has to be set to its maximum value to meet the maximum heatddbyntre
system. The inlet air temperature is controlled by the motorized primary valve. cowtrollers, the
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Figure 6.4: The optimal control scheme

heat recovery wheel controller and the water-to-air heat exchamgeroller, communicate with one
another through some if-then rules to exploit the heat recovery wheeliels as possible. As a result,
the first optimality criterion is fulfilled; however, there is no chance for thesfection of the second

optimality criterion.

The proposed optimal controller in [2] meets both optimality criteria. Moredherpoptimal con-
troller is simpler because two controllers, the heat recovery wheel dentamd the water-to-air heat
exchanger controller, are completely independent.

The rest of the paper is dedicated to point out some issues about cogttblirwater-to-air heat
exchanger.

6.3.3 Controller Implementation and Results

When zero voltage is applied to the variable speed pump, the pump will keaphguat a specified
minimum speed and will result in non-zero (minimum) tertiary flayy:{. Therefore, to reach the
tertiary flow which is less than the minimum flow the pump has to be pulsed. Pulsthg ptimp will
cause some problems:

e Short-circuit in the bypass pipe when the pump stops (delivering hot watle return supply
water that is not acceptable in hydronic systems)

e Possible change in supply tertiary water temperature because of pum@msthst®ps

e Possible oscillations around the set-poihinjet = Tiet) due to pump pulsing

Due to the above troubles pulsing the pump is not a good solution. Thus, a sinpleractical
solution is to follow the mixing control strategy when the applied voltage to the puagrésand there
is less demand for the heat. The mixing control strategy stands for the stntitegy where the tertiary
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Figure 6.5: The implementation result of the practical optimal controller (a)

flow (gut) is constant and the inlet air temperature is controlled by changing the supmy flow Qws)
by means of motorized primary valve.

The proposed controller in [2] also shows satisfactory results while foligwhe practical optimal
control strategy. Fig. 6.5 and 6.6 illustrate the result of implementing the comtwalthe HVAC system.
Fig. 6.5 shows the controller perfectly tracks the set-points. Looking athiénéertiary flow curve
reveals that when the set-point changes frofC2® 19C, the controller switches from the optimal
control strategy to the mixing control strategy and when the set-point esadngm 19C to 22°C the
switching from mixing control strategy to optimal control strategy happehs. sivitches between the
two different control strategy can be inferred by analyzing the temperafieasurements shown in
Fig. 6.6 too. The controller also shows good performance in the sendstofléince rejection. The
disturbances from outdoor air temperature (shown in Fig. 6.5) and thergraupply water temperature
(shown in Fig. 6.6) are perfectly compensated.
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6.4 Bypass Flow Problem

In this section the bypass flow is defined as a quantity with direction and the impéeisuring of the
bypass flow is presented. Then the way to deal with this problem is digstusse

6.4.1 Measuring The Bypass Flow

It is not reasonable to measure the bypass flow through a flow-metef iffeddVAC systems. How-
ever, we can measure the bypass flow implicitly through thermocouples. Byi®fameasurement is
acceptable due to the cheap price of thermocouples.

First the bypass flow has to be defined as a quantity with direction. Coaristiguve will always
treat bypass flow as a difference between the supply water flow andrtiaeytevater flow Qws— Gut)-
That is, when the primary flow is greater than the tertiary flow the bypassilthlwave a positive sign
and when the primary flow is less than the tertiary flow a negative sign willnapaay the bypass flow.
These two cases are considered as follows:

¢ Negative Bypass Flow

When there is a ngetive bypass flow the return primary water temperdtpeu and the re-
turn tertiary water temperaturbfroud are equal. However, the supply primary water tempera-
ture (T pin) is always greater than the supply tertiary water temperafinmegnj. The difference
between two recent temperatures is proportional to the ratio of the primdey flaw and the
tertiary water flow.

The energy balance equation for the supply water side will result in thevioigpequation:

(0wt — Ows) Twout + gws T pin = gyt Twin (6.1)

By rearranging the above equation we will have:

OQwt T pin — Twout

Qws  Twin — Twout (6.2
We subtract 1 from both side of the equation. So,
Owt T pin — Twin
- = .
Ows Twin — Twout 6.3)

e Positive Bypass Flow
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The story of the negative bypass flow is similar to the one of the positiveskyffzav. Thus, When
there is a positive bypass flow the supply primary water temperakyse) and the supply tertiary
water temperatur@fvin) are equal. Nevertheless, the return primary water temperatye.f) is
always greater than the supply tertiary water temperafina(if). Again, the difference between
two recent temperatures is proportional to the ratio of the primary water fidvhe tertiary water
flow.

The energy balance equation for the return water side will result in thevioligpequation:
(Qws— Owt) T pin + gwt Twout = qus T pout (6.4)

By rearranging the above equation we will have:

Owt T pin — T pout

= = 6.5
Ows T pin — Twout (6.5
We subtract 1 from both side of the equation. So,
T - T
Gt 1 wqut pout (6.6)
Ows T pin — Twout
The recent equation can be rewritten as
Owt Twout — T pout
— —1= . 6.7
Ows Twin — Twout 6.7)
According to the above discussion and combining equations 6.3 and 6.7 weawall
Tpin — Twi Twout — T pout
Gwt 4 _ (T pin wm? + (Twou pout) (6.8)
Ows Twin — Twout
or equivalently:
Gwt 4 _ (Tpin — Twogt) — (Twin + T pout) (6.9)
Ows Twin — Twout
To avoid singularity in the recent equation it should be used as the followjnatien:
G 4 _ (T pin — Twout) — (Twin + T pout) (6.10)
Ows |[Twin — Twout—1| + 1

So, by measuring the four temperaturé&gpin, T pout Twin, andTwout and using the recent for-
mula there will be enough information for a controller to manipulate the bypass flo
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Remark: Those four thermocouples which measdrpin, T pout, Twin, and Twout should be
installed sufficiently far from the bypass pipe.

6.4.2 Problem Definition

As it was mentioned, Fig. 6.6 illustrates the four water temperatures aroumypass pipe ( supply
primary water temperaturd Qin), supply tertiary water temperaturéwin), return primary water tem-
perature T poud, and return tertiary water temperatutierfouf). Comparingl poutandTwoutreveals
that apart from the time that the controller follows the mixing control strategy tisealways a small
short circuit (positive bypass flow). That is, the return supply watesisned up. In this case, not only
the controller stays away from the optimal performance but also it violatestieraints (Copenhagen
Building Regulations). Thus, it is vital to solve the bypass flow problem.

6.4.3 Bypass Flow Compensation

The control system structure along with the bypass flow compensatomm shé&ig. 6.7. In this control
structure the main controller (the MPC controller) is as same as before artyphss compensator
which is slower than the MPC controller deals with the bypass flow problenorédist to the equation
6.10 a simple PI controller can be applied as the bypass flow compensator.

Remark: The PI controller which controls the bypass flow has to be along with an amiy
module because for some time that the main controller follows the mixing contrgpirenere will be
accumulation of the bypass flow error.

6.5 Simplified Optimal Control Structure

Fig 6.8 shows the simplified optimal control structure. One PI contraigr determines the primary
water flow @ws) through the information from the inlet temperature feedback. To desigedhisoller
the linearized model from the primary water flow to the inlet temperature [2pbas used. Tertiary
water flow @ut) is controlled by a Pl controlleiQ) which tries to keep the tertiary water flow close
to the primary water flow. ActuallZ, is as same as the bypass compensatoChig a fast controller
here. The variable speed pump acts as an actuator to control the tertiaryfloxe. Because the variable
speed pump is much faster than the primary valve which acts as an actuatotrts e primary water
flow, the two controllers are decoupled in time domain again. Here also foathe season that was
mentioned before the pump compensator has to be equipped with the anti-windufgmo

The results of applying the recent control system to the HVAC system vgrshioFig 6.9 and 6.10.
As can be seen, the control system has perfect tracking of the sét-pbacontrol system also shows
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Figure 6.7: The control system along with the bypass compensator
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Water-to-air

Qa Heat-Exchanger

Figure 6.8: Simplified optimal control scheme

good disturbance rejection (disturbances from outdoor air temperatdréha hot water temperature
have been successfully rejected). Either the tertiary water flow curtleeawater temperature curves
around the bypass pipe obviously reveal the switch between two cotratdgies.

6.6 Energy Saving Aspects

The energy consumption of the pump is proportional to the third power of dhae Mixing control
strategy which requires constant tertiary water flow will impose continuoaslation of 300l /h of
water through the coil. However, the optimal control strategy plays with thiengwater flow as the
heating demand (thermal load) changes. The tertiary water flow curve ir6Egllustrates this fact.
Therefore, applying the optimal control strategy instead of the mixing clostii@tegy will save up to
82% energy consumption of the tertiary pump. The recent energy saginmg ftalculation is based on
the Blue Angel profile (used in the German energy labing scheme). Tlop&up Study Classification
of Circulators examined circulator load profiles and concluded the profileetappropriate for the
Europump circulator classification scheme; in addition this profile was deeafiddar all EU member
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6.7 Conclusions

Simplified optimal control for a heating, ventilating, and air-conditioning (HYAg{stem was presented
in this paper. The optimal model-based controller which had been deveillop2Pwas implemented
while following the practical optimal control strategy. Going through the bggow problem and its
solution led to a simplified optimal controller. Implementation results for the reaeritaller showed
fulfillment of the control goals.
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Nomenclature

Oa
TE21

TE22
TE1l
TE12

Cwt
Ows
Twin
Twout
Tinlet
T pin
T pout
N1

M2

inlet or outlet air flow (m*/h)

outdoor air temperaturéQ)

temperature of outdoor air after heat recovég) (
room air temperaturé€Q)

temperature of room air after heat recové)(
water flow of the tertiary circuitl(h)

water flow of the supply (primary/secondary) circuitlf)
tertiary supply water temperaturéQ)

tertiary return water temperaturé)

temperature of the supply afiQ)
primary/secondary supply water temperat¥(e@) (
primary/secondary return water temperat¥(@) (

water-to-air heat exchanger temperature efficiency

( __ Tinlet-TE22
M1 = TwinTe2

air-to-air heat exchanger temperature efficiency

(N = TE22-TE2L
M2 = TEIL-TE2L

water mass densityK(g/m?)

water specific heatl(Kg °C)

air mass density(g/nr)

air specific heatJ/Kg °C)

wheel rotation factor (& wrf > 0)

rotation speed of the wheel (tpm>n > 0rpm)
heat transfer surface area of one tuimd)(

mean air velocity in the tuber(/s)

matrix temperature’C)

air temperature®C)
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h convective heat transfer coefficieht/ (m? °K)

L wheel length ifn)

Am cross sectional area of one tube of matri¥)

Aa cross sectional area of one tube for air)

Km matrix thermal conductivityl/ /m °K)

P exposion time (half of the period$€c)

Mn  total matrix massKag)

my air mass flow ratelg/h)

As heat transfer surface area on the supply or exhaustisrje (

Cpm  matrix specific heat)/Kg °C)

cr Mm Cpm n

NTU o
Ma Cpa

Cpc  specific heat of the coillfKg °C)

Mys  supply water mass flow rat&g,/h)

my  tertiary water mass flow rat&(/h)

m.w  effective mass of the region of the coil at an average temperature
equal to outlet water temperatut€d)

m.a  effective mass of the region of the coil at an average temperature
equal to outlet air temperaturk )

Cw Cpc Mew (J/°C)

Ca Cpc Mea (3/°C)

N pump speedrfpm)

k k = 1000 A2t



Appendices

107






Appendix A

Decoupling of the HVAC System

As it was mentioned, the control of the HVAC system can be broken into thieat@f two subsystems:
heat recovery wheel (air-to-air heat exchanger) and water-teeatrexchanger. The following equations
describe those two subsystems:

.|nlet _ | & as | Tinlet n bs by ' mNs n as TE22
T wout 0 Twout b1 by Mt a
Tinlet
=11 O A.l
y=[19 [Twout] A1
TE22=ag- TE22+ bs-wrf (A.2)

where equation (A.1) represents the water-to-air heat exchanget amobequation (A.2) represents
the heat recovery wheel model.

Moreover,

al=-0.0352 a2=0.0310, a3=0.0564
a4 =—-0.5961, a5=0.4833, bl=17232
b2 = 46628 b3=227635 bd=-199119

The linearized water-to-air heat exchanger model is a two-input singf@ibsystem. However, a
system can be decoupled if it has a square transfer matrix. So, we hade @nother output to the
system. We choose the statevout ( return tertiary water temperature ) to be the second output for the
system. The new system model is as following:

109



110 Decoupling of the HVAC System

949139426 (s+0.08029 —5804798155+0.05037)
[ (s+0.5962 (s+0.05885 (s+0.5962 (s5+0.05885 ] (A.3)
327552056 79334996 :
(5+0.05885 (5+0.05885

Now we suppose that a decoupling filt&F) is applied to the system. So, the resulted system has
to be diagonal. It can be explained as follows:

P]_]_(S) P]_z(S) ) DF]_]_(S) DF12(S) _ DP]_]_(S) 0 (A 4)
Po(S) Poa(S) DFy1(S) DFxy(s) 0 DPyy(s) '
Then it will result in the following equations:
P]_]_(S) DFlz(S) + Plz(S) DF22(S) =0 (A.5)
sz_(S) DF]_]_(S) + PZZ(S) DF21(S) =0 (A6)
and consequently:
DF]_]_(S) _ Pzz(S) : DF]_z(S) _ Plz(S) (A7)

DFi(s)  Pals) DF22(s)  Pu(s)

Considering equations A.3 and A.7 reveals t%%g is a pure gain and als%l% can be approxi-
mated as a pure gain. Therefore, the coupling filter will be a constant matrix.

Fig. A.1 shows the structure for decoupling control of the water-to-ait Bechanger. The output
which has to be controlled is the inlet temperaturalet). So, we can control tertiary water flowg§)
in such a way that the second optimality criterion is met. As a result, we choosertrellerC; as
a simple gain which results in equal primary and tertiary water flow at the design. HavingC,
is necessary because two differnt actuators control the primary watteafid the tertiary water flow
(primary valve and the variable speed pump, respectively). Then thettenC, can be a PI controller
which has to be designed based on Eif&;(s) to manipulate primary water flow in order to have the
inlet temperature follow the set-point (A®). ControllerCs is a PI controller which will try to keep the
primary and the tertiary water flow close to one another when the system wifysfeom the design
point.
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Figure A.1: Decoupling control for water-to-air heat exchanger along with bypasgensation
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Appendix B

A Parameterization of The
Observer-Based Controllers

A Parameterization of Observer-Based Controllers: Bumpless Trasfer by Covariance Interpola-
tion

Jakob Stoustrupand Mohammad Komaré;i

Abstract

This paper presents an algorithm to interpolate between two obseneaxt-dx@srollers for a linear multi-
varible system such that the closed loop system remains stable throughmiéetipolation. The method
interpolates between the inverse Lyapunov functions for the two origiatd feedbacks and between
the Lyapunov functions for the two original observer gains to determinietarmediate observer-based
controller.

B.1 Introduction

Observer-based controllers play a significant role in the industry Begawcessing lines do not gen-
erally contain adequate number of sensors to measure all the state vaaiadblegen in some cases it

1Jakob Stoustrup is with Aalborg University as a Professsor in The Bepat of Control and Automation;
j akob@s. aau. dk

2Mohammad Komareji is a PhD student in The Department of Control artdmation, Institute of Electronic Systems,
Aalborg University, Aalborg, Denmarkomnar ej i @s. aau. dk
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may not be possible to get sensor information. Since introducing the modetmoktheory lots of dif-
ferent methods for designing observer-based controllers sucHeplaocement methods, optimization
methods, LMI approaches and have been developed.

Ideally, one would like to design a controller that is both fast and has goedumement noise re-
jection properties. Clearly this is not possible, as increasing the bandvitie ofosed loop system will
also make the system more sensetive to measurement noise [1]. Then thaésogatidesign two distinct
controllers: ControlleiK; which has low closed loop bandwith and is therefore not very sensetive to
noise but exhibits a slow response. Controemvhich has high bandwith and is therefore fast but very
sensetive to noise. Another reason to design two controllers for a cptéaincan be associated with
actuator saturation [8]. Also achieving some predefined output propéartibe system performance can
lead to follow the scheduled controllers approach. Having designed thedmtwmllers, the next issue
which has to be addressed is how to switch between these two controllaraninsystems jumps in the
input to the system are not desirable. Thus, finding a smooth way to switwledr@the two controllers
comes up as a crucial problem.

One important step in actual gain scheduling involves implementing the family of lboedrollers
such that the controller coefficient (gains) are varied (scheduledydiog to the current value of the
scheduling variable, also called scheduling signal that may be eitherrmugsignal or endogenous
signal with respect to the plant [9]. Various issues arise here. The &sout the obsever-based con-
trollers here is that the simple gain interpolation technique which usually woekdemves the closed
loop system unstable for some intermediate points if applied to interpolate betw@ebserver based
controllers.

This paper presents an algorithm for interpolation between two obseaged controllers, designed
to control a linear multivarible system, which renders the closed loop sysédate $or all values of the
interpolation parameter. The family of the observer-based controllerdwihiicbe introduced here can
help the designer to achieve a safe bumpless transfer between tworebased controllers to reach the
control objectives. Finally, two numerical examples illustrate our claims.

B.2 Preliminaries

The following notations are used in this papst.indicates the transpose f&rwhich is either a matrix
or a vector.X < 0 (X > 0) means thak is symmeric and negetive definite (positive definitReX)
denotes the real part of a complex number. Findllgfands for an identity matrix with appropriate
dimension.

Consider the open loop system

X=Ax+Bu, y=Cx+Du
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then:

e The system is aysmptotically stable if all eigen values shtisfyRegA ) < 0 [4].

e A matrix Ais Hurwits if and only if for any given positive definite symmetric mai@xhere exists
a positive definite matrif that satisfies the Lyapunov function [3]:

PA+AP=-Q, Q=Q'

or equivalently
PA+A'P <0

e The recent criterion can be written as
AP 1+pPIA" <0

Proof. We have to multiplyPA+ A*P by P~1 from right and left to get the new criteridn [

B.3 Main Results

Throughout this paper we will assume ttiat B) is controllable andC,A) is observable. It should be
noted that a slightly weaker results can also result evéA,iB) and (C,A) are only stabilizable and
detectable.

J. Bertram in 1959 was perhaps the first to realize that if a given systelmation was state con-
trollable, then any desired characteristic polynomial could be obtained tes\&tdable feedback [5].
Since then state feedback and static output feedback have been twawdétheesearched and written
about issues in modern control theory. There is, of course, a longyhistgain scheduling in applica-
tions too. However, bumpless transfer (soft switching) between two statibéicks need some precise
considerations because the gain interpolation of gain scheduled staedkedan leave the closed
loop system unstable for the intermediate points. The following lemma presealgaithm for inter-
polating between two state feedbacks while the closed loop system remaiesfetadll intermediate
points.

3M andN are two arbitrary positive definite matrices. Then we have the followingegties [2]:

1. M is invertible and its inverseM 1) is also positive definite.
2. Ifr > 0is areal number therM is positive definite.
3. The sunM + N and the product®NM andNMN are also positive definite.
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Lemma 1. Consider the following control system:
X = Ax+Bu
and assume that+ Fg X and u= F; x are both stabilizing state feedback laws, with Lyapunov functions:
Vo(X) =X" Xox and M (x) =x" X3 X

respectively, with X> 0,i = 0,1. Then, a family of state feedback gainéda§ which stabilizes the
system for everg, 0 < a < 1is given by:

F(a):ﬁg(\lp,al) (B.l)

where

] ( Fo (FL—Fo)X
F_
I I -—X

)7 X:Xflxo

Furthermore, Ra) satisfies F0) = Fp and F(1) = F.

Proof. Defining Yy = XO‘1 andY; = Xl‘l, we can rewrite the Lyapunov inequalities corresponding to
Vo(x) andVi(x) as:
Qo := (A+BR)Yo+Yo(A+BR)" <0

and
Q= (A—|— BF]_)Y]_ +Y1(A+ BF]_)* <0

respectively. We will demonstrate, that the matrix valued function
Y(a)=(1-a)Yo+aYs
which is positive definite foo € (0; 1), satisfies

(A+BF(a))Y(a)+Y(a)(A+BF(a))* <0
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for all o € (0;1). To that end, we observe that:

(A+BF(a))Y(a)
= (A+B(R+a(Fi—Fo)X(I —a(l =X))™)) (1—a)Yo+aYr)
- (A+ BRy+ aB(FL— F)YaYy L (1 —a (I —Ylvo—l))’l) (1—a)Yo+aYy)
- (A+ BRo+ aB(F1 — Fo)Y1 (1 — o)Yo + aYl)‘1> (1—a)Yo+aYy)

= (A+BR)((1-a)Yo+aY)) +aB(R—F)Vy
=(1-a)(A+BR)Yo+0a (A+BR)Y;

from which we conclude that:
(A+BF(a))Y(a)+Y(a)(A+BF(a))* =(1-a)Q+aQ1<0, Va € (0;1)
which establishes the proof.

From the last argument, note that in the special €ase Q, which is often obtainable, the proposed
feedback will actually remain stable fall a, not just fora € (0;1). O

Note also that if there is a common Lyapunov function for the both state fekdtmmtrollers the
Lemma 1 interpolation reduces to the simple gain interpolation.

In most practical applications, the system states are not completely a¢eessiball the designer
knows are the outpupts and the inputs. Hence, the estimation of the systesrisstdten necessary to
realize some specific design objectives. The important issue in designialggeever gainl) is to have
A+ LC as a stable system. Thus, the critical point in bumpless transfer betweerb$sovers is the
stability of A+ LC. The coming lemma expresses an algorithm for interpolating between twovelser
while the stability ofA+ LC is guaranteed.

Lemma 2. Let Lo and Ly be two different Luenberger observer gains for the following system:
X=Ax+Bu, y=Cx+Du

and suppose that
Vo(X) =X"Zpx and M(x) =X Z;x

are the corresponding Lyapunov functions te-AqC and A+ L;C, respectively, withiZ> 0,i =0, 1.
Then a family of observer gaingg), 0 < 8 < 1is given by:

L(B) = 73, BI) (B.2)
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where
- Z(L] — Lo) | -Z ’ !
Moreover, L(B) satisfies lQO) =Lgand ul) =

Proof. The intermediate points admit the Lyapunov function given by
ZB)=1-B)Zo+B 2
To verify the above the claim, we have to show that
Z(B)(A+L(B)C) + (A+L(B)C)*Z(B) <0

The first term in left side of the Lyapunov inequality can be rewritten as:

Z(B)(A+L(B)C)

((1-B)Zo+BZ1) (A+ (Lo+B(1 — B(1 - 2))"*Z(L1 - Lo)) C)
(1-B)Zo+BZ1) (A+LoC+B(1 — B(I — Z521)) 25 Z1 (L1 — Lo)C)
((1-B)Zo+BZ1) (A+LoC+ B((1—B)Zo+ BZ1)) 'Z1(L1 — Lo)C)
(1-B)Zo(A+LoC) + BZ1 (A+L1C)

So, we can conclude:

Z(B)(A+L(B)C) + (A+L(B)C)"Z(B)
= (1-B)(Zo(A+LoC) 4 (A+LoC)*Zo) + B(Z1(A+L1C) + (A+L1C)*Z1)

According to the assumptior andZ; are Lyapunov functions foh + LoC andA+ L;C, respec-
tively. Thus, we have:
Zo(A+LoC) + (A+LoC)*Zg < 0

and
Z1(A+L1C)+ (A+L1C)"'Z1 <0

Then the proof is immediate. Ol

According to the separation principle the problem of desigining an obsbasad controller can be
broken into two separate parts: observer design and state feedlsighk. dehis approach facillitates the
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design procedure. Lemma 1 presented an algorithm for interpolation betweetate feedbacks while
satisfying the stability critorion. Similar algorithm was described in lemma 2 forrebse Combining
the results from two recent lemmas leads to an algorithm for bumpless tréaesfezen two observer-
based controllers.

Theorem 1. Consider two observer-based controllers

A+BR+LoC+LoDF | —Lg
Ko =
Fo 0

and

A+BF +LiC+LiDF | —L4
Ky =
F 0

for the minimal system
X=Ax+Bu, y=Cx+Du

which have been already designed [6].
Then a family of observer-based controllers for the mentioned systemasedieas

K(y) = Zu(k,¥), 0<y<1 (B.3)

where

A+BRy+LoDFo +LoC | —Lg )
Fo o

(LoD+B) (F1+Fo) X | )

(

was (P
(
[

| 0
Z (L1—Lo) (C+DFy) —Z(L1—Lo) )

| —X 0
Z(Li-Lo)D(R-FR)X 1-Z

X and Z are as those defined in (B.1) and (B.2).
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Au y
- D >
L(y )= -
- B =[>—. | » C
A <
F(y)=

Figure B.1: The family of observer-based controllers introduced by theorem 1

Also, K(y) satisfies KO) = Ko and K(1) = Kj.

Proof. Fig. B.1 shows the family of observer-based controllers presented bgetinel (equation (B.3)
is the LFT representation of the illustrated block diagram). Applying the pilim@pseparation and
then results in Lemma 1 and 2, the proof is immediate. O

It is interesting to see that if there is a common Lyapunov function for the dls®p system
composed of the plant and the family of observer-based controllers theategon reduces to the
simple gain interpolation. Furthermore, the closed loop system is stable for(@oy only 0< y < 1)
and any rate of switching [1]. Otherwise, in general case which wa®askd in theorem 1 we assume
that the scheduling variable is slow enough not to cause stability problems.

B.4 Numerical Examples

Example 1: This example illustrates the fact that the gain interpolation between two stabilizgeyer-
based controller can cause instability for some intermediate points. Houtegeshown that the algo-
rithm proposed by theorem 1 does not have this deficiency.

Consider the following third order system,

—0.597 —-0.038 0832 —0.638
A= 1636 —-0.121 Q068 |,B= 0.091
—-0.334 -0.968 —-0.311 0.363

C:(l 1 1>,D:O



B.4 Numerical Examples 121

15

Gain interpolation
theorem interpolation

o
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y
R

-3.5 -3 -2.5 -2 -15 -1 -0.

o

0.5

Figure B.2: Eigen Value Plot of The Closed Loop System in Example 1 where Gain bitgipn (red curve) and Theorem
Interpolation (green curve) of Observer-Based Controllers arkeabp

This system is unstable with eigen values-af.3195 and 1453+ 1.0314. Then two different
observer-based controllers have been designed for stabilizing tteersys

—-1.863 —1.995 -0.393 | 1.353
Ko 0.762 —0.896 —0.811 | 0.861

—-175 -1992 -1.751 | 1.367

—0.135 Q947 -0.200 0

and

—-1.152 —-1.103 -0.834 | 0.916
Ky — 1033 -0.651 —-0.376 | 0.551

—-1.441 -1.784 -—-0.785 | 0.901

—0.567 0233 1175 0

Fig. B.2 illustartes the eigen value plot of the closed loop system where thénggipolation and
the interpolation proposed by the recent theorem for observer-basawllers are applied for bumpless
transfer between the two designed controllers. The plot reveals thaaireegain interpolation of the
controllers fails to maitain the stability of the closed loop system while the interpolagipeared in the
recent theorem renders the closed loop system stable forajl & 1.

Example 2:In this example we will show the bumpless transfer between two state feedtack
signed to meet different objectives in a HVAC system applying the algoriteseribed by theorem
1.

We consider here the control of the inlet air temperature of a ventilationnsystevater-to-air heat
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Applying state feedbak F2
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Figure B.3: inlet temperature while applying state feedbacks F1 and F2

exchanger). In accordance with the linearized model of a water-teeairdxchanger described in [7] the
linear model from primary (supply) water flownf,s) to inlet air tempertaureTl(inlet) can be explained

as following:
Tinlet as as Tinlet bs | .
. = : + - Mys
T wout 0 a4 Twout by

10 } Tinlet
Twout

<
Il
L—|

where

al= 00352, a3=0.0564, a4= —0.5961

bl=17232 b3=227635

and Twoutrepresents the temperature of the water that leaves the coil. Two statadksBh =
[ —0.2464x 105 0.0155x 1075 } andF2— [ —0.2103x 105 0.0421x 1075 } are designed for
this system. Fig. B.3 illustrates the system outduh{et) while state feddbackis1 andF2 are applied
to remove the step disturbance occuring ats&@0 The response resulted from applyingrd is slow
but no overshoot happens. Howere, apph#ifyresults in a faster response with overshoot. The fact is

that the overshoot in the response is not desirable because in thgsteah $t cuases some oscillations
which damps very slowly.

To overcome the problem of designing a fast controller with no oversheaombine the two state
feedbacks: When the output of the systéehin(et) is more than (4C) away from the set-poinf2
will the the active controller but when the system output reaches the bofu@d1°C) from the set-
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Figure B.4: inelt temperature, scheduling paramet@r &nd the control input when a family of state feedbacks presented by
theorem 1 acting upon the HVAC system

point a bumpless transfer, applying the algorithm described in theorermm H2 to F1 happensyis
scheduled in accordance with the distance from the set-point). Fig. Babsghe result of applying the
recent control strategy to remove a step disturbance occuring s€d0Rs can be seen, we have a fast
response with no overshoot. Therefore, the recent control strategis the control objectives.

B.5 Conclusions

In this paper an algorithm to interpolate between two observer-basedberstiwas presented. The
proposed algorithm guaranteed the stability of the closed loop system fioteh@ediate points. At the
end, two numerical examples were presented. The first example shaatdiatimaive gain interpolation
failed to maitain the stability of the closed loop system while the thoerem 1 algorithvked/perfectly
to keep the closed loop system stable. The second example illustrated thatmplad the proposed
interpolation algorithm to bumpless transfer between two observer-basgolters.
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Appendix C

HVAC test system set-up

The HVAC test system shown in Fig. C.1 and manufactured by Exhausto A8riposed of two heat
exchangers: Heat recovery wheel and water-to-air heat exehang

C.1 Heat Recovery Wheel

The air-to-air heat exchanger is a rotary heat exchanger in aluminiumlomithressure loss (shown in
Fig. C.2). The rotor control comprises a gear motor with frequency ctarvdwo fans are installed to
produce the desired inlet and outlet air flow. Here, it is supposed thaatibeof the supply air flow to
the return air flow is one. It means that the HVAC system will not changerttgspre of the zone which
is connected to. On the other hand,it removes air from the zone as mucthitazlds to the zone.

Figure C.1: HVAC test system
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Figure C.2: Heat recovery wheel

In this project, results of testing the rotary heat exchanger that wasrpexdl according to European
Standard for laboratory testing of air-to-air heat recovery devicBs24#7, EN 305, EN 306, EN 307,
EN 308) have been used. This European Standard is intended to basigseblasis for testing heat
recovery devices for HVAC systems, which as specified in EN 247 dooisike heat exchanger itself
installed in a casing having the necessary air duct connecting elements sorderncases the fans and
pumps, but without any additional components of the HVAC system.

The temperature of the fresh air which is supplied to the room is controllabheanypulating the
rotation speed of the wheel. The faster the rotation speed, the higheipibly air temperature.

C.2 Air Flow Measurement

Airflow measurement techniques are necessary to determine the mostfiasicar air quality ques-
tions: ’Is there enough fresh air to provide a healthy environment footicepants of the building?’
In HVAC systems the most common ways of measuring the air flow are baseithentbe pressure
difference measuring or the first law of thermodynamics. For the HVAGetsem we have applied the
former method.

The pressure difference measuring method is based on the followingaqua

g—A. | 2P=P)
Pa

where

g: air flow

A: cross area

P.: absolute pressure
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Figure C.3: inlet air flow vs. pressure difference(fan voltage: 10V, 8V, 6 V ang 4

Pa: density of the air

In the HVAC test system changing the fan speed will change the chasgicteurve dispalying the
hydraulic circuit. Hence, the air flow not only depends on the pressffieeathce measurements but also
depends on the fan voltage. Fig. C.3 and Fig. C.4 illustrate the relation bethepressure difference
and the air flow for the inlet circuit and the outlet circuit, respectively whike fdn voltage has been
kept constatntat 10V, 8 V, 6 V, and 4 V. It is necessary to have agpareasurements for the inlet air
flow and the outlet air flow because they have different characterigtiesinlet air flow goes through
the water-to-air heat exchanger but the outlet air flow does not). Toureett®e air flow when the fan
voltage is an intermediate point the linear interpolation between two neargssdas been used.

Fig. C.5 and Fig. C.6 show the final curves for measuring the inlet air flahtlaa outlet air flow

which are functions of pressure difference= Kx/P> — P1, assuming the constant air density) and the
fan voltage, respectively.
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C.3 Water-to-air Heat Exchanger

The water-to-air heat exchanger is shown in Fig. C.7. We can see in tire figat a bypass pipe is
decoupling the tertiary circuit from the supply circuit. The hot water is Bagpo the coil by Grundfos

MAGNA 25-60 pump. A Siemens motorized valve control the flow of the supptytater. On the other
hand, it controls the amount of hot water which is injected to the tertiary cirthé.differnce between
the HVAC test system and the current Exhasuto HVAC systems is the instaltditiba variable speed
pump in the tertiary circuit. In the current Exhausto HVAC systems the tertiatgnvilow is constant

(a constant speed pump is installed in the tertiary circuit) and the inlet tempemtontrolled by the

primary motorized valve. However, the new set-up in the test system enablesexamine control

algorithm which plays with the tertiary water flow as well as a control input too.

C.4 Control Interface Module

The control interface module establishes an interface between the HVASystem and the user. It
is comprised by both hardware and software. The software is installedeohast PC, where the
SIMULINK control diagram is compiled into an executable file, which is dovadled to the target
PC through a LAN (or Internet and LAN). The target PC is equipped withR&I National Instruments
DAQ (PCI-6703 and PCI-6031E) which are the input card and the begrd to connect target PC to
the HVAC test system.



