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Abstract

Modeling, Estimation, and Control of Indoor Environment for Livestock Buildings

The main objective of this research is to design an efficientrol system for the indoor
climate of a large-scale partition-less livestock buitgiim order to maintain a healthy,
comfortable and economically energy consuming indoorrenvinent for the agricultural
animals and farmers. The mathematical models are analyrmbdeveloped based on a
real scale laboratory stable, where the building is equppi¢h hybrid ventilation sys-
tem, which mainly consists of a inlet system controlled tigto adjustable bottom-hanged
flaps, and a exhaust unit manipulated with axial-type famksamvel shutters. The ad-
vanced control theories are applied based on the processlsntal better determine the
optimal ventilation operation, increase the actuatoribzation, guarantee the pleasant
indoor thermal comfort and the reasonable indoor air qydiwer cost (energy) and
improve the quality (productivity).

In this thesis, a conceptual multi-zone climate model igppsed according to the
knowledge about the hybrid ventilation theory. The mettotbicompartmentalize the
building into some well-mixed macroscopic homogeneouggpwith the major empha-
sizes on the occupied spaces where the animals confined ith n&tessary assump-
tions and simplifications, the dominant air flow distribuitgoare investigated and the
phenomenon of horizontal variations are well depicted. fbelinear models for ma-
nipulators are derived from the characteristic analysig, the parameters are identified
through the time series data collected from the experimditite comparative simulation
results show reasonable agreement between theory anétpract

The designed entire control system consists of an outetb&xdclosed-loop dy-
namic controller and an inner feed-forward redundancynoigiition. The dynamic con-
trol is implemented through Model Predictive Control (MP&yorithm based on lin-
earized time invariant state space representations. Tleaon of moving horizon ap-
proach for estimation and regulation, accompanied witigiecalculation and disturbance
modeling, demonstrate the significant advantages of MPGdiomnance improvement,
tracking reference, rejecting disturbance, compensatiadel/plant mismatch, and nat-
urally dealing with constraints. An auto-covariance lesgiare method is applied to
increase the estimation quality through recovering thenomk covariances entering the
system.
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Energy consumption, actuator saturation and disturbaimcesde spectrum of fre-
guencies are crucial issues in designing an applicabletdimhhble indoor climate control
system for modern livestock buildings. The redundancynoigttion is applied through
exploiting the nonlinearities of the actuators to pasygiatienuate the high frequency dis-
turbance (wind gust), to accommodate the limitation of taedwidth of the closed-loop
system as well as pursuit of an optimum energy solution. Bigagng different weights
in the objective function which is based on energy consumnptionsiderations and the
covariance of the high frequency component disturbanbespptimal control command
generated from the dynamic controller are reallocateddetid effectors. This strategy
enhances the resilience of the control system to distudsaheyond its bandwidth, in-
creases the manipulators utilization efficiency, and redwmergy consumption by solv-
ing a constrained convex optimization.

Through comparative simulation results analysis, the @sed modeling and control
technique is proved to be able to capture the salient of thednclimate dynamics, refine
the individual operation of manipulators, and realize thieraation of different zonal
disturbances. This technique is expected to be feasibleeisitmilar real scale livestock
buildings, and could be considered as an alternative solut the current used decen-
tralized PID controller. Therefore, the aim of this res@arcachieved.
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Synopsis

Modellering, estimation, og regulering af indeklima i staldbygninger

Hovedfornalet med dette forskningsarbejde er at udforme et effektipleringssystem
til indeklimaet i en mindre husdyrbygning uden opdelingeed henblik @ at opretholde
et sundt, komfortabelt og gkonomisk energiforbrugendemaadrs miljg for dyrene og
landmaendene. De matematiske modeller analyseres og esiikkeretdpen fuldskala
laboratore-stald, hvor bygningen er udstyret med et hybadtilationssystem, som hov-
edsagelig beat af et indsugningssystem styret via justerbare bundhesegtiler, og en
udsugningsenhed aktueret af aksial-type ventilatoreukgelventil. Avanceret reguler-
ingsteori baseret®proces-modeller anvendes for bedre at kunne afgare denabgt
ventilationsdrift, ge aktuator's udnyttelse, garantseimelig indendgrs termisk kom-
fort og indendgrs luftkvalitet, lavere omkostninger (aieog forbedre kvaliteten (pro-
duktivitet).

I denne afhandling, forels en begrebsmaessig multi-zone klima model baséret p
teori om hybrid ventilation. Den metode baserer sigat inddele bygningen i nogle
godt blandede makroskopisk homogene zoner med de seerlig fikde omader, hvor
dyrenes feerd er begreenset til. Den dominerende luftindsggdistribution undersggt
og feenomenet horisontale variationer er beskrevet, medemaéibe antagelser og foren-
klinger. De ikke-lineaere modeller for manipulatorer eradifra karakteristik-analyse, og
de tilhgrende parametre er identificeret gennem tidsreet@iddsamlet fra forsggene.
Sammenlignende simuleringsresultater viser rimelig @vsstemmelse mellem teori og
praksis.

Det samlede reguleringssystem Besaf en ydre feedback dynamisk controller og
en indre feed-forward optimering, der benytter aktuagatundancs. Dimensionering
af den dynamiske kontrol er gennemfart ud fra Model PredicBontrol (MPC) algo-
ritmer baseret @ lineariserede tidsinvariante tilstands repreesengtiodnvendelsen af
glidende-horisont tilgangen til estimering og regulerileggisaget af target beregning og
forstyrrelsesmodellering, demonstrerer betydelige dtachf MPC mht. performance-
forbedringer, reference-faglge, undertrykkelse af farstger, kompensation for model /
system afvigelser, og naturligvisahdtering af begraensninger. En auto-kovarians mind-
ste kvadraters metode anvendes til at gge estimationskealived at genskabe de ukendt
kovarianser af forstyrrelser, der kommer ind i systemet.




Energiforbrug, aktuatormeetning og forstyrrelser i et bsggektrum af frekvenser er
afgarende spgrgsahi forbindelse med udformningen af et praktisk og impletedvar-
levant reguleringssystem for indeklimaetstyring af moéenusdyrbrug bygninger. Op-
timeringsmetoderne baserei pktuator redundans byggei pn udnyttelse af aktuator-
ernes ikke-lineaere karakteristikker til passivt at deemgjeftekvente forstyrrelser (vin-
dstad), idet der tages hensyn til begreensningaafdbredden af det lukkede kredslgb.
Dette sker i afvejning med at finde en energimaessigt henségssig lgsning. Ved at
tildele forskellige veegte i en kostfunktion, som er baspéetnergiforbrugsbetragtninger
og kovariansen af de hgijfrekvente komponenter af fordgerae, bliver det optimale
styresignal genereret fra det dynamiske regulator omfotifl@eidsugningsaktuatorerne.
Denne strategi gger reguleringssystemets evne til at trjkliee forstyrrelser ud over sin
bandbredde, gger manipulatorernes udnyttelseseffaktiviy reducerer energiforbruget
ved at Igse et konvekst optimeringsproblem med sidebdsiage

Gennem komparativ analyse af simuleringsresultater, béoreshede modellerings-
og reguleringsmetoder vist sig at veere i stand til at indéeagn veesentligste del af indek-
limaets dynamik, finjustere den individuelle brug af matéparer og realisere deempnin-
gen af forstyrrelser i forskellige zoner af stalden. Derelenik forventes at veere muligt
i lignende fuldskala staldbygninger, og kan derfor anses o alternativ lgsning til den
aktuelle, hvor der anvendes decentrale PID regulatorefober malet med dette forskn-
ingsprojekt opaet.
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Part |

Extended Summary

This part gives a comprehensive overview of the entire ptojehe content is organized
logically, from the motivation of the research, through literature review, the methodol-
ogy description, and the solution analysis, to the conclusiand perspective. This part
displays the exposition of the major achieved results apdesents the main contribu-
tions of this thesis.







Chapter 1

Introduction

This chapter presents the background and motivation ofrégsarch, provides an

overview on the indoor climate comfort for living animalrtuilly depicts the as-

sessment for animal comfort zones with experimental dathdascribes the working
principle and application of modern hybrid ventilation ategy. The previous work
on the environmental control for livestock buildings aredstigated. The objectives
of the research are summarized. The thesis outline is givémei end.

1.1 Background and Motivation

Healthy, comfortable, and economically energy consumogsing for happy agricultural
animals and the farmers, is always the popular topic andmpajpose for designers and
producers. There are many factors that influence the heatthpeoductivity of those
animals, including temperature, humidity, air movemertt eontaminant level, physical
activity, bedding condition, body mass, group size and soltve change of the livestock
housing condition - the indoor climate, is of particular ionfance for the animal’'s well-
being and production performances. Effective and efficiemitilation control system
plays crucial role on providing a comfort indoor environrhesich could enhance vol-
untary feed intake, alleviate thermal strain and humidisyvell as maintain an acceptable
indoor air quality. Failure to provide the adequate envinent will reduce profitability,
growth rate and development, poorer feed conversion, amdase disease, condemnation
and mortality, and eventually affect the animal productligpa

In Denmark, Skov A/S (founded back in 1954 by the Danish lettKristen and
Kjeld Skov), an international company for developing andafacturing the ventilation
equipments and climate control system for pig and pouliplss, in collaboration with
Aalborg University, has funded research into improving wedfare of farming animals
as well as the farmers, and increasing the energy consumgificiency.
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Section 1.2: Overview of Animal Comfort Indoor Climate

1.2 Overview of Animal Comfort Indoor Climate

A proper indoor climate is indispensable in maintaining ptiraum animal performances,
and it is required for all ages and classes of living stock liein the highly constrained
farming environment. Analysis frofider Helet al,, 1984 ,[Rinaldoet al, 2000,[Beattie
et al, 2004 illustrate the direct influence of the indoor environmentlomanimals. This
section is dedicated to defining the animal’s comfort zonbilvwill be the objective
and set-point of the environmental control system.

The understanding of the needs of the animals can be deniged hysiological,
physical and behavioral studigBaldwin and Ingram, 1947[Ingram and Legge, 1974
[Geerset al,, 1991, [Xin, 1999). The conventional way of assessing the thermal com-
fort is by the Thermo-Neutral Zone (TNZ), which is definedlss zone of environmental
temperature in which metabolic rate is at a minimum and frioa follows that the Lower
(LCT) and Upper Critical Temperature (UCT), respectivdliiese are the lowest and the
highest environment temperatures at which the metabdkaemains minimall(ngram,
1974). When the air temperature begins to rise from LCT, pigs evaieta remove heat
by increasing their breathing rate and will eventually bgganting. The temperature at
which evaporative heat loss increases noticeably occlrsisn as the Evaporative Crit-
ical Temperature (ECT). At temperatures above ECT, pigoat®f their comfort zone
and will further increase respiration to maximize evapgueaheat loss which is at UCT.
When UCT is exceeded, body temperature increases and adtasoedoes the metabolic
rate and if the heat exposure continues for a prolonged ghavidy temperature reaches
fatal levels and the animal succumbs to the heat sti@ssigonet al, 1994). There-
fore, the thermal comfort zones are the temperature ramgesich animals feels most
comfortable, so does the zones for air contaminant coreténtrthat provides acceptable
air quality for animals. These comfort zones vary in relatio the animal’s species, the
growth stage, the environmental as well as housing comditibPedersen and Sallvik,
1984 and[Poulsen and Pedersen, 2p0&ve derived some references for different live-
stock from combination of small-scale laboratory experite@nd statical analysis which
are mainly based on the Northern Europe climatic conditions

Except the complex environmental requirement for the animals, the animals are
likely have significant and numerous effects on its physscatoundings. The variation
of the animal heat production and contaminant gas genaragiccording to the living
indoor climate and external weather condition are disai#s¢Poulsen and Pedersen,
2009, [Pedersen and Sallvik, 2002Wachenfeltet al,, 2001 and[Milgen et al, 1997.
[Pedersen and Sallvik, 20D@rovides the diurnal rhythm of animal heat production value
for latent heat as well as sensible heat.

In order to visualize the connection between the indoor aférand the animal well-
being, to have further realization about the definition asseasment of animal living
comfort zone, a series of example figures as shown in Fig. efldct the influence of
indoor climate such as the temperature, humidity and \aidii rate, on the growing pig’s
feeding status, water consumption and body mass gain. Appately 8000 data were
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Chapter 1: Introduction

collected in a real scale pig stable during September, 20Résearch Center Bygholm in
Horsens city, Denmark. The stable is equipped with rooftinjérid ventilation system
regulated by a classical PI controller. The approximatentiaécomfort zone for growers

Diurnal Variation of Relative Humidity
Diurnal Variation of Indoor Air Temperature
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Figure 1.1: The Diurnal Variation of Indoor Climate and Pig Behavior and Production

is from 19 to 22°C and the comfort relative humidity is from 60% to 80% with the
ventilation rate from 1000 to 35007 /h. On average, the growers are raised within
a relatively comfort living environment and have positivedguction tendency, except
during September, from 12th to 22th, the growers are sick waithritis which directly
leads to the low feed intake and increase of water consumptio
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Section 1.3: Hybrid Ventilation for Livestock Buildings

Concluded from the above analysis, farming animals’ welhh are directly related
with their living indoor climate, and ventilation is one dfe most important tools for
controlling the livestock building indoor climate. Everotigh, the current used climate
control system is performing relatively fine, the oscilth&®ystem response can not be
ignored, and its weakness on maintaining system stahigfgcting large disturbances
and saving energy are obvious. Therefore, a more relialdeoptimal control system
deserves to be investigated.

1.3 Hybrid Ventilation for Livestock Buildings

For livestock, ventilation is concerned with comfort ingegted through animal welfare,
behavior and health, and most importantly, it is concerniga qualifiable factors such as
conversion ratio, growth rate and mortalifCarpenter, 198). The purpose of livestock
ventilation system is to provide oxygen, remove moisturk@aors, prevent heat buildup
and dilute air-contained disease organisms. Through altingy the air exchange rate
and air flow pattern, the optimum indoor environment coondsi, such as the Thermal
Comfort (TC) defined by temperature and Indoor Air Qualith@) characterized by
contaminant gas concentration are guaranteed within thidated structure.
Traditionally, ventilation is accomplished by either naflor mechanical means, and
for many years, these two methods have been developed sdpatdatural ventilation
makes the most use of the natural forces such as the therimgmey and wind, and the
effectiveness greatly depends on the design process. déivpaess in use appears lim-
ited and the uncertainties in performance results in riskcidnical ventilation could be
designed independent of the building and have flexibilityrfmdification. The primary
disadvantage of mechanical ventilation is the energy aopsion cost. Hybrid ventila-
tion, which has access to both the natural and mechanictlatean in one system, being
as an comprehensive and efficient ventilation strategy haga widely used for livestock
buildings. Hybrid ventilation system utilizes and comlsiribe best features of each sys-
tem in a two-mode system where the operating mode variesdingao the season and
within individual days. Therefore, the hybrid ventilatisgstem is able to fulfill the re-
guirements on indoor environmental performance, the aging need for energy savings
and sustainable development by optimizing the balancedmstindoor air quality, ther-
mal comfort, energy efficiency and outdoor environmentadast[Heiselberg, 2004b
The main hybrid ventilation principles are catalogued wifibee: Natural and me-
chanical ventilation which is based on two fully autonomeystems where the control
strategy switches between two modes; Fan-assisted nagemalation which combines
a natural ventilation with an extract fan to generate pnesdifference (low pressure) to
meet the increased demands or during periods of weak naltivadg forces; Stack- and
Wind-assisted mechanical ventilation where the natuialrdy forces account for a con-
siderable part of the necessary pressure. The currentamgsed ventilation strategy in
the livestock stable is the fan assisted natural (low pre3sientilation, which uses the
exhaust fans to mechanically generate a relatively lowrmatepressure, by pulling out
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Chapter 1: Introduction

warm indoor air and inhaling outdoor fresh air into the binitdin order to create demand
air exchange rate. Depending on the local climate, builtfiadjtion and installation con-
dition, there are four types in use: wall inlet; roof inleiffase; and tunnel ventilation as
depicted in Fig. 1.2

A
==

@ ®)
B B e e s e R ¢ '
© @

Figure 1.2: The Negative Pressure Ventilation Type Normally Used in Livestock Buildings
(a) Wall Inlet (b) Roof Inlet (c) Diffuse Ceiling (d) Tunnel

During winter, ventilation must remove the excess contamirgas in order to pro-
vide a good indoor air quality inside the livestock stablgjlesduring summer, the main
reasons for ventilation are for cooling. Humidity is ne@ggo be removed as well de-
pending on the indoor climate conditioddessen, 20¢ provides analysis of the possible
ventilation scenarios in mild weather countries such asniagh.

1.4 Previous Work on Livestock Environmental Control

Due to the similarity on the indoor environmental conditaomd the principle of ventila-
tion control, the general modeling/control methods ajhiiehorticulture is also studied.
Environmental control is of substantial importance in neiimng good indoor cli-
mate. Several discussions and researches applicatiarigimy environmental control of
animal building or greenhouse have been perforniBdrper and Feddes, 1994Zhang
and Barber, 1995[Timmonset al,, 1995, [Tchamitchian and Tantau, 1996Chao and
Gates, 199F [Linker et al, 1997). Recent research leads to the application of more
sophisticated methods for the design of the control for anddimate systems. It has
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been shown, e.g. the fuzzy logic control stratefyh@oet al., 2004 and[Gateset al,,
2001)); the model-based Proportional-Integral-Plus (PIP) mbrsicheme [(Taylor et al.,
2004). Mainly concerning the disturbance rejection, uncettesncompensation and ref-
erence tracking[Soldatoset al, 2003, [Daskalovet al, 2004 and [Arvanitis et al.,
2007 proposed a robust adaptive nonlinear control algorithmsisting of the feedback
and feed-forward linearization, the nonlinear robust cengator and the adaptive inte-
gral control. Their results show advantages compared wvativentional Multiple Input
and Multiple Output (MIMO) PID controller, but its abilityof handling constraints don’t
appear obvious. The Model-based Predictive Control (MR@)rahm, with more effi-
ciency and flexibility in dealing with system nonlineargtiand constraints, together with
its economic optimal operation, has increasingly attihettentions in application for
the agricultural buildings. The relevant experiences WRC have been reported such
as in[Moor and Berckmans, 1994 Nielsen and Madsen, 19Bd4Brechtet al., 2005
and [Wagenberget al, 2005. However, the discussion in most of the research works
are mainly on applying MPC scheme for single zone model,ith&ict the advantages
of MPC in dealing with MIMO system and handling constraints aot clearly demon-
strated, and the output performance are far enough fromlitmate requirement for a
large scale livestock building.

Most of the studies on analysis and control of the envirortimside the animal house
have been based on some models. These models include thgificsple model which
is based on the physical laws of the process, and the grel/btax model which is based
on the analysis of the input-output data of the process otréimsfer function with some
unknown parameters. Some static physical models are pedgn$Schaubergeet al.,
2000 and[Pedersert al, 1999. These models are not applicable for control purpose
due to the lack of considering time variant dynamics. A thigito understanding of the
dynamics of the thermal environment is needed for the deteof optimized equipments
and control strategies. A simulation model is presentedtiescribes the transient ther-
mal responses within a ventilated livestock buildingYnZhang, 1992 [Panagakis and
Axaopoulos, 200compared the steady state and dynamic model based on the-expe
ment in a swine building and proved the accuracy and effigiehapplying the transient
method.[Nielsen and Madsen, 19PBroposes a linear continuous time stochastic model
for the heat dynamics of a greenhouse which takes the glabation, the outdoor air
temperature and the heat supply as input variables. A blegknimodel is developed in
[Cunhaet al., 1997 with a second order dynamic parametric ARX model which is de-
scribed as a linear system around a operating point{Daskalov, 199¥, a Dynamic
discrete Auto-Regressive Moving Average (ARMAX) modelsiéived by using recur-
sive prediction error (maximum-likelihood and least-sg)anethod. Other approach has
been considered itFerreiraet al, 2004 where a neural network based model of the
climate in greenhouse has been explored. However, the matfoal models developed
in the above research works have primarily focused on thelsiimeat balance based on
the single zone method which assumes that the entire bgiidia homogeneous well-
mixed zone where the internal temperature and contamirentgncentration level are
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uniformly distributed. Obviously, for the large enclossilke livestock buildings, this
simplification for single zone modeling will lead to a sigoént deviation from the opti-
mal environmental control. As has been pointedHeiselberg, 1996 the design under
this simplification suffers both from over-sizing of equipnt and from excessive energy
requirement, which are usually caused by the lack of knogdeand guidance on the
airflow pattern, air flow rate inside the occupied zonesyithistion of animals, installa-
tion of actuators and so on. There have been some researtids lvave recognized
the imperfect mixing problems in ventilated airspace ofiadtural buildings and pro-
posed some approaches, for examiégor and Berckmans, 1996Heveloped a second
order grey box model for the micro-climate in an imperfecatlixing forced ventilated
agriculture building with the Active Mixing Volume (AMV) aacept, which involves the
classical theory of heat transfer into the connection of-weked zone and surrounding
environment.[Younget al,, 2004, [L. Price, 1999, [K. Janssens, 2004nd[Brechtet
al., 2003 presented further analysis and implementation on the Based Mechanistic
(DBM) modeling approach which is interpreted as a AMV modad & applied to data
obtained from ventilation experiments carried out on a tatmry test chamber designed
to represent a scale model of a livestock building, at thénélagke Universiteit Leuven.
Even though, the AMV concept is for the imperfect mixing spait is still applied for
single mixing zone, and for solving the problem of large f@ie with multiple mixing
zones, the ability of this methodology is unclear.

The proposed modeling method in this thesis is more adveatagnot only on taking
into consideration of the variation of climate variablenfferature etc.) within the large
space agricultural building, but also on its simplicity dedsibility for further industry
application and academic research. The designed contiehse is advanced with high
potential on improving performance of indoor global/lociimate, increasing the effi-
ciency of ventilation system, and optimizing the energystonption for multi-variable
dynamic system.

1.5 Objectives

The main objective of this thesis is to investigate the miodehnd control methodology
applied for the modern livestock hybrid ventilation systedt the beginning, the fo-
cus is mainly on the developing a mathematical model whichozgture the significant
phenomenon of indoor climate, for example, the stratificatind horizontal variation of
temperature/contaminant gas concentration, the domaiafibw interaction and distri-
bution, and the major dynamic characteristic within a lasgale livestock building. The
developed model should be sufficient and accurate, but @isoles and applicable for
future complex control purposes. Followed by the completib system modeling, de-
signing an advanced control system which allows for deteirrgithe demand ventilation
rate and air flow pattern, improving the performance of inddonate, increasing the
utilization of actuators, and optimizing the energy conption, becomes the most inno-
vative part of this work and proves the most significant inveraent. The result of this
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research is expected to be an alternative solution for thewuused decentralized PID
controller. Fig. 1.3 provides an graphical aids for readersnderstand the entire idea of
this research thoroughly and clearly.

Signal
Conp
Dynamic
Controller

-—
Actuator

Indoor
Environment

Actuator
-—
O sensors Sensors

Actuator

Figure 1.3: The Function Diagram of Livestock Building Indoor Environment Control

1.6 Thesis Outline

The thesis is organized with three major parts: Extendedn@any) Contributed Papers
and Appendixes. The Extended Summary part provides an ejmapsive overview of
the achieved major work and fulfilled implementations in adensed way. The Con-
tributed Papers part consists of six papers which have baaisped and accepted by the
international conferences. In this part, the most impartantributions are described and
the amount of progress gained during the past three and gdwi$ is displayed. Each
paper presented in this thesis has been reproduced baske original paper, under the
conditions of the copyright agreement with the correspogdstitutions/organizations.
The Appendixes part is a supplementary part, which conthiegelated work includ-
ing the formulation and evolvement of equations and matrinenodeling and control
process.

Part | Extended Summary :

Chapter 1 Introduction gives the background and motivation of this research.
Graphical demonstrations on the topic of thermal comfodtiadoor air qual-
ity, and the application of modern hybrid ventilation sysgeare given. The
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previous work on environmental control for livestock birigs and the pre-
diction methods are summarized. The objective and thensudif this thesis
is presented.

Chapter 2 System Modeling and Verification overviews the whole procedure of
developing and verifying the system models for the livelstoentilation sys-
tems and associated indoor climate. The validation regudtsifest the suf-
ficiency and applicability of the developed models for petidn and control
purposes.

Chapter 3 Indoor Climate Control emphasizes the control strategy design and
performance optimization. The algorithm is stated fromhlibie theoretical
point of view and the practical application. The simulatresults show the
potential of proposed method in realizing the ambitionsngbrioving animal
living environment, lowering energy consumption and imsiag efficiency
of asset utilization.

Chapter 4 Conclusions named the major contributions of the thesis in modeling
and control design. Conclusion and perspective are disdussd summa-
rized.

Part Il Contributed Papers :

Chapter 5[Wu et al., 2005: Modeling and Control of Livestock Ventilation
Systems and Indoor Environments published in the Proceedings of thé/26
Air Infiltration and Ventilation Center (AIVC) Conferenca Relation to the
Energy Performance of Buildings, pages 335 - 340, 2005.

In this paper, the conceptual multi-zone modeling apprasinst proposed,
and applied for indoor environment prediction in livestdcklding. The Lin-
ear Quadratic (LQ) optimal control technique is used fas tlonlinear multi-
variable system. The simulation results show the promipgrgpectives and
are prepared for the future design of advanced controksfyat

Chapter 6 [Wu et al., 2004: Model Predictive Control of the Hybrid Ventila-
tion for Livestock, published in the Proceedings of thé WEEE Conference
on Decision and Control (CDC), pages 1460 - 1465, 2006.

In this paper, the principle of Model Predictive Control (MPis introduced

and implemented through the Multi-Parametric Toolbox. Tbalinear pro-

cess model is linearized, combined and transformed intata space repre-
sentation. The Kalman Filter estimation and control systestructured, and
the advantages of applying MPC algorithm is demonstrated.

Chapter 7 [Wu et al., 20074: Model Predictive Control of Thermal Comfort
and Indoor Air Quality in Livestock Stable, published in the Proceedings
of the IEEE European Control Conference (ECC), pages 47461,£2007.
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In this paper, an off-set free control algorithm compriséthmet calculation,
receding horizon regulation and disturbance modelingésgmted. The mul-
tiple objectives optimization is implemented for Thermain@fort (TC) and

indoor air quality (IAQ). The actuator constraints and aitjmitation are

take into account.

Chapter 8 [Wu et al., 2007d: Application of Auto-covariance Least - Squares
Method for Model Predictive Control of Hybrid Ventilation in L ivestock
Stable, published in the Proceedings of thé™@EEE American Control Con-
ference (ACC), pages 3630 - 3635, 2007.

This paper primarily focuses on the application of a newtyaduced auto-
covariance least - squares method to recover the unknovge covariances,
determine adaptively the filter gain, for the purpose oféasing the estima-
tion quality. The comparison of simulation results show #awantages of
this method in improving process behavior, reducing outuiances, and
compensating the un-measured disturbances or the madslfpismatch.

Chapter 9 [Wu et al., 20084: Moving Horizon Estimation and Control of Live-
stock Ventilation Systems and Indoor Climate published in the Proceed-
ings of the 1" Triennial Event of International Federation of AutomatiorG
trol (IFAC) World Congress, 2008.

The content of this paper provides an overview of the entirgrol strategy,
proves the feasibility of using the on-line linear and noeér dynamic opti-
mization scheme in moving horizon estimation and contrgétber with ac-
tuator redundancy, addresses the superior advantagesmithosed methods
in handling constraints, increasing actuator’s utilizatefficiency and saving
energy.

Chapter 10[Wu et al., 2008d: Parameter Estimation of Dynamic Multi-zone
Models for Livestock Indoor Climate Control, published in the Proceed-
ings of the 28" Air Infiltration and Ventilation Center (AIVC) Conference:
Advanced Building Ventilation and Environmental Techrgyldor Address-
ing Climate Change Issues, 2008.

This paper presents the verification of the parameters whiehemployed
in the process models. The assumption and simplificatiomutathe zonal
interaction is further investigated. The comparative $ation results show
good agreement between theory and practice.

Part Il Appendixes :

Appendix A Multi-zone Climate and Ventilation Equipment Model Equations
contains the full equations of the multi-zone indoor climatodel and venti-
lation component model in process of carrying out simurgtlmearization,
coupling and combination. Model scaling is described.
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Appendix B Matrices for Estimation and Control provides the evolvement of ma-
trices used for dynamic optimization in estimation and oalnt
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Chapter 2

System Modeling and
Verification

Indoor climate model of the livestock building is esseriialmproving environmental

performance and control efficiency. Therefore, before eating to the control system
designing phase, our research focus is mainly on the procesteling. A survey on
the existed approaches for predicting the indoor tempeedtoncentration distribu-

tion and stratification for large partition-less building given. A full-scale livestock
building located in Syvsten Denmark, for the purpose of ntakaboratory experi-

ments is described. A new multi-zone modeling concept ffmoinclimate involving

the thermal comfort and indoor air quality is proposed and thodel is developed
based on a energy balance equation. The significant parasmeteployed in the sys-
tem models are described and identified. The relevant agtams@nd simplifications
are provided. Finally, a conclusion is given at the end of tBhapter.

2.1 Modeling Methodology
2.1.1 Method Introduction

For livestock, the alleviation of thermal strain and the mb@nance of a good indoor
air quality, significantly depend on the measurement andrabaf indoor temperature
and contaminant gas concentration level. However, peifgrraccurate measurement
and control is still uncertain due to the lack of appropriatedel that could unite the
simplicity on the parameter level and the ability of captgrthe salient feature of dom-
inant airflow distribution and characteristic of temperafaoncentration variation. For
the large scale partition-less livestock building withdatimensional size, neglecting the
horizontal variation could obviously result in the sigrdfit deviations from the optimal
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environment for the sensitive pigs and chickens. Therefbienecessary and significant
to study more specifically the mass transfers of the commantatized local zonal cli-
mate, the associated airflow interaction and the zonal gneEzgsmission, so that a good
control system for not only maintaining the entire envir@mt) but also control more
specifically the local zonal heating and ventilation rataldde established, and a high
quality production could be guaranteed.

The method proposed for indoor climate modeling is calledd@ptual Multi-Zone
Climate Model (CMZCM) which compartmentalize the buildimgo some macroscopic
homogeneous well mixed zones, with the major emphasizdseorccupied spaces where
the animals confined in. With some necessary assumptioniaplifications, individual
zones are analyzed based on the mass and heat balance resjuatic the dominant air
flow distributions including the inter-zonal flow interamti are investigated. The previous
research works on relevant analysis and methods are raviasviollows.

Assuming that in the researched laboratory livestock mgldan advanced waste-
handling system equipped and the manure storage unitseaeeintly cleaned, then if
the ventilation rate are adequate to remove heat and camamdrganisms or gas, the
moisture is usually well diluted and present no problem. thk&mrmore, humidity has
little effect on thermal comfort sensation at or near comafiole temperatures unless it is
extremely low or high. Therefore the humidity is not consekin this work.

2.1.2 Literature Review

Conventional multi-zone modeling (or multi-room modelingethod is often appropri-
ate for average size buildings with physical walls for g, and each room may act
like a well-mixed compartmenf$ohn and Small, 1999O’Neill, 1991]). For partition-
less livestock building with localized ventilation and soel locations, with persistent
spatial temperature/concentration gradient, the singlémixed compartment approach
may be inappropriate. Using Computer Fluid Dynamic (CFDjexiBerckmanset al,,
1999, though proves to give detailed information on inter-zadilal and temperature
distribution as demonstrated [Bvidt and Bjerg, 1996 [Harral and Boon, 1997[Svidt
et al, 1999 and[Bjerg et al., 200d, the analysis are based on the steady state models
formulated with Navier-Stokes equations. The CFD techaiqumerically solves these
equations and is able to calculate physical parametergwangcnot measurable, but its re-
quirements for high cost, huge computational effort anaéteonsuming make it difficult
for implementation and design within a general building ietion program and con-
trol technology field. A new so-called Conceptual Multi-£oGlimate Model (CMZCM)
method is proposed in this work, that the principle consigtbreaking up the entire
indoor air volume into macroscopic homogeneous concegtwads in which mass and
energy conservation must be obeyed. This zonal model congtyn a partitionless en-
closure is not new, and has been previously investigateemviaral works [Gagneau and
Allard, 2001, [Haghighatet al, 2001 and[Riedereret al, 2004). However, in these
works, only the accuracy of the proposed method compardd @RD on steady state
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cases are proved. Because the airflows with plume, jet anudaoy layers are taken into
account and the correlation of convective phenomenon égiated into the inter-zonal
flow connection which obviously influenced the model simipficherefore, the finalized

highly coupled zonal models still remain questionable ortivhr it is capable and real-
istic of making dynamic analysis or not. The new CMZCM metlimeble to satisfy the

necessary precision for evaluating the active local cnveithin a large scale building
in order to reach the desired controlling objectives, bushimportantly, it also main-

tains the simplicity of the first order model for describihg tlynamic properties of zonal
climate and for the purpose of applying advanced contrateties.

2.2 System Description

The laboratory of livestock stable which is used to be a brdibuse is located in Syvsten,
Denmark. It is a large scale concrete building, with the flara of 7587, the length
of 64.15m, the width of 1195m, and the approximate volume of 2889 (see Fig. 2.1).
Hybrid ventilation system is equipped in the building withefiexhaust units which are

Exhaust Fan

Inlet Vent

e Tnlet External Cover
[Door }

Figure 2.1: A Full Scale Poultry Stable Located in Syvsten, Denmark

evenly distributed on the ridge of the roof with the total rimaxm flow rate of 178m?/h,
and sixty-two inlet valves controlled by winch motors maathion the side walls with
the whole maximum opening area a##6n?, as shown in Fig. 2.2. The heating system
consists of two major heat sources, one for heating up theointtmperature through
the steel pipes installed under the inlet system when aiatil is not adequate to satisfy
the animals comfort requirement, and the other for phylsicaiulating the animal heat
production with six water heating radiators equipped nkarfloor. They are both cou-
pled to an oil furnace placed in the monitor room which coutovfle warm water with
temperature ranging from 26 to 55°C.

The exhaust units are the most important link in the vemitasystem. They are the
driving forces that provide needed air exchange and gusgamtow pressure ventilation
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Section 2.2: System Description

Figure 2.2: The Exhaust and Inlet System

strategy. Each exhaust unit consists of an axial-type faresswivel shutter. The airflow
capacity is controlled by adjusting thiep.m. of the fan impeller and the angle of the
swivel shutter. The inlet system provides variable airflarecions and controls the
amount of incoming fresh air by adjusting the bottom hangmukfl The shutter in fan and
the inlet flap play essential role on attenuating the effégtind gust. Through the inlet
system, the incoming fresh cold air mixes with the indoorrwair, and then drops down
to the animal environmental zones slowly in order to satiisé/zonal comfort criteria. In
autumn and winter, when the outdoor temperature is muchrltvea the animal comfort
temperature, the inlet flap opening angle will be decreasddad the cold air directly
towards the ceiling, to protect against the intrude of thd edr to the animal living zone
by slowing down the mixing procedure. The main airflow patteiostly occurs in spring
and summer is depicted in Fig. 2.3.

In order to measure and regulate the indoor climate, a largmuat of sensors were
installed and connected to an acquisition and control systesed on an PC located in
the monitor room. The inside air temperatures are measuitbdt@mperature sensors
which are positioned around one meter above the floor. Thaustlilow rate, inlet valve
opening positions and pressure difference across thedrdemeasured by flow sensors,
position sensors and pressure sensors, respectively.ophaew of the positioning and
numbering of the hardware and sensors in the test stableaceioed in Fig. 2.4 and Fig.
2.5, and the functioning are explained in Table 2.1 and Taldle

The control computer in the stable is a Commercial Off-ThelfsBystem (COTS)
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Figure 2.3: The main airflow circulation inside the livestock building
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Figure 2.4: Overview of the Hardware Equipped in the Stable
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Figure 2.5: Overview of the Sensors Mounted inside the Stable

27



Section 2.3: System Modeling

Symbol | Function
AH1 - AH6 | Heat Sources Simulator for Animal Heat Production
SH1-SH2 | Heat Sources Simulator for Stable Heating System
IN Inlet
OB QOil Furnace
PC System Computer
PM1 - PM6 Winch Motor
F1-F5 Axial Exhaust Fan

Table 2.1: Hardware Equipped in The Livestock Building

Symbol | Function
FS1-FS5 Flow Sensors (outlet)
PDS1 - PDS2| Pressure Difference Sensors
TS1-TS19 Temperature Sensors (air)
PS1-PS6 Position Sensors (inlet)

Table 2.2: Sensors Installed in The Livestock Building

([Jesseret al, 20064 and[Jesseret al, 2006H). The computer runs Linux and uses
Comedi as an open source library to communicate with the #@ds; which is used to
connect to the sensors and actuators in the stable. Theotdetnand and the sensor
values could be accessed and acquired through a networkateecard (NIC) over the
Internet or a local area network (LAN) to a web browser.

2.3 System Modeling

The entire process mainly constitute four sub-processagdimg the exhaust unit, inlet
unit, heating system, and the indoor climate system, wherelissipated heating energy
is simplified into constants.

2.3.1 Multi-zone Climate Model

The schematic diagram of a large scale livestock stablegppadiwith hybrid ventilation
system analyzed with the conceptual multi-zone method @asvehn Fig. 2.6(1), Fig.
2.6(2) and Fig. 2.6(3). From the view of direction A and B, .F&j6(a) and Fig. 2.6(b)
provide a description of the dominant air flow map of the baidincluding the airflow
interaction between each conceptual zones. Basicallgdhe partition is made accord-
ing to the number of the operating exhaust units. The nepessaplifying assumptions
for developing process models are as follows:

- An ideal uniform flow process is assumed, which means treafltiid flow at any
inlet or outlet is uniform and steady, and thus the fluid props do not change
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Figure 2.6: Synoptic of Large Scale Livestock Barn and the Dominant Airflow Map of the

Barn

with time or position over the cross section of an inlet ofdetut

The interactive airflow between internal zones, which feienced by the inlet air
jet trajectory, thermal buoyancy forces and convective pkane are assumed to
be constant.

Heat gain from animals and solar radiation are assumed ¢ofrsant.

The rate of the heat loss by evaporation is neglected.

The thermal properties of the airflow are assumed to hadeadudrage values.
Airflow involves no mass accumulation inside the building.

The heat transfer coefficient of building envelope is assiito be constant.

The pressure is assumed to be constant on each buildinaceuigame value of
pressure coefficier@, is used for all openings on the same side of the building).

A hydrostatic pressure distribution is assumed in the spac

Opening characteristics are assumed independent on fteypressure difference
and outside temperature (constant discharge coeffi€igire used for all open-

ings).
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By applying the conceptual multi-zone method, the buildimgompartmentalized
into several macroscopic homogeneous conceptual zon&ohtlly so that the non-
linear differential equation relating the zonal temperatand zonal concentration can
be derived based on the energy and mass balance equaticacfozene as (2.1). The
subscripti denotes the zone number. The following energy transferdexppear in the
temperature zonal model (2.1): the inter-zonal heat ewml. andQI i+1; the heat
transfer by mass flow through inlet and out@m (2.2) andQout;i (2.3); the transmission
of heat loss through building envelope by convection andhtemh Qransmissiori (2.4); the
heat source in the zor@sourcei Mainly from the dissipation of heating system and animal
heat production, which approximated by the rate of heatttossigh the pipe and radiator
(see 2.5). The calculation of animal heat production has besearched iflPedersen and
Sallvik, 2003.

MiCp, O;T = Qi+1i+ Qii+1+ Qini + Qouti + Qtransmission + Qsourcei,  (2.1)
Qini = Cpo-Minj - To, (2.2)

Qouti = Cpj - Mouti - Ti, (2.3)

Quransmissiori = U - Await;i - (Ti = To), (2.4)

Qsourcei = Myater- Cpwater* (Twaterin — Twaterout), (2.5)

Qi1 =Cpj-Mijs1- T (2.6)

where the inter-zonal mass flow ratg; s is the sum of several different flow elements,
such as the airflow interactiom ;1 v caused by the extracted fans, the airflow zonal
crossingm 11N resulted from the inlet jet trajectory, and the airflow mixim j ;1 7
due to the inter-zonal convective phenomena e.g. the ctiwedlows at surface, thermal
plume and so on. We propokg. 1 - ATj i1 to computem i1 1, wherek j+1 is the inter-
zonal airflow mixing parameter and could be determined tijinoexperiment calibration
with e.g. the gas tracer method. Obeying the principle ofseovation of mass, there
are 4 patternsl (1,111 andIV) of airflow interaction (see Fig. 2.7(a)) computed through
the differentiate of ventilation rate, where part of the amtcaccounts for the well-mixed
zone air interaction by fans, and the other part of the amacedunts for the external air
interaction by the inlet jet. The major elements of the zdwlt transfer is shown in Fig.
2.7 (b). The different airflow patterns play important effean the system nonlinearities
and determine the different operating conditions. The agmatpnal approach to quantify
the inter-zonal mass flow rate according to the local(zoaad) global (entire building)
mass balance equation is shown as follows:
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inlet jet trajectory

convective heat transfer
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Figure 2.7: The two modes of intern zonal-flow patterns

Pattern| :

I'hn,l + mn,4 - I'i'\but,l < Oa

o1 = My 21 — M - (Min 1 + Mina — Mout,1), M2 = My 12,

h'Nn,l + mnA - r.rbut,l + th.z + th,s - r;nout,Z > 07

Mp3 = My 23+ U - (Min,1 + Min 4 — Moyt 1 + Min 2 + Min 5 — Mout,2), Me2 = Mt 32;
Pattern Il :

rhn,l + mnA - r.nout71 < 07

Mp1 = My 21— U - (Min 1 + Min .4 — Mout1), M2 = My 12,

rhn,l + r.nn,4 - I':nout.l + mn,Z + r-T'in,S - mout,Z < 0>

M2 = My 32 — U - (Min,1 + Min 4 — Mout 1 + Min 2 + Min 5 — Moyt 2), Mp3 = My 23;

Pattern Il

Min,1 + Min.4 — Moyut,1 > O,

M2 = My 12+ 4 - (Min 1 + Min g — Mout 1), Mp1 = My 21,

rhn,l + rhnA - r.nout,l + rhn,z + rhn,S - rhout,2 < 07

Ma2 = My 32 — U - (Min,1 + Min 4 — Mout 1 + Min 2 + Min 5 — Moyt 2), Mp3 = M7 23;
Pattern IV :

rhn,l + rhn,4 - r-rbut,l > Oa

My2 = My 12+ U - (Min 1 4 Min .4 — Mout 1), Me1 = My 21,

Min,1 + Min 4 — Mout 1 + Min 2 + I'.T'in,5 - mout,z >0,

fMbg = My 23+ U - (Min,1 + Min 4 — Mout 1 + Min 2 + Min 5 — Mot 2), Me2 = Mt 32.
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where, the parameter represents the percentage of the interacting mass flowferaed
from the neighbor zones and-1u is the percentage of the interacting mass flow influ-
enced directly by the inlet jet trajectory. ThusOu < 1. Whenpu = 1, the incoming
outdoor air is assumed to be well mixed with the indoor airhaf torresponding zone
before interacting with neighbor zones; when- 0, the outdoor air goes directly through
the inlet into the building and cross the zone boundarieghAsnatter of fact, the deter-
mination ofu depends on the inlets and fans’ installation and distrilougiroperties. For
simplicity, u is assumed to equal to 1 in further modeling and controllsigie

The dynamic model for zonal contaminant gas concentrasialeveloped as (2.7)

dG . ; . . Gi
ditJ =Criv1 Ny +Cri Nijjip1 +Cri - Nout + Cro - Nin + VI (2.7)
[

where, the rate of concentration is indicatedCas nj, in whichC;; (m3/m3) represents
the zonal concentration amg (h~1) is the air exchange rate. The rate of the animal
carbon dioxide generation denoted®y(10-3m?*/h) is approximately 12 times the actual
activity level denoted b, (I/h), which is measured imet(see 2.8). The zonal volume
isVi (m?),

G =12-M,;. (2.8)

2.3.2 Inlet and Exhaust System Model

The volume flow rate through the inlet is calculated by (21%e pressure differenadsP
across the opening can be computed by a set of routines galvémmal buoyancy and
wind effect as (2.10), wheré, is the internal pressure at the height of Neutral Pressure
Level (NPL). The value of wind induced pressure coeffictegmthanges according to the
wind direction, the building surface orientation and thedgraphy and roughness of the
terrain in the wind direction.

. 12-AP,
Gin = Cd - Avnlet - Tmlet’ (2.9)
o

Ti—To
Ti
Fig. 2.8 (a) demonstrates the characteristic curve of theotime flow rate through the
inlet opening corresponding to the pressure differencdse dolorful curves represent

different opening percentages.

Introducing a fan law to the exhaust unit, the relationstépreen the total pressure
differenceAPs4,, volume flow rategey:, supplied voltagé/q: and the shutter opening
angled can be approximated in a nonlinear static equation (2.14grevthe parameters
ap, a1, a1, by, by, by are empirically determined from experiments made by SKOS i/
Denmark. As shown in (2.12), the total pressure differercess the fan is the difference

1
ARy = ECPPoVr%f — PR+ pog (HnpL— Hinlet)- (2.10)
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between the wind pressure on the roof and the internal jeessihe entrance of the fan
which considers the pressure distribution calculated aperinternal pressura.

APsan= (bo+b1-0+by- 62) : C'l%ut +ap 'Vvolt2 +ag - Gout - wolt + a2 qgut (2.11)

Ti—To
To

1
APtgn = EPOCP,I‘VrZef -R-p9 (Hnpe—Hran). (2.12)

Fig. 2.8 (b) demonstrates the characteristic curve of thmest fan system with the
shutter opening angle varying from 0 to 90 degrees.

Exhaust Fan Characteristic Curve
0.7

06 /1 prediction
—— 3/4 prediction
—— 1/2 prediction

05r 1/4 prediction

Volume Flow Rate [m %/s]
Volume Flow Rate [m /h]

0 L L L L L
10 15 20 25 30 35 40
Pressure Difference [Pa]

(@) (b)

4
Voltage [V] -40

Figure 2.8: (a) Inlet Characteristic Curve (b) Exhaust Fan Characteristic Curve with Swivel
Shutter Opening Angle Varying From 0 to 90 Degree

The inlet and outlet air flow is connected with internal pteesat Neutral Pressure
Level (NPL), where the difference between indoor and outgwessure is zero. The
relationship between the pressure difference across ligtesind the outlet is explained as
Fig. 2.9 (a), the pressure loop for the dominant airflow patie principle of determining
the NPL is shown in Fig. 2.9 (b), whei® represents the pressure cross at the inlet
level, P, represents the pressure cross at the outlet level, anddhsype is assumed to be
hydrostatically distributed based on the reference pres#iccording to the mass balance
equation (2.13), the internal pressure at NPL is derivedhfiterative searching through
optimization computation, so that the airflow is calculasedl acts as an intermediate
signal to combine the manipulated variable such as theimgtapeed of the fan and
opening angle of the shutter, with the controlled variablehsas the temperature and the
concentration level.

6 3
3 @9 Po= 3 doull)pr =0, (2.13)
=1 i=
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Figure 2.9: The Pressure Loop of Dominant Airflow Path and Determination of Neutral
Pressure Level

2.3.3 Process Analysis

The mathematical models for the entire process have bedmnesebrched and developed
from its physical principles. Before going further for caoiter study, it is important to

investigate the open loop (without controller) processatyits and the system degree
of freedom, in order to get thorough understanding of théesygtransient behavior and
prepare for the control variables definition and controf@@anance analysis in the future.

Analysis of the Degrees of Freedom

Aiming at knowing the number of degrees of freedom, the foithgy equation is applied,
Nm = NX + Nu - Ne, (214)

where,Ny is the number of dependent variablég, is the number of inputs and distur-
bances variable$\; is the number of equations as identified in Table 2.3. Nofiag, the
number of the zone is denoted by the subsdrgtdi = 1...3, the subscripf denotes the
number of the inlets on windward and leeward side of the ingldandj = 1...6.

Through above analysis of both the actuator system and tairclimate system,
the number of degrees of freedom of the entire system fonthlecomfort is 20, where,
Ain,j» Volt,i» Bshutteri (inlet vents openings, supplied voltage to the fans andegivutter
openings) are taken as manipulated variables. WieVret, Cow, Cpy, Crr, To (zOnal
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N« [ Ny | Ne
Ti Equation 2.1
Gin, j Equation 2.9
Gouti Equation 2.11
R Equation 2.10, 2.12, 2.13
Ain,j
Vvolt,i
6
Qi
Vref
Cpw
Cp>|
Cor
To
13 20 13

Table 2.3: Degrees of Freedom Analysis for the Thermal Comfort System

heat sources, wind speed, wind pressure coefficient on théweaird, leeward and roof,
external temperature) are taken as disturbances to thegwzod herefore, 12 degrees of
freedom remains to be used to control the process, for exatopeject the 8 disturbance
variables. Through the same analysis procedure, the nuaftiagrees of freedom of
the entire system for indoor air quality is 21, with the samanipulated variables as the
thermal comfort system, and the external contaminant euret#on levelC, is included
into the disturbance variables, thus 12 degrees of freedemszd to reject 9 disturbance
variables.

Analysis of the Process Dynamics

The goal of this section is to obtain an understanding of tbegss dynamics in an open-
loop operation. The step responses are analyzed when thgaeshare made in the input
variables of the process. In our system, four input varmloleserve our attention to

investigate, they are the zonal extracted flow rate (maatpdl by the fans speed and
swivel shutters), the zonal inlet flow rate (manipulated g bpening angles of inlet

flaps), the external weather condition (temperature, wpekd etc.), and the zonal heat
sources. The following description show the step respoaralysis for understanding

the influence of each input variables on the system perfocegn

Case No. 1: The step response is analyzed when a change is made in ohe ofat-
nipulated variable: the supplied fan voltage. The otheuinariables maintain at
constant operation values. Fig. 2.10 shows the zonal teahperaffected by one
of this extracted flow rate change.

Observed from Fig. 2.10, that an outlet flow rate change inajrte zone, has
influence on temperature variation in each of the zone, lmut#gree of influence
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depends on the setting pf. Whenu = 1, the degree of influence on each one
of the zonal temperature is simultaneous, while with theelse ofu, e.g. when

u = 0.7, the corresponding zone’s temperature is affected mweralg than the
others. The relation is proportional, because when fandspeeeases, the amount
of flow rate extracted out of the corresponding zone als@ems®s, thus the indoor
temperature decreases;

In the same way, the step in the fan speed change of the othes zwe analyzed.
The obtained results are similar to above case.

Case No. 2: The step response is analyzed when a change is made in ¢te/afe
opening of one zone while the others are maintained to betaonsFig. 2.11
shows the zonal temperature changes. Whea 0, the degree of influence on
zonal temperature is simultaneous, while with the incredsthe fraction of,
such asu = 0.3, the other zones temperature do not behave as aggresdive as
corresponding zone, becaus8 0f the incoming air is mixed with the zonal warm
air before interacting with the neighbor zones. Analoggubis analysis might be
obtained when the other zones’ inlets are changed with #ps st

In conclusion, with the sliding oft from 1 to 0, the cause of the zonal flow mixing
effect changes from the exhaust fans driving fomge, 1 .v to the inlet jet driving
forcem j;1.In-

Case No. 3: A step change is made in the external temperature, and sitensyesponse
is shown in Fig. 2.12. The increase of outside temperatwdtsein the increase of
indoor temperature. The response performance is alsozatalith step change on
the external wind speed. The system behavior to the winddsigea the same re-
lation with that to the external temperature. Concludedhffig. 2.12, the weather
condition is the disturbance which have the leading effadhe indoor climate.

Case No. 4: Fig. 2.13 shows how the corresponding zone’s temperasuaffected by
the step change in the local zonal heat source, while otlpeitsremain the same.
In this case, the airflow interaction ;.1 7 due to the heat transfer through surface
convection and heat plume play important role in indoor t@eaformance. The
variation of 4 in case No. 3 and 4 does not illustrate obvious differencestesn
behavior.

Based on the above analysis, the assumptign-6fl is used in the control system design,
and this assumption might lead to the underestimate of tineeidiate influenced zone’s

temperature, and overestimation of its neighbor zonespegature or vice versa. The

change ofu does not have direct effect on the system dynamics.
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Figure 2.10: System behavior when a step is introduced in supplied fan voltage of zone 3
from 7V to 9V at time t = 600Gs. The other inputs are constant at the operating conditions.
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Figure 2.11: System behavior when a step is introduced in inlet vent opening of zone 3
from 0.15m7 to 0.35m7 at time t = 600Gs. The other inputs are constant at the operating
conditions. () u =0; (b) u=0.3

2.4 System Verification

The dynamic models of the actuator and the multi-zone indtiorate system are ex-
pressed nonlinearly with respect to some dynamic parasjatdrich then can be esti-
mated by using constrained nonlinear least square teobsiased on the data-set col-
lected from experiments. This parameter estimation methadot only yields consistent
positive estimates of the parameter values, but also dzfuluise to optimum performance
in the analyzed models. The constraints to the optimizabatines are the non-negativity
for all of the parameters.

The coefficientCy for the inlet system, varies considerably with the inletetyppen-
ing area, as well as incoming air temperature and flow rateweder, for simplifying
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Figure 2.12: System behavior when a step is introduced in (a) external temperature from
10°C to 13°C at time t = 24005, (b) external wind speed from 10m/s to 12m/s at time t =
480Gs. The other inputs are constant at the operating conditions.
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Figure 2.13: System behavior when a step is introduced in local heat source of zone 1
from 600QJ/s to 700QJ/s at time t = 3600s. The other inputs are constant at the operating
conditions. (a) my j;1 7 = 0.01kg/s; (b) My j+1 1 = 0.5kg/s

the computation, we use a constant value which is deterntimedigh experiment for

all openings, even though it might lead to over/under-mtaath of airflow capacity and

thereby larger openings than necessary. Fig. 2.14 denatestthe comparison of the
characteristic curve of the air volume flow rate through thiletiopening obtained from

the measurement and the simulation model.

Fig. 2.15 (b) illustrates the performances of the exhausafa specific swivel shutter
opening with the measurement and the validation data. THacgurepresents the char-
acter of the fan with pressure-voltage-flow data which israpipnated by the quadratic
equation (2.11).

The parameters employed in the multi-zone climate model,igentified from the
experiments conducted in the real scale livestock stablm scenarios, one in summer
and one in winter, with various external temperatures ard wind level have been used
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for comparison (see Chapter 10). Those two scenarios anglito represent the typical
but not the only two cases encountered in the steady stateyarainic behavior of the
indoor climate model for parameter estimation.

Due to the existence of unpredictable airflow path like tha-glircuiting and stagnant
zones in ventilated spaces, and the neglect of some influgf@ttors and uncertainties,
for example the zonal air interaction, the slow dynamicdefhlieat convection of the sur-
faces, the insulation of the construction material, therlbheat loss through evaporation,
the building leakage and the wind effect and so on, the stetatg fluctuation and the
discrepancy between the identified and the realistic paimalues deserve our further
investigation. Especially, the simplified assumption amitiiet jet trajectory, and the de-
gree of the zonal air mixing leads to a considerable largeevaf the effective volume
compared with the physical size of the zone volume. The bota temperature gradi-
ents and the inter-zonal flow are qualified but not quantitiedause of the undetermined
mixing parametek; j 1 and the parameter.

The validation are carried out with the input signals whictrevnot used in the es-
timation processes and then the predicted output was cempéth the measurements.
Even though, it is hard of being able to perform tightly pladrexperiment under labora-
tory conditions, and the validation results seem to be tagkif further accuracy discus-
sion, the most important phenomena represented in the gedpuodel are analyzed and
manifested. We could conclude that the overall indoor d@maodel is appropriate and
sufficient for capturing the salient dynamics of indoor cienin large, heterogeneous,
partition-less buildings, for the purpose of measuremedtantrol.

2.5 Conclusion

The coincidence between the measured data and the predidiaat supports the devel-
oped models with the proposed method. The most of outpubpeance discrepancies
are acceptable, and proves that the simplified model, edpethe concept of zone com-
partmentalization in the large partition-less buildingpropriate for depicting the hor-
izontal heterogeneity. However, the assumption of the-ind@al mixing flow rate need
to be further manifested and the simplification of the systigmamics need to be further
investigated. All in all, the ventilation system and indatimate models, provide a es-
sential and usable testing tools for model-based contudies, clarify the zonal climate
control objective, and refine the multi-variable controastgy.
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Chapter 3

Estimation, Control and
Optimization

Livestock environmental control plays vital role in pregag animal well-being and
improving the efficiency of animal production. The modeldufse forecasting the
future behavior of the system, is the essence of model-lpmsdittive control strat-
egy. Firstly, the nonlinear system is linearized, couplad &ransformed into a state
space representation. Secondly, the moving horizon etstimand control, accom-
panied with target calculation and disturbance modeling anplemented. An auto-
covariance least square method plays a part for performamg@ovement by adap-
tively recovering the system noise covariances. A novaloagh for improving sys-
tem utilization and optimizing the energy consumption kplaiting the redundant
actuator nonlinearities is applied by solving a constralneonvex optimization and
integrated with the Model Predictive Control scheme. Thal goto compromise be-
tween passively rejecting the disturbance beyond thersysémdwidth and saving the
energy use. A literature review for the control and estimratiechniques is provided.
The chapter is closed with a summary describing the supgyiof the proposed con-
trol technique.

3.1 Control and Optimization Methodology

3.1.1 Methods Introduction

Traditionally, the livestock ventilation system has beentoolled using classical Single
Input and Single Output (SISO) controllers through singlaeanalysis. The challenge
of this work is to introduce a more efficient and comprehensiwulti-variable control
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scheme, to allow a better trade off between the optimum pedoces of indoor climate
and energy consumption saving. The controller mainly fesusn minimizing the vari-
ation of the indoor temperature and contaminant gas coratent level, keeping both
variables within the comfort and acceptable zones with a@mam energy consump-
tion approach, in the presence of actuator saturationoranibise, and disturbances at
different frequencies.

The proposed control method is called moving horizon egtonand control which
is also referred as Model Predictive Control (MPC) as wetkagding horizon estimation
and control. The advantages and superior of this technigeietbe conventional control
schemes are as follows: realizes simultaneous controtimseoupled state space mod-
els; incorporates certain goals for multiple objectiveSrozation particularly associated
with the cost (fuel/energy consumption); takes into actofihard actuator saturation and
soft output limitation, allows operation closer to the doaisits which leads to more prof-
itable operation; needs minimum design and tuning effottdpiimum solution; copes
with measured/unmeasured disturbances in a feed-forwayd tracks time varying ref-
erence with zero steady state offset.

Moving Horizon Estimation (MHE), being as a integral partMPC, is a moving
horizon-based approach for Least-Squares estimatiorghwikimainly concerned with
time-varying parameters and states. This on-line methdplshe achieve a compro-
mise between the recursive approximation and the leastregusolution at the cost of
increased computational requirement. By solving a quadpadgramming or nonlinear
programming, the inequality constraints for the unknowrialdes (e.g. variables such as
temperature, pressure, flow rates and concentrations,bauginnegative and can not go
above some upper bound; the rate of change of these varialdéso bounded by mass
and energy balance considerations) are incorporated. idrfrimework, the unknown
variables such as the initial errors, disturbances anderayis modeled as truncated nor-
mal variables, and this concept offers a significant adggnitaterms of the robustness of
the estimates and modeling the random variables.

A new Auto-covariance Least-Squares (ALS) method is a dated technique to
improve the state estimation in MPC. It estimates the naisariances using routine op-
erating data and adaptively determines an optimal filtem gaithe weighting matrix in
moving horizon estimation computation. Because of its pbilistic and statistic advan-
tages, it could further reduce output variances and congpens-modeled disturbances
or model/plant mismatch.

Energy consumption, actuator saturation and disturbaince&e range of frequen-
cies, e.g. wind speed variation are crucial issues in degigan applicable and utilizable
indoor climate control system for modern livestock stafllee manipulators which pos-
sess actuator redundancy is exploited to accommodatentitation of the bandwidth of
the closed-loop system as well as pursuit of an optimum grsstyition through on-line
optimization taking into account of actuator constraig.assigning different weights in
the objective function which is based on energy consumpmtimsiderations, according to
the covariance of the high frequency disturbances, thefieddptimal control command
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are reallocated to the end effectors.

For the purposes outlined above, the proposed methodsstogifive major parts
of formulation and computation and is summarized as: (anai Time Invariant (LTI)
model which represents the entire system knowledge whftdctte the influence from the
manipulated inputs, disturbances and system noise on titeotled outputs; (b) system
model is augmented with integrated white noise accommiglatie unmeasured distur-
bances entering through the process input, state or o(tputioving horizon estimation
and control incorporating combined quadratic and lineantsoft constraints, imple-
mented through dynamic optimization for obtaining betsineation of the unmeasurable
states, rejecting disturbances and uncertainties, gigsmiag offset-free tracking (step
change or time varying references) and improving outpubperances within hard actu-
ator saturations; (d) auto-covariance least square méthoelcovering the covariances of
unknown noises, and adaptively determine the penalty imtbx&ng horizon estimation
objective function; (e) actuator redundancy is appliedtigh exploiting the nonlineari-
ties of the actuators to passively attenuate the high fregyudisturbances (wind gust),
therefore enhances the resilience of the control systerstorbdances beyond its band-
width, and reduces energy consumption through on-linengpétion. In the designed
control system, researches are mainly focus on an outebdekd:losed-loop dynamic
controller which generates the demand airflow rate reqdwettacking the comfort in-
door climate criterion, and an inner feed-forward redurglaptimization that taking
advantage of the actuator redundancy for the purpose dftirjewind gust, increasing
the efficiency of actuator utilization and saving energye phoposed overall control tech-
nigue is proved to be advanced and advantageous througrecatinp simulations and is
expected to be feasible in the real livestock buildings.

3.1.2 Literature Review

Model predictive control is the predominant paradigm ofaatbed control in the process
industry. The predictive control method proposed Richaletet al, 1974 with the name
Model Predictive Heuristic Contraind another scheme call@&ynamic Matrix Control
proposed by[Cutler and Ramaker, 198Mave been regarded as the origins of model
predictive control.

The applications of MPC are mainly for the economically impnot, large-scale,
multi-variable processes, and the rationale for its siwiedbecause of its feature for
dealing with Multiple Input and Multiple Output (MIMO) syain with strong nonlineari-
ties naturally and handling actuator constraints flexifiiyorari and Lee, 19909presents
the development of MPC and future perspective from a thiatgtoint of view.[Rao and
Rawlings, 200D provides a good introductory tutorial on the essential gpiles of lin-
ear/nonlinear model predictive control aimed at contrakfitioners[Qin and Badgwell,
2009 presents a comprehensive survey on the industrial moddigpikes control tech-
nology and implementatiofPannocchiat al, 200§ makes a systematical comparison
between the conventional PID controller and the off-set frenstrained Linear Quadratic
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(LQ) controller for SISO system, and concludes that the taited LQ outperforms PID
both in set-point changes and disturbance rejection. MBnigue is robust to model
errors, insensitive to measurement noise, simple to tudéraplement in software and
hardware with competitive computational efficiency, arttbibdles constraints better than
common anti-windup PID.

[Rao, 2000, [Tenny and Rawlings, 2002and [Jorgensen, 20Q5resent excellent
work on nonlinear moving horizon estimation and controtluing the computational
methods and numerical solution technique and a comprefesisivey of recent theoret-
ical developments[Muske and Badgwell, 20@2and[Pannocchia and Rawlings, 2403
present a general disturbance model for guaranteeingt-dfése control in presence of
system errors, and provide the sufficient and necessanytmonfbr checking detectabil-
ity. [Muske and Rawlings, 1993tand[Muske and Rawlings, 199B@resent the lin-
ear model predictive control for stable and unstable sysée proposes a parametriza-
tion method for the predictive control problem with infinlierizons in terms of a finite
number of parameters. Other research work on stabilityeigstiude[Scokaert, 1997
[Scokaert and Rawlings, 19R§Rawlings and Muske, 1992ind[Mayneet al, 200d.
Several notable research books suctMaciejowski, 2002 and[Rossiter, 200Bprovide
good description on both theoretical and practical issess@ated with MPC technology.

[Odelson, 200B[Odelsonet al, 2007 and[Odelsonet al., 2006 proposed a new
Auto-covariance Least-Square (ALS) method for estimatinige covariances and proved
the superior advantages of ALS method convincingly throocgimparing with previous
work. [Rajamani and Rawlings, 20D@resented the necessary and sufficient conditions
for the uniqueness of the covariance estimates, and fotetthe optimal weighting.

The most common researches on developing manipulatordpbigsess actuator re-
dundancy are on the application of robotics. The major doumions include the compu-
tation approach for inverse dynamics of closed-link medrasa that contain redundant
actuators and their redundancy optimizatip@dlbaugh and Glass, 199 Nakamura
and Ghodoussi, 198@nd[Ohtaet al., 2004). In this thesis, the actuator redundancy is
developed by exploring the nonlinearities of the exhaudtialet system. An optimiza-
tion system which could not only efficiently utilize the aatars within constraints, but
also optimize the energy consumptions is formulated arefjiated with the Model Pre-
dictive Control scheme. This strategy demonstrates thelramhievement of this thesis
and its advantageous potential has been manifested thimrgparison in presence of
wild frequency disturbances.

3.2 State Space Model Formulation

We regard the livestock ventilation system as consistintyvof parts by noting that the
overall system consists of a static air distribution sys{entet-exhaust air flow system)
and a dynamic environmental system (thermal comfort anddndir quality). The two
parts are interconnected through air flow rate. The heatimgepis switched on when it
is necessary but will not be regarded as a manipulated Veariahis thesis. The block
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diagram of the process models are shown in Fig. 3.1. Thisiglyccoupled Multiple
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Figure 3.1: Block Diagram of Process Models

Input and Multiple Output (MIMO) dynamic nonlinear systemmutd be expressed as a
Linear Time Invariant (LTI) state space representatioruadothe equilibrium points by
linearization through Taylor expansion theory. The sé@cbf system operating point is
mainly based upon the analysis of dominant inter-zonalairflatterns.

Let the nonlinear continuous time model represented witbetttoupled equations
for thermal comfort (2.1) be approximated in the discretgetiinearized dynamics state
space form as (3.1):

XT(k+ 1) =Ar ~XT(k)+BT~q(k)+BTd'dT(k), (3.1a8)
yr(K) = Cr -7 (K) + Dt - q(K) + D74q-dr (K), (3.1b)

where, At € R¥3, By € R3*12 Brg € R®®, Cr € R®3, Dy € R¥12 Dyy € R®®
are the coefficient matrices with subscripdenoting the model for the thermal comfort
system.k is the current sample number. In the similar procedure, wedcderive the
state space form for the indoor air quality system as (3.@9ming to (2.7):

xc(k+1) = Ac - xc(K) +Bc - q(k) +Bcg - dc(K), (3.2a)
ye(k) = Cc - %c(k) + Dc - q(K) + Deg - de (K), (3.2b)

where Ac € R332, Bc € R3*12 Bey € R312 Cr € R®*3, D1 € R¥*12 D1y e R¥>*12 are

the coefficient matrices with subscripdenoting the model for the concentration system.
By applying the conservation of mass for the livestock bogdwith one single zone

concept (2.13), and through linearization of air flow modetlagcted through (2.9) to
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(2.12), we can derive the static equation (3.3).
E-q(k) +F - u(k) +G-w(k) + K- xr (k) =0, (3.3)

where E,F,G,K are coefficients matrices. The definitioncpf R%1 is: [Gin.m, Goutn, P] ",
m=1.--6, n=1---3, where,[d]],9 = [Gin.m,Joutn]" is a airflow input vector which
combines the actuators’ signalsind the thermal process controlled variabdegndxc.

Connecting and coupling of the airflow model (3.3) with th@imnmental models
(3.1) and (3.2), evolve a finalized LTI state space modeksgnting the entire knowledge
of the performances for thermal comfort and indoor air quadround the equilibrium
point. The augmented process model is shown in (3.4)

X(k+1) = A-x(k) +B-u(k) + By - [%“nrld(%)] , (3.4a)
y(k) = C-x(k) +D-u(k) + Dg mj:i(lr))]’ (3.4b)
z(k) = y(k), (3.4c)

where, A € R8%6 B ¢ R6%9, C € R6%6 D € R®*9, By € R6*12 Dy € R6*12 gre the
coefficient matrices. The disturbance transient matrigesnd Dy are formulated as
(3.5) corresponding to the unmeasured and measured disteb.

Bd = [Bdumd Bdmd] ,Dd = [Ddumd Ddmd] - (3.5)

X, Z, U, dymg» dmg denote the sequences of vectors representing the deviaitable
values, wherex is for the process state of zonal temperatiyr@and concentratiorc, zis

for the controlled outputy is for the manipulated input which consists of the inlet ealv
opening areas, voltages supplied to the fans and the swiuttes opening angleslmg

is for the unmeasurable disturbances of animal heat andwcaibxide generatiortyq is

for the measurable disturbances as the wind speed, winctiding ambient temperature
and concentration levely denotes the measured output, and is usually assumed to be
same with the controlled outpat The representation of these vectors is shown in (3.6)

XZ[_l T T3 5r,1 6,2 5r,3EX1, (3.6a)
U= [Anici6 Moltj=1.3 Oshutteri=1.3) 19,1 (3.6b)
dumd = [61 62 63 G G 63};1’ (3.6¢)
dma= [Vier Chw @1 Gpr To Grolg.s- (3.60)

The linearized model matrices and the detailed proceduseabling are described
in Appendix A. Through step response analysis and bode ploiparison, we realize
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that, the plant nonlinearities are not highly significany. \Birying the disturbances such
as the zonal heat sources which cause the direction chanthe dfiter zonal airflow,
and varying the external temperature which are the leadintpfs of the variation of
the indoor thermal comfort, we obtain similar system betiavbased on a series of LTI
models.

Concluded through systematical analysis, the @AiB) is controllable, the paiiC, A)
is observable, and the plant is stable. Further more, thealtad and manipulated vari-
ables are scaled in order to avoid numerical errors in thenigstion computation for
estimation and control. To do this, decisions are made orexipected magnitude of
disturbances and reference changes, on the allowed mdgrifieach input signal, and
on the allowed deviation of each inpUSkogestad and Postlethwaite, 1§96The de-
tail on scaling procedure is stated in Appendix B. Thus, tlegleh transformation is
accomplished and well prepared for solving of the optimaraproblem in the following
described control strategies.

3.3 Moving Horizon Estimation and Control

Moving horizon estimation and control is implemented tlglowynamic optimization
calculations. These calculations are conducted on-lidergpeated each time when new
information such as process measurements become avaitableorizon of the estimator
and the regulator are shifted one sample forward. At each tihe dynamic optimization
considers a fixed window backward of the past measuremeagtitnate the current state
of the system, then the estimated state is used in the prowass to forecast the process
future behavior within a fixed window forward. The dynamidiopzation computes the
optimal sequence of manipulable variables (control inpsisthat the predicted process
behavior is as close to the desired setting reference aibpgossbject to the physical and
operational constraints of the system. Only the first eldnrethe sequence of optimal
manipulable variables is implemented on the process. Theniog Fig. 3.2 (origi-
nated from[Jorgensen, 20@bdemonstrates the principle of moving horizon estimation
and control expressed as the finite horizon optimization th&smatter of fact, the past
and future data outside the window are approximated by atoestrive and cost-to-go
functions which are used to approximately account for ttet @ad future estimation and
control respectively. More detailed description and psdtdven been presented [Rao,
2004 and[Jorgensen, 2005

3.3.1 Target Calculation

As discussed ifRao and Rawlings, 199@&nd[Rawlings, 2000 the target tracking op-
timization could be formulated as a least-square objedtimetion subjected to the con-
straints (see 3.7), in which the steady state target of inpand state vectoxs can be

determined from the solution of the following computatiohem tracking a nonzero tar-
get vectorz. The objective of the target calculation is to find the felesgieady states
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Figure 3.2: Moving Horizon Estimation and Control

(zs,%s,Us) such thatzs andus are as close as possiblezcandu;, whereu, is the desired
value of the input vector at steady state, and; Cxs.

min W = (us— u) " Rs(Us — U) (3.7a)
[xs,us] "

I-A —B][x] [0
st. [ C 0 ] {us] o [ZJ (3.7b)

Umin < Us < Umax

In this quadratic progranRs is a positive definite weighting matrix for the deviation
of the input vector fromy. The equality constraints in (3.7) guarantees a steadg-sta
solution and offset free tracking of the target vector. ldesrto guarantee the uniqueness
of the solution through the target calculation, assumirggféasible region is nonempty,
the system must be detectable which is also a necessarytioorfdr the nominal stability
of the regulator as discussed in the following secfi®ao and Rawlings, 1999

3.3.2 Moving Horizon Control

In [Muske and Rawlings, 1993bthe moving horizon control is formulated as (3.8) by
a quadratic cost function on finite horizon subjected to tiking linear equality and
inequalities formed by the system dynamics (3.4) and caimésr on the controlled and
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manipulated variables.

) N N 1 2 1N—l 2 2
min® = 3 5llai = rerillo, +3 2 [1AUeellst U — uell (3.8a)
u =1 =
Xt j+1 = A¥erj + BUrj + By j
Zerj = CXet j .
St. ¢ Zmin < Zyj <Zmax j =1,2,---N (3.8Db)

Umin < Uktj < Umax, ] =0,1,---N—1
AUmin < Augij < AUmax, j =0,1,---N—-1

where,® is the performance index to be minimized by penalizing théad®ns of the
outputz, ; from the referencey, j, the slew rate of actuatdwj and the control input
Uk+j from the desired steady statiesat time j. The achievable steady state input vector
Us can be determined from the solution of target calculatiQq.c R<® andS e R9*®
are symmetric positive semi-definite penalty matrices focpss states and rate of input
changeR € R%*? is a symmetric positive definite penalty matrix. The vecfdicontains
theN future open-loop control moves as shown below

Uk

Uk
N | ] (3.9)

Uk+N—1

Attime k+ N, the input vectouy, j is set to zero and kept at this value for pl- N
in the optimization calculation. Since the plant is stallegording to the parametriza-
tion method proposed ilviuske and Rawlings, 1993kthe end predictiom, 1 = CAX,,
impliesz, = CA<Nxy for k > N such that
0 0 T
ZVZIQsz =X\ ( % (CAk*N) QzCAkN> XN = X QNXN, (3.10)
K= K=

in which, (A, B) is stabilizable, andA, Q¥/2C) is detectableQy may be computed from
the Lyapunov equation

(o)

3 (CA) QCA =CTQC+ATQA.  (3.11)
j=

Qu= fN(CAkN)TQZCAkN -

K=

It proved to be clear that the solution generated from théefimbrizon optimization for-
mulation with a terminal equality constraint is the appmate solution to the infinite
horizon linear quadratic optimal control problem for seablystems. The selection of
horizonN has been subject of extensive reseattfugke and Rawlings, 19984 Rawl-
ings and Muske, 1993[Scokaert and Rawlings, 19R8nd[Mayneet al., 2004) and
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the topic on the dual-mode receding horizon controller fer honlinear system is dis-

cussed ifMayne and Michalska, 1990Consequently, this regulator formulation could
guarantee nominal stability for all choices of tuning pagsens satisfying the conditions

outlined above.

3.3.3 Moving Horizon Estimation

The linear Moving Horizon Estimation (MHE) solves the coasted linear least square
problem expressed as the constrained linear quadratimization (3.12). This formula-
tion of MHE was first proposed biMuskeet al, 1993 and[Robertsoret al,, 1994. The
choice of the moving estimation horizdhallows a trade-off between the accuracy of the
estimation and computational requirements.

min Wy =}||>2k NJk = KN kN[5 - 5 [|wj k||2,1+||v- kHZ,l
[Reon kW] 2 17N/ ~N/k=N- PN k-N-1 2j:Z—N I/kllQw i/klRy

(3.12a)
Xt j+1 = At j + Bt j + Byt j + Wit j
Zerj = Ot j + Vicy j
s.t. Xmin < )A(k_N/k < Xmax (312b)
Wimin < Wik < Wmax
Znin < Z < Zmax
The estimator selects the stajg k), @ sequence of process no{wj/k}ij(:k_N and

a sequence of measurement nc[isg/k}ij(:k_N such that the agreement with the measure-

ment{yj/k};(:k_N is as good as possible while still respecting the procesardigs, the
output relation, and the constraints. The process neisad measurement noiseare
assumed to be uncorrelated zero-mean Gaussian proceskebevcovariances ady

andR, as 3.13 (a), and the initial condition is as 3.13 (b), withitiigal estimation error

covariance_n/k-N-1-
w 0 Qv O

X N/keN-1 ~ N ( Xeonken—1 Penjken-1 ) - (3.13b)

The symmetric positive definite weighting matridest, Q,;* andejl,\l/kai1 are quan-
titative measures of our confidence in the output model, yfmachic system model and
the initial estimate, respectively. As describedRao and Rawlings, 2000 Rao, 2000,

[Tenny, 2002, and[Rao and Rawlings, 2002the covarianc&_n -1 is derived by
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the solution of the Lyapunov Equati®i_nx_n_1= AT Rc_n/k_n_1A+G' QG, inwhich,

A=[A-ALC|,G=[G -AL],Q= [%W F?]. (3.14)

(A,QY?) is stabilizable.

To achieve offset-free control of the output to their desit@gets at steady state, in
the presence of plant/model mismatch and/or unmeasureaizhsices, the system model
expressed in (3.4) is augmented with an integrated distgebanodel as proposed in
[Muske and Badgwell, 2002nd[Pannocchia and Rawlings, 24da8 form an augmented
moving horizon estimator. The dynamics of the disturbanodehwill be the stochastic
generation process of animal heat and contaminant gas.esh#ing augmented system
with process noisa, and measurement noisgis

K(k+1) = AX(K) + Bu(k) + Gny(Kk), (3.15a)
y(k) = CK(K) +ny(K), (3.15b)
nw(K) ~ N(0,Qu(K)), (3.15¢)
nv(k) ~ N(O,Ry(k)), (3.15d)

in which the augmented state and system matrices are defrfetlawvs,
i [A BumdCaum

R(K) = X(k) } d}
Xk {Xumd<k) 1241 0 Adumd | 12,12
Bima O }

5 (3.16)
B= C=[c 0 ,é:[
[0:| 12x12 [ ]GXlZ 0

Bumd] 12,12

In this model, the original process state R® is augmented with the integrated un-
measurable disturbance stagg,q € R®. A new Auto-covariance Least Square (ALS)
method is applied to recover the covariances of unknownespiand adaptively deter-
mine the penalty in the moving horizon estimation objecfiwection. [Rajamani and
Rawlings, 200¥ presented the necessary and sufficient conditions for tlpieness of
the covariance estimates, and formulated the optimal vieighThe detectability of the
augmented system in (3.15) is guaranteed when the conditits {(Pannocchia and
Rawlings, 2008):

Rank{(l EA) _Oé] —nts, (3.17)

in which, nis the number of the process statgsis the number of the augmented distur-
bance states. This condition ensures a well-posed taeggdiig problem. This methods
for checking detectability and proofs are providedhuske and Badgwell, 2002and
[Pannocchia and Rawlings, 2403
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For time varying reference tracking, a reference model With reference statg
could be augmented into the system 3.16 as shown in 3.18.

X(k) B A ByumdCdumd O
X(K) = | Xuma(K) A= 10 Adumd 0 )
X (K) ] 1841 0 0 1] 18x18 (3.18)
B 3 B Bdmd 0
B=1|0 ,C= [C 0 O]6><18’G: 0 Bdumd
0 18x12 0 0 18x12

An alternative way of tracking time varying reference thighuwdynamic optimization
is to combine the reference model with the reformulatedesystithAu-form as 3.19, as
has been stated [Kvasnicaet al., 2004.

K(k+1) A BiCma B 0] [ (K &
du(k) ~ |0 Od I 0| u(kd_l) + [ -Au(k) (3.19)
% (k+1) 0 0 01 % (K) 0

For moving horizon estimation and control, the quadratagpamming formulations
are summarized as in Appendix B.

The block diagram of the moving horizon estimation and adng¢rillustrated in Fig.
3.3, where the regulator and estimator are implementedigifir¢the moving horizon ap-
proach, the covariances of the state and output noise aeemaed by a adaptive esti-
mator with the Auto-covariance Least-Square (ALS) methidte evolving procedure of
this method is discussed in section 3.4.

Input disturbance
Optimal steady state
(Xs, Us)
Target value Optimal control
e U TARGET storat ¢ NONLINEAR
> CALCULATION REGULATOR PLANT

ESTIMATOR

COVARIANCE

Tuning (Qw, A ESTIMATOR

Output
disturbance

Estimated state and
unmeasurable

output ¥

Figure 3.3: Block Diagram of the Entire Dynamic Control System
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3.3.4 Unconstrained Infinite Horizon Optimization

The feedback gain of moving horizon control derived fromuheonstrained linear quadratic
optimization with terminal cost penalty, together with thstimator gain derived from
Kalman Filter provide the framework for analyzing propestisuch as the stability and
bandwidth of the system in frequency domain. The formutagitfinite horizon quadratic
programming without constraint has been discussd@®awlings and Muske, 1993or
stability analysis and briefly described as follows:

. 1
rmnq){}' = EuNTHuNJrgTuN (3.20)

in which, H = I'TQ,I" + Hs is the hessian matrixy = MxyXo +MRrR+My_,u_1 4+ MpD,
My, =TQ®, Mr=—TTQz, Mp =TTQ,Ip

CA Hq 0 0 -0
o Hpb Hi 0 - 0
| r2|Hs H W 0
AN : : : o
Cz Hv Hn-1 Hn2 -+ Hi
Hiqg O 0 . 0
Hoq Hig 0 0
o= [Had Had Hig 0 | (3.21)
|[Hng Hno1d Hne2d oo+ Hig
[2S —-S e 07
S
-S 25 -S 0
Hs= M, , =—10].
0
: S 25 -S 0
0 .. s s

whereH; = CA~1B,H; g = CA~1By, for 1< i < N. The optimaluN could be found by
taking gradient ofpy and set it to zero. The first control mougat current timek will be
applied to the plant.

Uk = Kvpc - ; (3.22)
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where,S is the square root of the hessian matfix= Sy S4

Si" SHKyo = —Mo, (3.23a)
S$4"S4Kr = —Mg, (3.23b)
S—!TS-| Ku-1=—My-1, (3-23C)
S TSHKp = —Mp. (3.23d)

Therefore,
Krut = [Kvo Kr Ku-1 Kp], (3.24)

and,

Kwpc = Kiui (1:4,:). (3.25)

Figure 3.4 demonstrates the structure of the entire feédbmarol system with esti-
mator and the control law described in 3.22 with derived fieett gain 3.24.

— +
- ) Estimator

u(k)

Controller

Figure 3.4: Structure of the Feedback Control System

As has been discussed[iRawlings and Muske, 1992nd[Scokaert, 1997 the feed-
back gainFy derived from the infinite-horizon Linear Quadratic (LQ) iop&l control
by solving the discrete recursive Algebraiccati Equation (ARE) (3.26) can also be
an alternative way of ensuring a stable (unconstrainedjigtiree control law, as long as
the ARE or the so-called Fake Algebraic Riccati EquationGEA as proposed ifMa-
ciejowski, 2002, has a solutiorily which is positive semi-definite.

Fu=—[B"MNB+R] "BTMNA, (3.26a)
My =ATMyA+Q—ATMNB[BTM\B+R] "B'MyA. (3.26b)

[Wu et al,, 2008 presents the description and comparative simulation teefithe ap-
plication of LQ optimal control for indoor climate in livestk building.
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3.4 Auto-covariance Least-Square Method

The ALS technique is not only expected to adaptively give ptintal estimator gain,
but also to improve the closed loop performance in the paserf disturbances and
model/plant mismatch. The technique described in thisaeds$ originated in[Odel-
sonet al, 2007 and[Odelsonet al., 2004, and the corresponding software tool-box is
developed by J.B.Rawlings and M.R.Rajamani. Consider fediscrete-time model
of the augmented system as (3.16), estimates of the statee efstem are constructed
using the standard Kalman filter as (3.27)

R 1/k = A /i1 + Buc+ ALk (Yk — CRi /1) (3.27)

The estimate error is defined as= X« — X/x—1, With covariances 1. This covariance
Ryk_1 = E [/ ] is the solution to the Riccati equation (3.28)

Pei1/k = ARgk_1AT + GQWGT
-1
— AR 1CT [CRyk1CT + R/ CRyx 1A,
and the Kalman gaiby is defined as (3.28)
L= P aCT [CRk1CT +R] (3.28)

Assume we process tlyg to obtain state estimates using a linear filter with daimwhich
is not necessarily the optimal for the system. The state estimation eregrevolves
according to (3.29)

g1 = (A—ALC)g+ [G —AL] [‘\’/"ﬂ . (3.29)
The state space model of the innovatig#is= yi — CX 1 is defined as (3.30)
€1 = Agi + GV, (3.30a)
Y = Céi+ Vi, (3.30D)
in which,
— — —w
A=[A-ALC|] .G=[C AL ., W= [VJ ot (3.31)

n is the number of states in (3.16),is the number of outputg is the number of inde-
pendent noises(A,C) is detectableA = A— ALC is stable, the initial estimate error is
distributed with meamy and covariancé, . We choosé sufficiently large so that the ef-
fects of the initial condition can be neglected, or equintie we choose the steady-state
distribution as the initial condition:

E(&) =my=0,cov(g) =Py =P". (3.32)
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Now we consider the auto-covariance which is defined as theaation of the data
with some lagged version of itsdldenkins and Watts, 1968

¢ =E %], (3.33)
and the symmetric auto-covariance matrix (ACM) is then defias (3.34)

Cgo (gN—l
% (Na) = S (3.34)
(fr\Ta—l ... %o

where,N;, is the user-defined number of lags used in ACM. AccordinglyA&M of the
innovations can be written as follows:

[Z(Na)ls = [(0® 0) (1l =A@ A) L+ (T @T)In,] (GRG)(Qu)s
+{[(090)(Ix—A2A) "+ (T ar) Jun| (AL2AL) (3.35)

+ {W@W—HPZNZ} fp,Na} (R)s,

in which
ol 0 0 0O
CA Na C 0 00
0= W=r [,@1(—AL)] T = (3.36)
. = . . . .
CANa—1 cAN2 ... C 0

“nN, IS @ permutation matrix that converts the direct sum to aorece. %y, is the
(pNy)? x p? matrix of zeros and ones satisfying

(Eﬁl Rv) = JpNa (RV)ss (3.37)

where, the subscridenotes the outcome of applying thecoperator. Practically, the
estimate of the auto-covariance from real data is compuged a
5 1 Nd_j

cou T
=T & A (3.38)

where Nq is the sample size. Therefore, the estimated A@M\I) is analogously defined
using the computed’.
We define the ALS estimate as

2= (G (R)I]" = argmin]o/ %~ AN

, (3.39)
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and the solution for estimatinQy, Ry is the well-known
K= (") 17 b, (3.40)

where,o indicates the left hand side matrix to the least square propand

of = [D(G®G) D(AL®AL) + [weaqur |p2Naz] fpﬁNa,} (3.41)
D=[(026)(la—ARA) 1+ (T3T) Ik » (3.42)
x=[ (QuI (R)I ], b=ZNss (3.43)

The unigueness of the estimate is a standard result ofseastres estimatidh.awson
and Hanson, 1995 The covariance can be found uniquely when the matrixas full
column rank. However, in the augmented system as (3.16Yithension of the driving
noise isw € 0%, according to[Odelsonet al, 2007 and[Odelsonet al, 2004, it is
unlikely to find unique estimates of the covariari€&, R,), and the solution may not be
positive semi-definite. In order to avoid leading to any niegless solution, adding the
semi-definite constraint directly to the estimation probk® maintain a convex program
as (3.44) will ensure unigueness of the covariance estimati

2

i Qws | ¢
qunvcjgv m/[ (Ro)s } b , (3.44a)
s.t.{ SVWZZOO (3.44b)

The constraints in (3.44) are convex, and the optimizagan ihe form of a semi-definite
programming (SDP) problem, which can be solved efficienttihWewton’s methodNo-
cedal and Wright, 1999

3.5 Actuator Redundancy

Concerning the major source of energy consumption whichois the exhaust fan sys-
tem, and the presence of high frequency component of wineldspariation, an actuator
redundancy is exploited to accommodate the limitation eflitandwidth of the closed-
loop system as well as pursuit of an optimum energy solulioough on-line optimization

computation. From the overview of the entire control swpetfor the livestock indoor

climate system as shown in Fig. 3.5, the introduced actuatiundancy is integrated
with the feedback dynamic control loop as shown in Fig. 318 anplemented in a

feed-forward approach. The addition of actuator redunglamproves the system output
response to input disturbance - wind speed variation bystid the system bandwidth,
without influencing the stability of the entire control sgist. The redundancy optimiza-
tion takes the optimal control command generated from theanhyc controller as the
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reference, and the actuators’ limitation as the hard caimés. The objective is to opti-
mize the rotating speed of the impeller and the opening amiglke shutter, so that the
energy consumption is minimized and the wind gust is atteytia

Covariance of High HOURS
C

Wir:d Speed Variation
Optimal Fan Voltage & Swivel Shutter
Optimal Control References Optimal Outlet Flow & Inlet Valve

SET-POINT H DYNAMIC H REDUNDANCY H PLANT
OPTIMIZATION CONTROL ﬂ OPTIMIZATION

Optimial Inlet Flow

MINUTES

DAILY

Figure 3.5: Structure of the Entire Control System with Moving Horizon Control and Actu-
ator Redundancy

Based on the energy consumption consideration, and thgsisal the exhaust unit
characteristics which possesses the actuator redundaragynstrained nonlinear opti-
mization is formulated as (3.45), to solve the exhaust systedundancy problem, in
which the stage cost is the quadratic function with quadtatims and the equality con-
straint is the nonlinear algebraic equation of the exhaystesn. By assigning different
weights in the objective function which is based on energysamption considerations,
according to the covariance of the high frequency disturbanthe modified optimal con-
trol command are reassigned to the actuators.

[L“eiﬁ Ei = [Vill3, + 11655, (3.45a)

AP = (b +b18 +b0%)0? + a9V 4 a1V + apof?
emin < 0 < Bmax

Qv andRg are symmetric positive definite matrices.represents the covariance of the
high frequency component of wind speed variation. The wipeks signal is processed
with digital filters. g is the adjusting factor for assigning different penaltieglee energy
associated decision variable supplied voltageand the wind gust attenuation variable
shutter opening anglBg. The cost function and the nonlinear characteristic curfve o
the constraints for the exhaust fan unit are demonstratédgin 3.6. This redundancy
affords flexible and adaptable operating behavior of theeghsystem, so that the goal
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Exhaust Fan Characteristic Curve Cost function
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Figure 3.6: (a) Nonlinear Equality Constraints (b) Cost Function

of optimizing energy use, increasing the efficiency of atuatilization and rejecting the
disturbances, are achieved.

Fig. 3.7 depicts the base for optimum point searching ttajgc The surface is de-
rived with a constant pressure difference across the ekFauanit, and the contour lines
represent the different air volume flow rate through the.unibrder to guarantee a com-
fort indoor climate, the demand certain ventilation ratesikulated through the dynamic
controller, then, the redundancy optimization is to atta@optimal point through moving
along a specific line at a specific surface.

Exhaust Fan Curve at Specific Pressure Cross Objective Cost Value
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Figure 3.7: Redundancy Optimization for Optimal Actuator Operating Behavior

This strategy enhances the resilience of the control sysiatisturbances beyond its
bandwidth, strengthens the system with the passive detgehattenuation, and reduces
energy consumption through on-line optimization. The satretegy can be applied for
the redundancy optimization of the inlet system as well. Gbjective is to compromise
between rejecting the wind gust on the windward side, redudraft and guaranteeing a
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comfort air velocity around the animals. The cost functiod aonstraints are formulated
as

: _ 2 2
[AfmTAk_ 1AWl Q, + ARy (3.46a)

Mo

3
Gin(K) - po— ¥ Qout(K) - pi =0
i=1 j=1

St.{ G =Cy-A- /280 (3.46b)

Aw,min <Ay < Aw,max
Al,min <A < A|.,max

where, the adjusting factgrrepresents the covariance of the high frequency wind gust.
This factor allows for determining the penalty on the inlatve opening area on differ-
ent side walls. The system is subjected to the mass balan@gi@ug, the inlet system
dynamic model and the hard limitation of the actuators. ltulddbe necessary to con-
sider the air inlet jet trajectory involving the calculatiof air velocity decay and trajec-
tory/penetration length which has been investigatedHbgiselberg and Nielsen, 1986
into the constraints.

The expected results will be the optimum inlet flaps openingles, such that the
windward inlets will be able to protect against wind gustd dhe leeward inlets will
be adjusted to satisfy the required ventilation rate. Therobbehavior of inlet system
is optimized with respect to the constraints, and the anoaifort is assured without
causing too much draft.

3.6 Application and Results

To demonstrate the advanced potential of the proposedadgtim control and optimiza-
tion methodologies, the application for the livestock iadolimate and derived simula-
tion results are analyzed. The sampling time stéfy is 120(s), the prediction horizon is
N = 20.

3.6.1 Off-set Free Tracking and Disturbance Rejection for MIMO
System

Fig. 3.8 depicts the dynamic performance of indoor zonapenature and concentration
level, in presence of step and pulse changes of the extemaplerature and variation of
contaminant gas concentration, large covariances of weed variation and different
zonal heat sources. Fig. 3.9 shows the corresponding actughaviors with the empha-
sizes on the comparison of the exhaust unit with and withoplémenting redundancy
optimization.

Analyzed from the results, with a step change of the referematue, the indoor zonal
temperatures keep tracking the reference with slight trarig, the zonal concentration
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Figure 3.8: Reference Tracking and Rejection of Deterministic Disturbance. Dynamic
Performances of Zonal Temperature and Concentration

level vary with the change of the actuators and stay belouirtiitation. The voltage and
swivel shutter rise and fall in response to the onset andecadh the variation of exter-
nal weather condition. The inlet valve openings on the wiadlvand leeward side are
adjusted differently according to the horizontal heatimad difference. The functionality
of fans is same in each one of the zone, thus one of them iscpigkéor demonstration.
These results clarify the advantages of the actuator resthaydogether with the moving
horizon estimation and control scheme in handling con#isaimproving output perfor-
mances, attenuating disturbances with wide frequencyeraaugd fulfilling off-set free
tracking for multi-variable system.

3.6.2 Comparison of Closed-loop System with and without Actua-
tor Redundancy

Fig. 3.10 (a) shows the wind speed disturbances and its lovhiyh frequency compo-
nents. Fig. 3.10 (b) compares the effect of the operatingiehfor exhaust unit with
and without the actuator redundancy.

The comparison of the control signals for exhaust unit neestéf the substantial im-
provement of the actuators behavior and the increase offtiseercy of actuators uti-
lization by applying redundancy optimization on pursuimgimum energy consumption
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Figure 3.9: Optimal Control Signals. Solid line (without Actuator Redundancy); Dashed
dot line (with Actuator Redundancy)

and attenuation of high frequency wind variation. From tben®mic point of view, this
improvement means saving of energy - lowering cost.

3.6.3 Comparison of Moving Horizon Estimation and Kalman Filter
in Output Performance

Seen from Fig. 3.11, the output performance have been madifign moving horizon
approximations in presence of unmeasured disturbancesases from both system and
measurement. The simulation results convincingly confiremalue of applying moving
horizon estimation and the advantages over the nominal &alilter.

3.6.4 Comparison of Closed-loop System with and without ALS
method

The advantages of using ALS method in process of estimatien the nominal way,
is illustrated in Fig. 3.12 accompanied with the comparisbmactuator’s actions (see
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Wind Speed Fast Frequency Component
15 14

12

10

N
o
Covariance

Wind Speed [m/s]

5

original wind data 2

= |ow passed value
0 0
0 5000 10000 0 5000 10000
Time [s] Time [s]
(@)
Control Signal of Supplied Fans Voltage Control Signal of Swivel Shutter
10 9
—— without actutator redundancy
9 n ' - == with actutator redundancy
n, 801, &
. L . ‘I !
8 Moo | '
S ! L T 1
= W 2 |,
<2 \ - < - ry
g Tt < |
s 1 ] [ £
> ' M e g
6 ¥ 3 o
(2% \\ o
1 1
5 "" —— without actuator redundancy
== with actuator redundancy
4 T 40
0 5000 10000 15000 0 5000 10000 15000
Time[s] Time[s]

Figure 3.10: (a) Wind Speed Disturbance and the Amplitude of its High Frequency Com-
ponents (covariance) (b) Comparison of the Control Signal of Exhaust Fan System

Fig. 3.13), assuming that the real covariances are difftolkhow and cost a lot of trial
and error tuning effort. The result is derived with a stepngeaof un-modeled output
disturbance which could account for the model/plant misimafl he initial assumption
for the state noise covarian€g, = 0.01 and the measurement noRg= 0.001. The
data set used for computation is collected from open loogimeer plant simulation. Let
Na = 12 andNy = 200.

The comparison of output performance in Fig. 3.12, provéwhtn ALS estimator,
the regulator is able to reject the un-modeled disturbaadsracking the reference faster
and further reduce the steady state variances. The histagr&ig. 3.13, show that the
improved closed loop performance does not require moreeagiye manipulated inputs
through using ALS estimator.

The covariance estimation techniques are based on therpespaf the process inno-
vations. Implementing ALS has high potential for improviting quality of estimation.
This may be illustrated as Fig. 3.14 by comparing the inrionat?” = yi — CX k1 for
ALS with that of an nominal estimator.
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Figure 3.11: Comparison of the System Performances with MHE technique vs. Nominal
Kalman Filter Method
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3.7 Conclusion

Through demonstration and comparison both for output pedoces and actuators be-
haviors, we could recognize that with the moving horizomnestion and control imple-
mented through on-line dynamic optimization for the Mukifnput and Multiple Output
(MIMO) system, the output behavior has been profoundly rivdi and the variance of
the output has been reduced considerably. The utilizati@ctators is optimized and
increased with a actuator redundancy optimization, thesftimal system performance
is guaranteed with a low energy consumption approach. Ttireason with ALS method
plays an important role in rejecting the model/plant misshair the un-modeled distur-
bances, lowering output variances through a least-squgm@ximating formulation.

Consequently, the optimization based estimation and ebalgorithm together with
the actuator redundancy scheme are very effective in inipgahe system performance,
increasing asset utilization, handling constraints, dlmving trade off between the en-
ergy consumption and indoor environment, and leads to ttirmate goal - the balance
between the cost (energy/fuel) and quality (productivity)

66



Chapter 4

Conclusions

This part contains a discussion of the major contributidhs,conclusion of the thesis
and the perspectives.

4.1 Contributions of this Thesis

The following summarizes the main contributions of thissike

A Multi-zone Climate Model A multi-zone climate model concept is proposed based
on the mass and energy balance equation to capture a beitketion of the hori-
zontal variation of the temperature and contaminant canaton, according to the
localization of sensors and dominant airflow distributidrnis zone-based model
takes into account the inter-zonal airflow which is usuadiglected by applying the
traditionally single zone model method, and most impoHRaittunits the simplic-
ity and sulfficiency for control oriented purpose of MIMO st instead of using
e.g. the complex and time consuming Computer Fluid Dyna@kL) analysis
approach. The model was first proposedwu et al., 2005 of Chapter 5.

State Space Representation and Linear Quadratic Optimal Cotrol Through lineariza-
tion and coupling, a Linear Time Invariant (LTI) state spemgresentation describ-
ing the entire knowledge of the thermal comfort, air quaditd hybrid ventilation
system is derived to be adaptive to the multi-variable ogticontrol, such as the
Linear Quadratic Regulation (LQR) as has been publishd@inet al,, 2009 of
Chapter 5 and the Model Predictive Control (MPC) as has bablighed in[Wu et
al., 2004 of Chapter 6. In the algorithm of constrained optimizatitirg actuator
saturation, objective criterion and process noise areidered.
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Model Predictive Control for Multiple Objectives Off-set free tracking, disturbance re-
jection and model/plant mismatch compensation for mudtiphjective optimiza-
tion are achieved through target calculation, recedingzborregulation and inte-
grating disturbance model with Kalman Filter. The work iblghed in[Wu et al.,
20074 of Chapter 7.

Adaptive Estimation with ALS method A new auto-covariance least square (ALS) method
is applied to adaptively determine the filter gain and rective unknown noise co-
variance, and consequently, improve output performaneghjce variances and
reject the unmeasured disturbances. The detail could bedfouthe published
paperfWu et al,, 20073 of Chapter 8.

Moving Horizon Estimation Moving horizon estimation technique together with mov-
ing horizon control is implemented to the process throughadyic optimization
computation. Stability of the control and estimation siggtis ensured by adding
terminal cost penalty. The theory description and appboadre stated in published
papefWu et al,, 20084 of Chapter 9.

Energy Optimization through Actuator Redundancy A new control strategy involves
exploiting actuator redundancy in a multi-variable systedeveloped for passively
attenuating the covariance of the high frequency distwbsrand pursuing opti-
mum energy solution. This strategy enhances the resiliehtiee control system
to disturbances beyond its bandwidth and reduces energungstion by solving
convex optimization. The work could also be found in the ®iigd papefWu et
al., 20081 of Chapter 9.

Model Parameter Identification For a full scale livestock building located in Syvsten,
Denmark, the significant parameters explored in the model&gantified and val-
idated through some experimental time series data cofledteing summer and
winter. The comparative results confirm the value of the epheal multi-zone
climate model approach. This work will be publishedWu et al., 20083 as in
Chapter 10.

4.2 Conclusion and Perspectives

4.2.1 Conclusion

From proposing the Conceptual Multi-Zone Modeling methodinally building up a
nonlinear coupled model expressed as algebraic dynanferetitial equation, the pri-
mary experience has been gathered from the analysis of theninonal airflow inter-
action and the zonal climate. The horizontal variation afoior temperature and con-
taminant gas concentration is usually regarded as thestidicvariables to quantify and
qualify the indoor climate. The conventional way of premfigtindoor climate, is based
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on the assumption of uniform distributions. However, netifey the existence of strati-
fication or the horizontal variation will obviously result the significant deviation from
the real environment condition. Through the systematiestigation and system identi-
fication, the Conceptual Multi-Zone Climate Modeling (CMME method is proved to
be appropriate to account more accurately for the indoaratk conditions and capture
the major heterogeneity inside the large, partition-legstock building, and the related
assumptions are pinpointed. The phenomenon of the hoskwatiation could be ex-
plained by the fact of different localization of the heatgayrce and the dominant airflow
pathes. As has been illustrated in the figures of perviouptehs, if the heating load
suddenly increases in one zone and sequently lead to theastibkrise of zonal tem-
perature, the most effective way to remedy this situatioto isnlarge the opening area
of the inlets in this zone to allow more fresh air to come in agach the heating source
of this zone. Therefore, the zonal thermal stress can beiathel without intervening
other zones, and causing excessive ventilation rate amdyenensumption. The func-
tionality of the exhaust units are primarily on generatihg aiverage pressure changes.
Consequently, the developed conceptual multi-zone climaidel is of particular impor-
tance in predicting the indoor climate of large scale partiess livestock building and
designing an intelligent ventilation control system.

The fascinating properties of Model Predictive Control (Z)Rare its capabilities of
dealing with nonlinearities of Multiple Input and Multipteutput (MIMO) system natu-
rally, handling constraints flexibly, and allowing systepeaate close to the constraints.
MPC is implemented through dynamic optimization in a mouiragizon approximation
approach. The essence of MPC is to optimize forecasts okepsooehavior. The fore-
casting is accomplished with a process model, and thereffoeemodel is the essential
element of an MPC controll¢Rawlings, 2000 Based on the mass balance equation and
through the linearization, an Linear Time Invariant (LTIpdel in terms of state space
representation which combines the thermal comfort systadriradoor air quality system
in connection with the air distribution system is derivecheTfinalized linear system is
stable, controllable and observable, which provides treéshaf model-based predictive
control.

The major strength of MPC is reflected in the cost function tiaiedability of incorpo-
rating constraints. It allows the tradeoff between tragkset-point and saving energy. It
could also compromise multiple objectives by adjustingwleéghting matrix in order to
satisfy special requirements and reach certain goals. ffsebfree tracking is achieved
through target calculation (shifting the origin to the opdi steady state to follow ideal
trajectory and target control behavior), receding horizegulation (generating the opti-
mal control signal within prediction horizon to track redace and reject disturbances)
and including input/output disturbance models (introdgdihe integral control action to
compensate model/plant mismatch). The stability is guaeghwith terminal equality
constraints parametrization, and the control strategydcbe regarded as a constrained
Linear Quadratic (LQ) optimal control problem with infiniterizon. As the matter of
fact, without considering constraints, the open loop ptdk control is converted into
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feedback control with the optimal and stabilized contref @erived from discrete alge-
braicRiccatiequation.

In this thesis, the moving horizon approximation is appliedh for estimation and
control with full infinite horizon. The Moving Horizon Estiation (MHE) formulation in-
corporates the inequality constraints and allows the tfidetween the following of the
model forecast, and tracking the measurement, thus impgdtie estimation quality and
output performances through a series of reconciliationgh®it considering constraints,
moving horizon estimator is the Kalman Filter (ExtendedrKah Filter for nonlinear
system), where the separation principle appliaddersen, 2007 Therefore, as stated
in [Jorgensen, 2005the constrained linear-quadratic optimal control probjgays the
central enabling role in numerical realization of MPC fagexscale nonlinear system.

Auto-covariance Least Square (ALS) method is a data-basgthiques aiming at
improving the state estimation in MPC, which uses the cati@hs between routine oper-
ating data to form a least-squares problem to estimate tlagiemces for the disturbances.
The ALS technique guarantees positive semi-definite camad estimates by solving a
semi-definite programming (SDP) probldiRajamani, 200l For livestock indoor cli-
mate system which is exposed to both internal and exterséliances with random
noises and uncertainties, the proposed estimation teebsiplay large role in lowering
closed-loop output variances and compensating the mdaet/mismatch through im-
proving the quality of estimation and recovering the unknawise covariances.

The application of actuator redundancy expands the frexyueandwidth of the sys-
tem by exploring the nonlinearities of the actuators andegaimg the optimum solution
by solving a convex optimization subject to the nonlineanaditjes. This novel part is
integrated inside the MPC loop and optimizes the operataigbior of the actuators nat-
urally, and reallocates the signals in a feed-forward aggno This strategy increases the
control system’s flexibility and utility substantially.

The online implementation of estimation and control is tigio the quadratic pro-
gramming, which have lead to the issue of computer power lamdast time. However,
for moderate models like the indoor climate system, and thighincreasingly fast devel-
opment of modern computing hardware, together with the avgaments in optimization
algorithms, it is no longer a problem and confined to 'slowdgess, needless to say that
our climate system is truly slow.

Concluded from above, the main achievement of this progattd proposal and devel-
opment of Conceptual Multi-Zone Climate Model (CMZCM), afticient application of
optimization techniques in estimation and control for MIM@stem. The combination
and implementation of the proposed methods, which to thediesuthors’ knowledge,
have been far less investigated by previous researches fietti of livestock ventilation
system. The significant advantages of the designed comtadégy lie in the optimization
nature which not only enable to improve indoor climate perfances, but also to save
energy and increase the actuator’s utilization. In otherdaiothe goal of lowering cost,
increasing quality and enriching productivity is reasdpabalized.
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4.2.2 Perspectives

Based on above discussion, the proposed methodologiesamdpo have high poten-
tial. The simplicity concerning the parametering for manigland the advancement for
control makes the work interesting for not only the labonatesearch, as well as for
the manufacturers of controllers. Obviously, the proposaatrol strategies for animal
house could also be applied to other similar structuredimgk such as the green house,
however before that, a few issues deserve our further agtent

First of all, the feasibility and reliability of the desigshentire control system should
be verified through the experiments in the real scale pobtinse, and the results will be
compared with the currently used decentralized PID coettdiSkogestad and Postleth-
waite, 1996, among other research, provides the solid theoretical dveork and ap-
proaches for analysis and design of multi-variable systemch we could use to investi-
gate and compare the properties with the decentralized &tibal.

Due to the large amount of uncertainties and disturbankesl@veloped model could
be enhanced with some other dynamics, including the arptaal/ heat production, the
surface heat convection and the heat transmission of ctindunaterials, building leak-
ages and wind direction variations or some uncertainty@gpprations.

The nonlinearity analysis of the system model remains asnmpiete issue, the related
works on deriving linearized models around different ofircapoints with major focus
on the one closed to the constraints need more attentiongdinescheduled predictive
control strategy corresponding different linearized niesde Moving Horizon Estimation
and Control based on the nonlinear dynamics could be takerfuture considerations,
and we could consuftRao, 2000, [Tenny, 2002 and[Jorgensen, 200For theoretical
studies.

The structure of MPC allows for multiple objectives selecteom the requirement
and certain goals, therefore, several other considesationld be injected into the opti-
mization formula, such as the minimum ventilation rate ammfort air movement around
the animals/plant. The research on comfort airflow modelccoefer to[Heiselberg and
Nielsen, 1996 The actuator redundancy should be also applied for the sgktem, in
order to protect animals/plant from wind gust and improvefayt without causing draft.
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Chapter 5

Modeling and Control of
Livestock Ventilation Systems
and Indoor Environments

Zhuang WU, Per Heiselberd, Jakob Stoustrup

1 Department of Electronic Systems, Aalborg UniversitydfteBajersvej 7C, 9220 Aalborg East, Denmark
2 Department of Building Technology and Structural EngitegrAalborg University, Sohngaardsholmsvej
57, 9000 Aalborg, Denmark

This conference paper was presented at28ié Air Infiltration and Ventilation Center
(AIVC) Conference on Relation to the Energy Performanceuiiiigs, September,
2005. This paper is reproduced under the conditions of thpydght agreement with
the International Network for Information on Ventilatiomé Energy Performance
(INIVE) of European Economic Interest Grouping (EEIG). Thenceptual Multi-
Zone Climate Model method is proposed under necessary asisumand simplifica-
tions. An infinite horizon Linear Quadratic optimal contstrategy is designed for
this nonlinear Multiple Input and Multiple Output system.
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Abstract

The hybrid ventilation systems have been widely used festiock barns to provide opti-
mum indoor climate by controlling the ventilation rate atmdflaw distribution within the
ventilated building structure. The purpose of this papéw develop models for livestock
ventilation systems and the associated indoor envirorsneitth a major emphasis on the
prediction of indoor horizontal variation of temperaturelaontaminant gas concentra-
tion that adapted to the design of appropriate controllimgtegy and control systems.
The Linear Quadratic (LQ) optimal control method takingpiriccount of the effect of
disturbances and random noises is designed based on theadatk process model with
Multiple Input and Multiple Output (MIMO). The well desigdesontrol systems are able
to determine the demand ventilation rate and the ralatéidwipattern, improve and op-
timize the indoor Thermal Comfort (TC), the Indoor Air Qual{lIAQ) and the energy
use.

Nomenclature

Temperature

Air Contaminant gas concentration

Heat transfer rate

Gravitational acceleration

Air mass

Volume

Area

Height

Density

Heat transfer coefficient of building construction materia
Heat capacity at constant pressure

Mass flow rate

Air volume flow rate

Air exchange rate

Contaminant gas generation rate from animals
Pressure

Pressure difference

Discharge coefficient of inlet valve system
Internal Pressure at reference height
Surface pressure coefficient

Viet Wind speed at reference level

O:UQ%-Uo-s-.o-g-g Corxr»r<zeO00-

o

Subscript
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i Indoor zonal numbers

o] Outdoor

in Input to the building

out Output from the building

wall Building envelope

transmission Heat transfer through convection, conduction and radiatio
source Production or generation source

inlet Inlet valve system

fan The exhaust unit

NPL Neutral Pressure Level

5.1 Introduction

Hybrid ventilation systems have been widely used for liwektbuildings. Livestock
ventilation is concerned with comfort interpreted throwgtimal welfare, behavior and
health, and most importantly, it is concerned with factarshsas conversion ratio, growth
rate and mortality[Carpenter, 198). Most existing analysis for the livestock ventilation
system assume that the indoor air temperature and congenti@uniformly distributed
as discussed iflCunhaet al, 1997 ,[Moor and Berckmans, 1998 Taylor et al., 2004.
However, as analyzed H¢lark, 1981, the actual indoor environment at any controlling
sensor (especially when the sensors are located horizgnidll depend on the air flow
distribution that is usually depicted as a map of the domimémpaths. Therefore, the
control system for large scale partition-less livestoclbaneglecting the horizontal vari-
ations could obviously result in the significant deviatidresn the optimal environment
for the sensitive pigs or chickens.

In this paper, the livestock indoor environment and its Watibn control system will
be regarded as a feedback loop in which the controller pesvitie optimal actions to
the actuators taking into account of the necessary distedsaand random noises. The
purpose of this paper is to design an appropriate contrategly to improve the indoor
animal Thermal Comfort (TC) and Indoor Air Quality (IAQ) thugh an optimal energy
using approach.

5.2 System Modeling

The fan assisted natural ventilation principle will be istigated in this work. As seen
in Figure 5.1(a), 5.1(b) and 5.1(c), the livestock ventlatsystem consists of evenly
distributed exhaust units and fresh air inlet openings @wthlls. From the view of
direction A and B, Figure 5.1(A) and 5.1(B) provide a destoip of the dominant air
flow map of the building includes the airflow interaction betm each conceptual zones
by applying the Conceptual Multi-Zone Climate Model (CMZEMethod. In each zone,
it is possible to monitor the zonal climate and the effechef tontrol signals through the
actuators movements: inlet valves, exhaust axial typedadsswivel shutters.
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2

Figure 5.1: Synoptic of Large Scale Livestock Barn and the Dominant Airflow Map of the
Barn

The necessary simplifying assumptions for developing risoale as follows:

An ideal uniform flow process is assumed, which means treafltiid flow at any
inlet or outlet is uniform and steady, and thus the fluid props do not change
with time or position over the cross section of an inlet ofdetut

The interactive airflow between internal zones, which fRienced by the inlet air
jet trajectory, thermal buoyancy forces and convective pkane are assumed to
be constant.

Heat gain from animals and solar radiation are assumed tofr&tant.

The rate of the heat loss by evaporation is neglected.

The thermal properties of the airflow are assumed to havedwdrage values.
Airflow involves no mass accumulation inside the building.

The heat transfer coefficient of building envelope is assiito be constant.

The pressure is assumed to be constant on each buildirgceuigame value of
pressure coefficier@, is used for all openings on the same side of the building).

- A hydrostatic pressure distribution is assumed in thespac
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- Opening characteristics are assumed independent on fteppr@ssure difference
and outside temperature (constant discharge coeffi€igrire used for all open-

ings).

5.2.1 Models of Indoor Climate

A conceptual multi-zone modeling method is employed toyeahnd develop the indoor
climate model. The livestock building is compartmentalizeto several macroscopic
homogeneous conceptual zones horizontally so that theneanldifferential-algebraic
equation (5.1) and (5.3) relating the zonal temperaturezamal concentration can be
derived by applying the theory of conservation of energymags. By substitutingwith
the zone number into (5.1) and (5.3), we could derive threpledl differential equations
for indoor thermal comfort in terms of zonal temperature &rdindoor air quality in
terms of zonal air contaminant gas for example the carboxidioconcentration level,
respectively.

For (5.1), the rate of energ® transferred by mass flow can be calculated by (5.2).
Q.+1| and Qi+, indicate the heat exchange due to the air flow across the parate
boundary of zoné and zoné + 1, while for the middle zones which have heat exchange
with neighbor zones on each side, two more p@rtsll andQ. i—1 will be added to (5.1).
The value of interactive mass flow between internal zongweistim of influence from air
jets, heat plume, thermal buoyancy and air exchange @#e, Qouti andQieakage rep-
resent the heat transfer by mass flow through inlet, outiél@akage of the zone respec-
tively. The convective heat loss through the building eopelis denoted b®:ranmissioni
and described &transmissiori = U - Awalli - (Ti — To). The heat source of the zo@Bourcei
includes the heat gain from animal heat production, soldiaten and heating system.
For (5.3), the rate of concentration is indicatedCasn , whereC; represents the concen-
tration level and the air exchange ratis calculated by (5.4). For the middle zones which
have mass flow interaction with neighbor zones on both sidesmore part<;; - njj—1
andC;;_1-ni_1; should be added to (5.3). The rate of contaminant generistidenoted
by G; and the zonal volume is denoted Wy.

dT

M|Cp| dt — Q|+1| + QI i+1+ Qm i+ Qoutl + Qtranmlsswnl + QSOUTCQI; (5-1)
Qii+1=Cp-M-T;, (5.2)

dG; . : . . G
d—tﬂ =Criv1-Nis1i +Cri Nijr1+Cri-Nout+Cro- Min + V-I7 (5.3)

|

m- 3600

= . 5.4
PR, (5.4)
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5.2.2 Models of Inlet and Exhaust Units

Equation (5.5) gives the relationship between the volunve ffide and pressure difference
across the inlet openings based on the mass balance equahierventilation flow rate
can be determined from (5.6) and the pressure differenbeisdmbing driving forces of
thermal buoyancy and wind as (5.7). Therefore, (5.5) wéhthesult in a linear equation
from which we can solve for the internal pressite The computation of the outlet
volume flow rate could be derived by clarifying the straigitiard relationship between
the total pressure difference, rotating speed of the ayia fan and the opening angle of
the swivel shutter. The nonlinear static equation is refitto[Heiselberg, 2004a For
simplicity, in this paper, the volume flow rate is regardedresmanipulated variables.

AP|n|et

0. + -p =0, 55

z 0in * Po |AP|nIet| z out * Pi (5.5)
[2|AR

Oin = CdA' |pm|EIISgr(APInIet)7 (5-6)

Ti—To

(0]

1
ARpjet = EPOCP,rVrzef -R-pg (HnpL— Hintet)- (5.7)

5.2.3 Performance Simulation

The open loop dynamic performances of zonal variation fdoar temperature arndO,
concentration within a day based on the developed TC moddlkg® models are demon-
strated in Fig. 5.2 (a) and (b). The system started from dipgraoints which maintain
the system behavior (indoor climate and indoor air quaétythe required condition with
exceptionally low horizontal variation. The system is stiated by a serious of step
changes of the indoor zonal heat source and zonal contatriveh during the entire
time horizon. The simulation is implemented with the dibances from the stochastic
external temperature as shown in Fig. 5.2 (c), wind speed &ii 5.2 (d) and ambi-
ent concentration as in Fig. 5.2 (e), which are generated fiandom sources through
low-pass filters.

The simulation results proved to be evident, that the camedpnulti-zone models
for TC and IAQ contain significant information on horizontalriation which is not able
to be captured by the single zone model with mean temperatuteoncentration, under
the circumstances that the zonal disturbances changes.

5.3 Design of Control System

The entire livestock ventilation system and indoor envinent is a Multiple Input and
Multiple Output (MIMO) dynamic nonlinear process and sgyncoupled intrinsic sys-
tem. It is exposed to external disturbances and noises anddtaators with saturation.
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Indoor Zonal Temperature without Optimal Controller
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Figure 5.2: Dynamic Performance of Plant without Optimal Control (a) Indoor Zonal Tem-
perature (b)Indoor Zonal Concentration Level; Outdoor Weather Disturbances Variation (c)
Outdoor Temperature (d) Outdoor Wind Speed (e) Outdoor CO, concentration level
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Consequently, it is necessary to explore the applicatioadofinced control algorithms,
such as the optimal control, predictive control etc. tosatihe equilibrium between the
indoor air quality, thermal comfort and energy consumptibimear Quadratic (LQ) op-
timal control is a good method for ventilation control systanalysis and design, before
applying other more complex control schemes. The LQ coukeals with a linear state
space model as described in (5.8) which is derived from tk&esy linearization around
the equilibrium point, where the Thermal Neutral Zone (TN)d animal demand in-
door air quality are selected to be the reference valuesatitms (5.9 (a), (b), (c)) show
the vectors of deviation variables: the measurable statesrdrolled variables vectot
(zonal temperature and zonal concentration), the congobsor manipulated variables
vectoru (inlet and outlet volume flow rate), and the disturbancemet{external weather
condition and animal heat and contaminant gas generation).

X(k4+1) = A-x(k) +B-q(k) + Bq - d(k) (5.8a)
y(k) =C-x(k)+ D-q(k) + Dg - d(k), (5.8b)
where,
X= [-Fl T_Z T_?J ;—le (59a)
U= [Gini—1.6 Goutj-1.3] g1, (5.9b)
s . e — _ _ _ T
d= [Ql Q2 Q3 Vet Cpw Cpl  Cpr To} x1’ (5.9¢)
The performance function for LQ control is:

N-1
min § X QuXk + Uf QU] + X Qnixn (5.10)

K=0

wherek denotes the sample tim&l denotes the time horizon, the weighting matrices
Q1 andQy are positive definite an@, is positive semi-definite, and they are defined
as diagonal matrices. The diagonal elements are the invaige of the square of the
maximum allowed deviations in the states and the contraiadsy By using Dynamic
Programming, we could obtain a linear time varying conémlvhere the dynamic gain
is determined by the discrete recursRigcatiequations as (5.11) (s&ndersen, 200]j.
The optimal control signals are generated from this linedback MIMO controller
taking into account of the disturbances. The generatednaptiontrol signals are input
to the process to predict the zonal temperature and comtiemir The applied sensor and
motor dynamics is relatively fast compared with the entyrgtam response and could be
neglected.

Fu=—[BTMNB+R] "BTMNA, (5.11a)
My =ATMyA+Q—ATMNB[BTM\B+R] "B'MyA. (5.11b)
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To guarantee offset-free control, the system model expdeiss(5.8) is reformulated
into aAu-form to introduce an integral controlléMaciejowski, 2002 The augmented
state and system matrices are defined as follows:

x(k+1) A BCna B] [ x(K B
[xmd<k+1) — |0 A o]~[xmd<k)}+[0]ﬂu(k>, (5.12)
u(k) o 0 1| |uk-1| [

The full process state are assumed to be measurable. Thmaftdedformation is directly
taken from plant outpuy. The measurable disturbance statgig € 08. Substitute the
augmented system into tf&ccati Equations to derive the optimal feedback g&ipand
the control law is:

x(K)
Au(k) = —Fy { Xmd(K) ] . (5.13)
Au(k—1)

5.4 Simulation Results

Fig. 5.3 illustrates the closed-loop dynamic performarafebe indoor temperature and
air concentration with a linear feedback gain for animahtied comfort and indoor air
quality. The applied variable values and the disturbanoesame with those applied for
the process behavior simulation as shown in Fig. 5.2. Areat@mount of trial and error is
required with an interactive computer simulation beforatzsfactory design is obtained,
for example, one of possibilities is to adjust the weightingtrix. Through comparing
the simulation results of the process with and without allgr, we could recognize that
the system with optimal control adjustment has much shoeggonse time to reach the
steady state, has the capability to reject the indoor andboutdisturbances, and reduce
the output variation and noise level by adjusting the air ftawe through six inlet and
three outlet flow rate.

5.5 Conclusion and Future Work

5.5.1 Conclusion

Aiming at improvement of performances and optimization érgy, the main achieve-
ment of this work is the successful application of the LQ gt controller for livestock
ventilation systems analyzed by a conceptual multi-zondetiing method. The results
proved to be fruitful that the designed control scheme isifda and flexible to reach the
purpose.
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Figure 5.3: Dynamic Performance of Plant with Optimal Control (a) Indoor Zonal Temper-
ature (b)Indoor Zonal Concentration Level

5.5.2 Future Work

Some parameters of the mathematical models will be ideatificough experiment in a
real scale livestock barn equipped with hybrid ventilasgatems. The interfacial mixing
parameters which describe the airflow interaction of irdezones will be calibrated with
experimental measurement for example, by using gas trAdeanced control methods,
dynamic disturbances models, estimator for weather ciond#nd unmeasurable states
will be further investigated. More actuators such as thdihgaystem, air-conditioning
systems and shade screen for solar radiation could be tateadcount.
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the nonlinear process based upon the coupled linearized tivariant state space
model. The control decision is made with the estimation fesminfinite horizon
Kalman Filter. The offset free tracking is achieved.
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Section 6.1: Abstract

6.1 Abstract

In this paper, design and simulation results of model pta@icontrol (MPC) strategy for
livestock hybrid ventilation systems and associated indbmate through variable oper-
ation of inlet and exhaust units, are presented. The desipaded on thermal comfort
parameters for poultry in barns. The dynamic model deswgitlie nonlinear behavior of
ventilation and associated climate, by applying a so-daltsceptual multi-zone model-
ing method and the conservation of energy and mass is deckldjhe simulation results
illustrate the high potential of MPC in dealing with nonlaréies, handling constraints
and performing off-set free tracking. The purpose of thiggras to apply MPC for multi-
variable system taking into account of the random disturbaand necessary constraints
in order to calculate the optimal ventilation rate, prethet horizontal variation of indoor
climate and pursue an optimum energy consumption.

6.2 Introduction

Livestock ventilation is concerned with comfort interg@tthrough animal welfare, be-
havior and health, and most importantly, it is concernedhiattors such as conversion
ratio, growth rate and mortalitfCarpenter, 194). The alleviation of thermal strain and
the maintenance of comfort environment significantly dejpen the measurement and
control of the air temperature and the humidity which haetgmvell defined the thermal
comfort in the presence of air movement and radiation thnoteptilation systems. As-
suming that in the researched laboratory livestock bujidan advanced waste-handling
system equipped and the manure storage units are frequégdlyed, then if the ventila-
tion rate are adequate to remove heat and contaminant srmgamir gas, the moisture is
usually well diluted and present no problem. Further moueidity has little effect on
thermal comfort sensation at or near comfortable temperatunless it is extremely low
or high. Therefore the humidity is not considered in this kvor

Hybrid ventilation system combines the natural ventilatmd the mechanical venti-
lation, and have been widely used for livestock in DenmarkshMexisting control systems
used for livestock barns are based on the analysis withesirmgie method, which assumes
that the indoor air temperature and contaminants condentrare uniform as discussed
in [Cunhaet al., 1997,[Moor and Berckmans, 19960 Taylor et al, 2004. However,
as analyzed ifClark, 1981, the actual indoor environment at any controlling sensors
(especially when the sensors are located horizontally)dejend on the air flow distri-
bution that is usually depicted as a map of the dominant airsp& herefore, the control
system for large scale partition-less livestock barnseawig the horizontal variations
could obviously result in the significant deviations frone thptimal environment for the
sensitive pigs or poultry. Furthermore, the performanceuofently used control scheme
for livestock building appears limited when large disturba occur in the presence of
inputs saturation.

As stated in bookEMaciejowski, 2002and[Rossiter, 200B paperg§Rawlings, 2000
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[Qin and Badgwell, 20d3and[Pannocchiat al., 2004, Model Predictive Control (MPC)
has become the advanced control strategy of choice by irydustinly for the economi-
cally important, large-scale, multi-variable processethe plant. The rationale for MPC
in these applications is that it can deal with high non-liitéss, handle constraints and
modeling error, fulfill offset-free tracking, and it is ea®ytune and implement.

In this paper, the livestock indoor environment and its Natibn control system will
be regarded as a feedback loop in which the predictive citertrprovide the optimal
actions to the actuators taking into account of the sigmifidésturbances and constraints.
This strategy is not only expected to give good regulationaofal temperatures, but also
to minimize the energy consumption involved with operatinginlet valves, the exhaust
fans and the swivel shutters.

6.3 Livestock Indoor Climate and Ventilation System
Modeling

6.3.1 System Description and Dynamic Models

The schematic diagram of a large scale livestock barn egdippth hybrid ventilation
system analyzed with conceptual multi-zone method is shovig. 6.1(1), Fig. 6.1(2)
and Fig. 6.1(3). The livestock ventilation system considtsvenly distributed exhaust
units mounted in the ridge of the roof and fresh air inlet opgs installed on the walls.
From the view of direction A and B, Fig. 6.1(a) and Fig. 6.1jfp)vide a description of
the dominant air flow map of the building including the airflovteraction between each
conceptual zones. Through the inlet system, the incomagifcold air mixes with indoor
warm air and then drops down to the animal environmentalgslosvly in order to satisfy
the zonal comfort requirement. Therefore, the exhausery#t the most important link
in this circulation chain, because it controls the indodatiee pressure.

By applying a conceptual multi-zone method, the buildin beé compartmentalized
into several macroscopic homogeneous conceptual zoneshtally so that the nonlin-
ear differential equation relating the zonal temperatarele derived based on the energy
balance equation for each zone as (6.1). By substitutingithecripi with the zone num-
ber, we could obtain three coupled differential algebrajoagions governing a sensible
heat model for indoor thermal comfort.

dT . . . . . .
I\/|iCp7i d_tl = Qi+17i + Qi,i+1 + Qin,i + Qout7i + eransmission' + Qsourcei» (6-1)

whereT; is the indoor zonal air temperatur®Q), c,; is the specific heat of the aid (
kg™t-K~1), M is the mass of the aik), Qi1 1, Qi 1, indicate the heat exchang/§)
due to the air flow across the conceptual boundary of t@mel zone + 1, while for the
middle zones which have heat exchange with neighbor zoneaanside, two more parts
Q. Lis Q.. 1 will be added. Q.n i» Qouti represent the heat transfel/§) by mass flow
through inlet and outlet of the zone respectively. The cotive heat loss through the
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Figure 6.1: Synoptic of Large Scale Livestock Barn and the Dominant Airflow Map of the
Barn

building envelope is denoted @hansmission- (J/9). The heat source of the zoﬁ}gourcei
includes the heat gain from animal heat production and hgatistem.

The inlet systems provide variable airflow directions aredgimount of incoming fresh
air by adjusting the bottom hanged flaps. Proper design aplicapons of the perfor-
mance of inlet openings in the facade can expand the periadeobf hybrid ventilation
and increase both air and cooling capacity. The volume fldée/ttaough the inlet is cal-
culated by (6.2), wher€y is the discharge coefficierd is the geometrical opening area
(mP), AP (Pa) is the pressure difference across the opening and can beutedby a set
of routines solving thermal buoyancy and wind effect as)(6I3e subscripte f stands
for the value at reference heigh?tPL stands for the Neutral Pressure Level.

[2-AR
Cin =Cy - Ainlet - Tmlet, (6-2)

L TiTO(HNPL— Hinlet)- (6.3)
The exhaust unit consists of an axial-type fan and a swiugtsh The airflow capac-
ity is controlled by adjusting the r.p.m. of the fan impeléerd the swivel shutter opening
angle. We introduce a fan law, as the straightforward @tstiip between the total pres-
sure differencéP 4, volume flow rategoy, supplied voltag®,,q;: and the shutter opening
angle® can be clarified in a nonlinear static equation (6.4), whiseegpglarameterag, a;,
ay, by, b1, by are empirically determined from experiments. As shown iB)&he total

1
A%m:EQwMQ—H+mg
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pressure difference across the exhaust unit is the differbatween the wind pressure on
the roof and the internal pressure at the entrance of the fachveonsiders the pressure
distribution calculated upon the internal pressure ategiee height denoted 1.

APtan = (bo+b1-8+by-62)- G2y +80-Voolt> + a1 - Gout - Vaolt +32- G2y~ (6.4)
T —To

(0]

1
APsan = Epocp,rvrﬁf —~R-pg (HnpL— Hean). (6.5)

For detailed description and necessary simplifying assiomg for developing the
models, please refer {¢ieiselberg, 2004aand[Wu et al,, 2004.

6.3.2 Dynamic Parameter Estimation

The dynamic model can be linearly expressed with respedtiaalynamic parameters,
which then can be estimated by using least-square techs\mpsed on the measurement
data collected from the experiments made by SKOV A/S in Dekma

The discharge coefficielly for inlet system, varies considerably with the inlet type,
opening area, as well as incoming air temperature and flav Hdwever, for simplicity,
we use a constant value of this coefficient for all openingsnehough it might lead
to over-prediction of airflow capacity and thereby largeeipgs than necessary. Fig.
6.2 demonstrates the characteristic curve of the air volfiove rate through the inlet
opening corresponding to pressure differences. The abloweves represent different
opening percentages.

Inlet Characteristic Curve
0.8 T T T T

11

Volume Flow Rate (m 3/s.)

01 //_7
5 10 15 20 25 30 35 40
Pressure Difference (Pa)

Figure 6.2: Inlet Opening Characteristic Curve with Flap Adjustment

Fig. 6.3 illustrates the performance of the exhaust unitedmytrolling the swivel
shutter at every 10from (° to 9C°. Each surface represents the character of the fan at
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specific shutter opening angle with pressure-voltage-flata,dand is approximated by
the quadratic equation (6.4), in which the parameters aermi@ed empirically from the
experiments.

Exhaust Fan Characteristic Curve
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Voltage (V) -40 Pressure Difference (Pa)

Figure 6.3: Exhaust Fan Performance with Shutter Change from 0° to 90°

6.4 Model Predictive Control

The entire livestock ventilation system and the associatgaor environment is a Multi-
ple Input and Multiple Output (MIMO) dynamic nonlinear pess and strongly coupled
intrinsic system. It is exposed to external disturbancesrarse and have actuators with
saturation. Consequently, it is necessary to explore theradd control algorithms such
as the Model Predictive Control (MPC) to provide the traffdsetween the thermal com-
fort and energy consumption. The predictive controller @asnternal model which is
used to predict the behavior of the plant, starting at theecitime, over a future pre-
diction horizon[Maciejowski, 2002. Therefore, for the entire nonlinear process, a series
of Linear Time Invariant (LTI) state space models which aeeivitdd from the system
linearization around the equilibrium points need to be defjrand the Thermal Neutral
Zone[lngram, 1974 is selected to be the criterion that represents the conlijective.
Based on the analysis, there are at least four operatingspmnresponding to the differ-
ent inter-zonal airflow direction, and one of these is pickpdor analysis as follows.
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6.4.1 Internal Modeling

We regard the livestock ventilation system as two parts lijngdhat the overall system
consists of a static air distribution system (inlet-exhaisflow system) and a dynamic
thermal system (animal environmental zones). Fig. 6.4 shbe synoptic of the entire
process model and the climate control variables.

Disturbances

Wind Wind Ambient
Direction Speed Temperature
Control Variables
. | ! .
Valve Opening s} } INLET SYSTEM ‘ | Controlled Variables
\ \
Voltage to Fans I [ THERMAL SYSTEM
& Swivel Shutter ) S | || ENVIRONMENTAL | | mmm—} Indoor Temperature
b ZONES) |
r— — | \
Power to Heating mmmmmmm) | | HEATING SYSTEM ﬂ_’—b‘ |
3 — N J
Animal

Production

Figure 6.4: Synoptic of Entire System Model and Climate Control Variables

Let the discrete time linearized dynamics of a general taémuodel (6.1) which is
represented with three coupled equations be describee state space form as (6.6):

X(k+1) = At -x7(K) +Br - q(k) + Brq-dr (k), (6.6a)
y(k) = Cr -xr (k) + D1 - q(K) 4+ D7q- dr (K), (6.6b)
where,Ar, Br, Brg, Cr, DT, D14 are the coefficient matrices with subscriptienoting
the model for the thermal systelkis the current sample number.
By applying the conservation of mass for the livestock bogdwith one single zone

concept (6.7), and through linearization of air flow modedwaeted through (6.2) to (6.5),
we can derive the static equation (6.8).

6 3
Zqin(k) “Po — Z Gout(K) - pi =0, (6.7)
i= =1

E-q(k) +F - u(k) - G-w(k) + K -x(k) = 0, (6.8)
where E,F,G,K are coefficients matrices. The definitiongpf 1%L is: [Gin.m, Goutn, P1] T,
m=1.--6, n=1---3, where,[d]],9 = [Gin.m,Toutn]" is a airflow input vector which
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combines the actuators’ signalsn (6.8) and the process controlled varialtas (6.6).

g can be expressed explicitly as (6.9).is the internal pressure which will be neglected
in procedure of multiplication and substitution. The gaethéorm of a finalized LTI state
space model (6.10) connecting the airflow model with themrmadiel, and representing
the entire system dynamics around the equilibrium poinbisioed.

q(k) = [loxe  Ogx1]g, 10 —E 1+ [F-u(k) +G-w(k) + K- x(K)], (6.9)
X(k+1) = A-x(K) +B- u(K) + Bg - H“n:;d((l'(‘))], (6.10a)
y(K) = C-x(K) +D-u(k) + Dq- [%U;]dd((lf))] , (6.10b)
where,
By = [Baumd Bdmd| ;Dd = [Ddumd Ddmd] - (6.11)

andAe 0%%3, Be 0312 C e 03, D € 0%%12 By € 3*8, D4 € 038 are the coefficient
matrices at the equilibrium poing, y, u, d, wdenote the sequences of vectors representing
small signal values of the process state for the indoor teatype of each conceptual zone,
the measured output which is equal to the state, the mamgolilaput which consists of
the inlet valve openings, voltage supplied to the fans aadttutter opening angles, the
disturbances of the heat generated from animals and hestatgm, and the disturbances
of external wind speed, wind direction and ambient tempeeatAssuming that(k) =
y(k), which means that the controlled outpus always same with the measured output

y.

x=[M T T3 G1 Gz Cualg.,. (6.12a)
u= [_'n,i=1...6 \7\/olt,j=1...3 6_shutterj=1...3] Ile’ (6-12b)

' - T T
dumd = [ 1 Q2 Q3LX17 (6.12¢)
Oma = [_ref Cpw Cp Cpr -Fo];xl' (6.12d)

Concluded from systematical analysis, the gAiB) is controllable, the paifC, A) is
observable, and the plant is stable. Thus, the internal limgdis accomplished and it is
well prepared for solving of the optimization problem ingictive control and estimation
scheme.

6.4.2 MPC Formulation

The constrained optimization problem is formulated as3plly a quadratic cost func-
tion on finite horizon, subjected to the system dynamics0(j6ahd the linear inequalities
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imposed by the equipment limitation on the operation ang séde, and the constraints
on the controlled variables.

Hp Hu—

ZOH (K4+1/K) —r(k+i HQ + Z)HAU k+|/k)||R

Hy—1 ’
+ % [lu(k+i/k) —us|3
i; sll i)

{ Umin < U < Umax

(6.13a)

AUmin < Au < AUmax (6.13b)
Zmin < Z< Zmax

where,V is the performance index to be minimized by penalizing thaalion of the
predicted controlled (estimated) outmifrém the reference trajectoryover the predic-
tion horizonHp, , and the change of the control inphi which is adjusted according to the
estimation over the control horizdt,. Hy, is the window horizon anty, <1 <Hp. The
weighting matrice®) € 0%*2 andR e 01212 are positive semi-definite and act as tuning
parameters Which are adjusted to give satisfactory dynameriormance. An additional

form of the term Z ||u(k+ i/k) — UsHS(| Se 0212 will be added to the cost function,
%o

which penahzes deviation of the input vector fradeal resting value y, for there are
more inputs than the controlled variables as describétaciejowski, 2002.

To guarantee offset-free control of the output in the presesf plant/model mis-
match and/or unmeasured integrating disturbances, thensyaodel expressed in (6.10)
is augmented with an integrating disturbance and verifidoetoletectable according to
the general methodology proposed Rannocchia and Rawlings, 2qhd[Muske and
Badgwell, 2002. The process states are influenced by the input disturbémeesinimal
heat production, heating system and external weather tondin this work, the exter-
nal weather for the wind and temperature is measured thraugbather monitor. The
resulting augmented system with state neisend measurement noisés:

K(k+1) = AX(K) + Bu(k) + Gw(k) (6.14a)
y(k) = CX(k) +v(K) (6.14b)
w(k) ~ N(0,Qu(k)) (6.14c)
v(k) ~ N(0,Ry(k)) (6.14d)

in which the augmented state and system matrices are defrfetlawvs,

~ (k+1) = Bdmd 0
Xt )= [ 6x1 6= 0 Bdumd| g,.3

Xumd(k-l- 1) (6 15)
N A Bdumocumd S5 B R _ .
A= |:0 Aumd :|6><6’B_ |:O:|6><12’C_ [C 0]1><6.
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The full process stat& € 0% and unmeasurable disturbance stajgy € 02 are esti-
mated from the plant measuremerity means of an infinite horizon Kalman Filt€p,, is

the process noise covariance matrix &)ds the measurement error covariance matrix.
The process and measurement neisandv are assumed to be uncorrelated zero-mean
Gaussian processes. The measurable disturbancegatél® is assumed to remain un-
changed within the prediction horizon and equal to the @nistt the last measured value,
namelyXymd(K) = Xumd(K+ 1/K) = - - - = Xuma(k+Hp — 1/Kk). For time varying reference
tracking, it is necessary to reformulate the system dynsuniéu-form to introduce an
integral controllefKvasnicaet al., 2004 as stated in (6.16):

K(k+1) A BiCna B O] [ %K 5
Xmd(K+1)| |0  Am 0 0 Xmd(K) 0

du(k) ~ |0 Od I 0|’ u(kd_ 1) + [ -Au(k). (6.16)
Xref (K+1) 0 0 0 | Xret (K) 0

6.5 Simulation Results

In order to demonstrate the high potential of MPC for mudtitable control of the ventila-
tion systems and the associated indoor climate in livesstaiile, the simulation compar-
ison between the system behaviors performed with and wittmntroller, are presented.

Fig. 6.5is derived in the presence of stochastic disturbsifrom external temperature
with mean value 10C and wind speed with mean valuery's, which are both generated
from random sources through low-pass filters. The heatpditsil from animals of each
zone is set by pulse change, for instance, adding 2@6th the middle zone, and adding
1000J/sin one of the other two zones. The system initially startednfoperating point
which is defined by heating status and the outside distuggaagning at maintaining
the system behavior at the required condition with low hamtal variation. The output
reference value is 18 °C and the reference control signal for air inlet opening on the
windward side are 05, 0053, Q05, on the leeward side arel®, 015, 015, and supply
7 Voltage for each of the exhaust fan, @for each of the swivel shutter.

The nonlinear process performing curves (dashed linesigin@=5 demonstrates the
system dynamic performances with fixed reference contpaltsito the nonlinear system,
and clarifies how the indoor climate influenced by the extensather and indoor heat
sources. The close-loop performing curves (solid lineg)ign 6.5 illustrates the results
with updated optimum control inputs to the nonlinear systeimputed from optimiza-
tion computations at each sample time. The control algorithimplemented within the
MATLAB programming environment applying the Multi-Paratrie Toolbox [Kvasnica
et al, 2004. Because of the slow response of the nonlinear system lmeh@he time
constant is around 30 min), the sampling time step is defiodxt2 min, the prediction
horizon isHp = 20(24 min), and the control horizon isly = 3(6min). The inlet valve
opening area is limited withinr?-0.3m?, the supplied voltage to the fan is limited within
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Figure 6.5: Comparison of Dynamic Performances of Zonal Temperature with and without
MPC; The Response of Control Signals

0V-10V, the swivel shutter opening angle is limited withi#@0°, the slew rate of the

actuators are very fast compared with the sample rate arid beugnored. For animal

thermal comfort, the indoor temperature is limiteditt.5°C around the reference value.
Tracking errors are penalized over the whole predictiofizioor The weights on tracking

errorsQ is same at each point in the prediction horizon, the weightsamtrol movesR

is same at each point in the control horizon.

Through comparing the simulation results, we could recogihat with the appli-
cation of MPC, the system behavior has been profoundly nestithe variance of the
output has been reduced considerably by adjusting thevale¢ openings and exhaust
units individually as shown in Fig. 6.5, and therefore, thejarity of the outdoor distur-
bances to the inside temperature have been effectivelgtegjevithout causing excessive
energy consumptions.

To some extent, for the above introduced magnitude of therthance change, none
of the constraints are active at any point of the transienpp8se now, the system is op-
erated with some pulse changes appeared in the externattatage which will lead to
the large offset from the reference value and operatioredlnthe active constraints. The
reference has a step change of arouf@. JAs described in Fig. 6.6, the indoor temper-
ature tendency spreads smoothly around the set-point vatheut large variations and
track the reference without off-set; the voltages of the famd the swivel shutter openings
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are immediately raised in response to the onset of the testiee, and be ranged against
the constraint, hold the value below the constraint whikedisturbance is present, and fi-
nally fall down when the disturbance ceases; the inlet vaphenings are controlled within
constraints and depict the clear response to the zonal heeding source disturbances.
Therefore, the nonlinearities of MPC in handling constisin a natural and flexible way,
is manifested through this example.

Indoor Zonal Temperature 10 Supplied Fans Voltage
2 Fan 1
O zone 1 9 Fan 2
o —_
— 20.5 zone 2 > Fan 3
[ =
5 zone 3 % s
© = = =zonel 8
5 =
20 Q
g > 7
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i
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0 2000 4000 6000 8000 10000 12000 0 2000 4000 6000 8000 10000 12000
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Figure 6.6: Reference Tracking and Disturbance Rejection; The Response of Control
Signals

The above simulations are carried out based on one comtfotl@onlinear plant, by
assuming that the heating system is controlled to remaincainatant value. Through
step response analysis and behavior observation, weadh#t, the plant nonlinearities
is not very obvious. By varying the disturbances such as tmalzheat sources which
cause the direction change of the inter zonal airflow, andreat temperature which is
the most direct influence in leading to the variation of thdoor thermal comfort, we
obtain similar system performance with a serious of LTI nisde
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6.6 Conclusion and Future Work

6.6.1 Conclusion

For the purpose of improvement of performances and optiinizaf energy consump-
tion, the main achievement of this work is the efficient aggtion of MPC for livestock
ventilation systems.

In this paper, through linearization of the nonlinear systan LTI model in terms of
state space representation which connected the therntahsysd air distribution sys-
tem is derived. The process model is augmented by the déstaebmodel to achieve
offset-free control. The presented simulation resultsistiee significant advantages of
using MPC over linear models for control and estimation byasing appropriate hori-
zon length, weighting matrix and noise covariance matrixttfier more, it proves to be
fruitful that the conceptual multi-zone modeling methodifaoor thermal comfort con-
tain significant information on horizontal variation whighnot able to be captured by
the single zone model with mean temperature and concemtrainder the circumstances
that the zonal disturbances changes.

6.6.2 Future Work

A weather filter will be designed according to the high andvdieequency change of the
wind and temperature, so that the swivel shutter of the fahleating system will be
controlled automatically to attenuate the wind gust andistdjhe indoor thermal envi-
ronment. The entire control system will be identified thlowxperiments in a real scale
livestock barn equipped with hybrid ventilation systemsSyvsten, Denmark, and the
result will be compared with those obtained with currentedi classical PID controller.
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Section 7.1: Introduction

Abstract

In this paper, the implementation of a Model Predictive CantMPC) strategy for live-

stock ventilation systems and the associated indoor dirttabugh variable operation
of inlet and exhaust units, is presented. The design is baiséithermal Comfort (TC)

and Indoor Air Quality (IAQ) parameters for poultry in barnhe dynamic models de-
scribing the nonlinear behavior of ventilation and asgedandoor climate system, by
applying a so-called conceptual multi-zone modeling methe used for prediction of
indoor horizontal variation of temperature and carbon iexconcentration. The sim-
ulation results illustrate the significant potential of MiRCdealing with nonlinearities,
handling constraints and performing off-set free trackimgmultiple control objectives.

The entire control systems are able to determine the demamtilation rate and airflow
pattern, optimize the Thermal Comfort, Indoor Air Qualitydeenergy use.

7.1 Introduction

An optimum livestock indoor climate should enhance volunfaed intake and minimize
thermal stresses that affect animals. The alleviationeritial strain and the maintenance
of comfort environment significantly depend on the measergnand control of the air
temperature and the humidity. On the other hand, propepirgioquality is imperative to
maintain the health and productivity of farm workers andvaals. Hence, the concentra-
tion level of contaminant gases, such as the carbon diok&eto be controlled through
the ventilation system. Assuming that in the researchea#dbry livestock building, an
advanced waste-handling system equipped and the manuagetonits are frequently
cleaned, then if the ventilation rate are adequate to rerheaéand contaminant organ-
isms or gas, the moisture is usually well diluted and presemnroblem. Further more,
humidity has little effect on thermal comfort sensation mhear comfortable tempera-
tures unless it is extremely low or high. Therefore the hityid not considered in this
work.

Hybrid ventilation system combines the natural ventilateamd mechanical ventila-
tion, and have been widely used for livestock. Most existingtrol systems used for
livestock barns are based on analysis with the single zonnbadewhich assumes the
indoor air temperature and contaminant concentratior &geeuniform and use the mean
value for calculation, as has been discussefCnnhaet al., 1994,[Moor and Berck-
mans, 1996pand[Tayloret al, 2004. However, as analyzed B¢lark, 1981, the actual
indoor environment at any controlling sensors (especiahgn the sensors are located
horizontally) will depend on the air flow distribution that usually depicted as a map
of the dominant air paths. Therefore, the control systenidimye scale livestock barns
neglecting the horizontal variations could obviously tesusignificant deviations from
the optimal environment for the sensitive pigs or poultryrtRermore, the performance
of currently used control schemes for livestock appeartéichivhen large disturbances
occur in the presence of input saturation.
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As stated in bookEViaciejowski, 2002, [Rossiter, 200Band paperfRawlings, 2000
[Mayneet al, 2004, [Qin and Badgwell, 20d3and[Pannocchiat al,, 2009, Model Pre-
dictive Control (MPC) has become the advanced controlegyabf choice by industry
mainly for the economically important, large-scale, muéiriable processes in the plant.
The rationale for MPC in these applications is that it car déth strong non-linearities,
handle constraints and modeling errors, fulfill offsetefteacking, and it is easy to tune
and implement.

In this paper, the livestock indoor environment and its Vatbn control system will
be regarded as a feedback loop in which the predictive citerttnorovides the optimal
actions to the actuators taking into account the signifidattirbances and random noises.
The MPC strategy is not only expected to give good regulaifdhe horizontal variation
of temperature and concentration, but also to minimize teggy consumption involved
with operating the inlet valves, the exhaust fans and theedwhutters.

7.2 Process Dynamic Modeling

7.2.1 Modeling of Thermal Comfort and Indoor Air Quality

The schematic diagram of a large scale livestock barn eqdipyth hybrid ventilation
system analyzed with the conceptual multi-zone method asvshin Fig. 7.1(1), Fig.
7.1(2) and Fig. 7.1(3). The livestock ventilation systenngists of evenly distributed
exhaust units mounted in the ridge of the roof and fresh &ét iopenings installed on
the walls. From the view of direction A and B, Fig. 7.1(a) and.F7.1(b) provide a
description of the dominant air flow map of the building irdilg the airflow interaction
between each conceptual zones. Through the inlet systemingbming fresh cold air
mixes with indoor warm air and then drops down to the animairenmental zones
slowly in order to satisfy the zonal comfort requirement.

By applying a conceptual multi-zone method, the buildin beé compartmentalized
into several macroscopic homogeneous conceptual zoneehtally so that the nonlin-
ear differential equation relating the zonal temperatureé zonal concentration can be
derived based on the energy and mass balance equation foreae as (7.1) and (7.2).
The subscript denotes the zone number.

dT
MICpI T Q|+1| + QI i+1+ an i+ Qoutl + Qtransmlssmn + Qsourcel; (7-1)
dG; . : . . Gi
d—tJ =GCriva- Miri +Cri - Mg + G - Nout + Cro - Nin + VI (7.2)

For (7.1),Ti is the indoor zonal air temperatur®C), c,; is the specific heat of the air
(3-kg 1-K™1), M is the mass of the aik(), Q11 andQ; i, 1 indicate the heat exchange
(J/9) due to the air flow across the conceptual boundary of zamel zond + 1, while
for the middle zones which have heat exchange with neighboes on each side, two
more partsQ;_ Lis Q.. 1 will be added. Q.n i, Qouti represent the heat transfay/§ ) by

101



Section 7.2: Process Dynamic Modeling

B

l t ot
—H—H— —

=[] =] -l

| |
| e [.A B i
| e | @;1&%

2

Figure 7.1: Synoptic of Large Scale Livestock Barn and the Dominant Airflow Map of the
Barn

mass flow through the inlet and outlet respectively. The eotive heat loss through the
building envelope is denoted [transmissiori (J/S) and described dg - Ayari - (Ti — To),
wherel is the heat transfer coefficient, aAda is the area of the wall. The heat source
of the zon&sourcei iNcludes the animal heat productivity and heat dissipatat heating
system.

For (7.2), the rate of concentration is indicateas nj, in whichC; (m?/n) repre-
sents the zonal concentration amdhi—1) is the air exchange rate. The rate of the animal
carbon dioxide generation denoted 8y (10-3m?/h) is approximately 12 times the ac-
tual activity level denoted b, (I/h), which is measured imetas stated in (7.3). The
zonal volume i8/; (m®).

G=12-M,. (7.3)

7.2.2 Modeling of Inlet and Exhaust Fan System

The inlet system provides variable airflow directions anatizms the amount of incoming
fresh air by adjusting the bottom hanged flaps. The volume fade/through the inlet is
calculated by (7.4), wher€y is the discharge coefficieny is the geometrical opening
area (?), AP (Pa) is the pressure difference across the opening and can beutedby

a set of routines solving thermal buoyancy and wind effed7as). Ve stands for the
wind speed at reference heigp is the wind induced pressure coefficient and its value
changes according to the wind direction, the building sugrfarientation and the topogra-
phy and roughness of the terrain in the wind direction. THesstiptNPL stands for the
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Neutral Pressure Level. The coeffici€hy for the inlet system, varies considerably with
the inlet type, opening area, as well as incoming air temperand flow rate. However,
for simplicity, we use a constant value of this coefficientdth openings, even though it
might lead to over/under-prediction of airflow capacity dhdreby larger openings than

necessary.
12-AR
Oin = Cq - Ainlet - Tlnlet’ (7.4)

1 T —T
APpjet = ECPpoVr%f -R +Pog% (HNPL— Hinlet)- (7.5)
i

In the exhaust unit, the airflow capacity is controlled byuating the r.p.m. of the fan
impeller and the swivel shutter opening angle. We introcai€an law, as a relationship
between the total pressure differerdf ;,, volume flow rategeyt, supplied voltag®/o
and the opening angle of swivel shutéwhich can be approximated in a nonlinear static
equation (7.6), where the parametegs a;, a1, bp, b1, by are empirically determined
from experiments made by SKOV A/S in Denmark. As shown in)( &l total pressure
difference across the fan is the difference between the wnedsure on the roof and
the internal pressure at the entrance of the fan which cersithe pressure distribution
calculated upon the internal pressure at Neutral Pressawel denoted byR.

APtan=(bp+b1-6+by- 92) : qgut +ao 'Vvolt2 —+az - Qout - Volt + a2 - qgut (7.6)

1 T —T
APtgpn = EPOCP,rVéf—R—Pig%(HNPL—Hfan)- (7.7)
0

For a detailed description for developing the models andifiignt dynamic parame-
ters estimation, we refer {&u et al, 2009 and[Wu et al.,, 2004.

7.3 Model Predictive Control

Model Predictive Control (MPC) refers to a class of contigloaithms that compute a
sequence of manipulated variable adjustments by utilizipgocess model to optimize
forecasts of process behavior based on a linear or quadic-loop performance ob-
jective, subject to equality or inequality constraintsoaduture time horizon.

7.3.1 Model Transformation

We regard the livestock ventilation system as two parts liingahat the overall system
consists of a static air distribution system (inlet-exhaisflow system) and a dynamic
environmental system (thermal comfort and indoor air dyplBoth of these two systems
are mildly nonlinear Multiple Input and Multiple Output (MIO) systems. However, rep-
resenting or approximating a nonlinear model’s dynamipaase with some form of lin-
ear dynamics is an easy and illuminating way to analyze alvé sm-line optimization,
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and especially, for processes maintained at nominal dpgrabnditions and subject to
small disturbances, the potential improvement of usingrdimear model in MPC would
appear small. Therefore, the developed nonlinear proceselsiare transformed into a
series of Linear Time Invariant (LTI) state space modelsdgh linearization around the
equilibrium points corresponding to different inter-zbaaflow direction. The Thermal
Neutral Zone (TNZ)Yder Helet al,, 1984, [Geerset al,, 1991, and the demand concen-
tration level are selected to be the criterion that reprietsencontrol objective. Fig. 7.2
shows the synoptic of the entire system model and the cliocttol variables.
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Figure 7.2: Synoptic of Entire System Model and Climate Control Variables

Let the nonlinear continuous time model (7.1) which is repreged with three coupled
equations for thermal comfort be described in the disciste linearized dynamics state
space form as (7.8):

xr(k+1) = Ar -xr (k) +-Br - d(k) + Brq- dr (k), (7.8a)
yr (k) =Cr - X1 (k) + D1 - q(k) + D14~ dr (K), (7.8b)

where, At € R?’X?’, Br € RBXlZ, Btq € R?’XB, Cr e R3X3, Dt e Rlez, Dtq € R3%8
are the coefficient matrices with subscripdenoting the model for the thermal comfort
system. k is the current sample number. In the similar procedure, wadcderive the
state space form for the indoor air quality system as (7.&ling to (7.2):

xc(k+1) = Ac-xc(K) +Bc - (k) 4 Bcg - de(K), (7.9a)
yc(K) = Cc - Xc(K) +Dc - q(K) + Dcg - de (K), (7.9b)
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where Ac € R33, Bc € R3*12 By € R3*12 Cr ¢ R3*3, Dy € R®12 D1y e R3*12 gre
the coefficient matrices with subscriptdenoting the model for the concentration system.

By applying the conservation of mass for the livestock boddwith one single zone
concept (7.10), and through linearization of air flow modetlacted through (7.4) to
(7.7), we can derive the static equation (7.11).

6 3
ZQin(k) "Po— z Jout(K) - pi =0, (7.10)
i= =1
E-q(k)+F-uk)+G-w(k)+K-xr(k) =0, (7.11)
where E,F,G,K are coefficients matrices. The definitionipf R%+1 is: [Qin,m, Qout,ns P,]T,

m=1---6,n=1---3, where|[q]; 4 is a airflow input vector which combines the actua-

tors’ signalsu and the thermal process controlled variabdesandxc.

Connecting and coupling of the airflow model (7.11) with tieionmental models
(7.8) and (7.9), evolve a finalized LTI state space modeksgnting the entire knowledge
of the performances for thermal comfort and indoor air quadround the equilibrium
point. The combined process model is shown in (7.12)

X(k+1) = A-x(k) +B- u(k) + By - d(Kk), (7.12a)
y(k) =C-x(k) +D-u(k) + Dgq - d(k), (7.12b)

where, A € R8¢ B € R6%12 C € R6%6, D € R®*12 By € R®*12 Dy e R6*12 gre the
coefficient matrices. The disturbance transient matri&gsnd Dy are formulated as
(7.13) corresponding to the unmeasudgg and measured,mq disturbances.

Ba = [Bdumd Bdmd] ;Dd = [Ddumd Ddmd] - (7.13)

X, Y, U, dumg, dmg denote the sequences of vectors representing the deviatitable
values of the process state of zonal temperatyrand concentratiorc, the measured
output, the manipulated input which consists of the inléte@penings, voltage supplied
to the fans and shutter opening angle, the unmeasurabiglfisices of animal heat and
carbon dioxide generation, the measurable disturbandas asnd speed, wind direction,
ambient temperature and concentration level. Assumingzffa = y(k), which means
that the controlled outputis always same with the measured outypufhe representation
of these vectors is shown in (7.14)

x=[T1 T T Gi G2 Galg.,q. (7.14a)
u= [_'n,i=1...6 \7\/o|t,j:1...3 éshutte;jzl...s];xl, (7.14b)
dumd = {'_1 Q% O G G G_g}:;xl, (7.14c)
dna=[Viet Cow o1 Gpr To Grolg.s- (7.14d)
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Concluded from systematical analysis, the §&iB) is controllable, the paifC, A) is
observable, and the plant is stable. Thus, the model tranatn is accomplished and
well prepared for solving of the optimization problem in gredictive control scheme.

7.3.2 Disturbance Model and State Estimation

To achieve offset-free control of the output to their desitargets at steady state, in the
presence of plant/model mismatch and/or unmeasured loiisioes, the system model
expressed in (7.12) is augmented with an integrated diswd model as proposed in
[Pannocchia and Rawlings, 2dGéd[Muske and Badgwell, 2002The animal heat and
contaminant generation partly as a result of function ofrthenber of the animals, are
measurable. The parts of the stochastic generation predash in reality affected by
various factors, assumed to be unmeasured. The resultymenied system with process
noisen,, and measurement noiggis:

R(k+ 1) = AR(K) + Bu(k) + Gny(K), (7.15a)
y(k) = CK(k) + ny(K), (7.15b)
Mw(K) ~ N(0,Qu(k)), (7.15¢)
nv(K) ~ N(0, Ry(K)), (7.15d)

in which the augmented state and system matrices are defrfetlavs,

~ X(k) } ~ [A Bdumocdumd:|
X(k) = 7A == )
(k) [Xumd(k) 12x1 0 Adumd | 19012
~_|B G_ |Bama O
0f 10 12 [ ]6 12© 0 Bdumd]1p,17

The full process statec R® and unmeasurable disturbance statgy € R® are estimated
from the plant measuremegtby means of a steady state Kalman filter. The process
and measurement noisg andn, are assumed to be uncorrelated zero-mean Gaussian
noise sequences with covarian@g andR,. The measurable deterministic disturbance
dmd € R12is assumed to remain unchanged within the prediction howral equal to the
constant at the last measured value, nandghyy(k) = dgma(k+ 1/k) = -+ - = dgma(k+

—1/k). The detectability of the augmented system in 7.15 is gueeahwhen the
following condition holds:

(7.16)

I-A) -G

(
Rank[ c 0

] =N+, (7.17)

in which, nis the number of the process statgsis the number of the augmented distur-
bance states. This condition ensures a well-posed tagpiing problem. For detailed
explanation about the proof refer f@awlings, 200pand[Rao and Rawlings, 1999
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7.3.3 Target Calculation

We now formulate the target tracking optimization as thedgatic program formulation
in (7.18), in which the steady state target of output, statkiaput vector(zs, xs, Us) can
be determined from the solution of the following computatiehen tracking a nonzero
output reference and the desired inpuk, wherezs = Cxs.

min W = (us— u)" Rs(Us— U) (7.18a)
[xs,us] "
I-A — Xs| _ BdumodAumd,k/k"‘ BamdAmad
st C 0| |us Z (7.18b)

Umin < Us < Umax

In this quadratic progranRs € R%*9 is a positive definite weighting matrix for the
deviation of the input vector from. dymq/k is the current estimation of the unmeasured
state disturbance. The equality constraints in (7.18)antee a steady-state solution and
offset free tracking of the target vector.

7.3.4 Constrained Receding Horizon Regulation

Given the calculated steady state, the constrained otmiz problem is formulated as
(7.19) by a quadratic cost function on finite horizon, sutgddo the following linear
equality and inequalities formed by the system dynamick2j7and constraints on the
controlled and manipulated variables.

; AT AR T
m,LndJk = Wi, nONWic N + AV, nSNAVG N+
u

N T . (7.19a)
+ % [Wk+jc QOIVk+j +Vk+jR\4<+j +Avk+j%Vk+j:|
j=

Wk+j = Xk+j _XS7

Vit j = Ukt-j — Us,

Wict j+1 = AW j + Blhes 7.19b
Ymin —Ys < CWktj < Ymax— Vs, ] =1,2,---N (7.19b)
Umin — Us < Vit j < Umax—Us, j =0,1,---N—1

Aumin < AViej < AUmax, ] = 0,1,---N

st.

where,® is the performance index to be minimized by penalizing théadmns of the
predictive stateq j, control inputug, ; and the rate of changhuy, j, at time j, from
the desired steady state®.c R8¢ andS e R%*1? are symmetric positive semi-definite
penalty matrices for process states and rate of input chéhgeR1?*12 is a symmetric
positive definite penalty matrix. It is commonly taken tatomprises terms of the form
Cc'c wherer j — Yktj = C(Xs — Xk+j). The vectoruN contains theN future open-loop
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control moves as shown below
Uk

Uk+1
N | ] (7.20)

P4

Uk+N-1

At time k+ N, the input vectoy, j is set to zero and kept at this value for alP
N in the open-loop objective function value calculation. Ascdssed in the previous
section, the plant is stable, therefore, accordinfMaske and Rawlings, 1993/Qy is
defined as the infinite sun@Qn = AT'QA‘, which will be determined from the solution

i=0
of the discrete Lyapunov equatio@y = CTQC+ ATQnA. This regulator formulation
guarantees nominal stability for all choices of tuning peeters satisfying the conditions
outlined abovdMuske and Rawlings, 1993 Mayneet al,, 200(.

The output constraints are applied from tike- j1, j1 > 1, through timek + jo,
j2 > j1. The value ofj; is chosen such that feasibility of the output constrainttoupme
k+ j2 implies feasibility of these constraints on the infinite iron. The value ofj; is
chosen such that the output constraints are feasible atktirffibe constrained regulator
will remove the output constraints at the beginning of theéZum up to timek+ j; in
order to obtain feasible constraints and a solution to treltatic program[Muske and
Rawlings, 1993band[Muske, 199% explain the existence of finite values for bgthand
J2.

Through on-line constrained dynamic optimization, we doolbtain a sequence of
optimal control signalsN through a state and disturbance estimator, and the first inpu
value inuN, uy, is injected into the plant. This procedure is repeated fiyguthe plant
measurements to update the state vector atkime

7.4 Simulation Results

In order to demonstrate the significant potential of MPC faitirobjective control within
constraints, the comparison between the system behawofsrmed with and without
controller, in the presence of disturbances and noisesprasented. For the following
scenario, we assume that the constraint stability of thé&rabsystem is guaranteed in the
infinite horizon when the feasibility of the input constraitis satisfied within the finite
horizonN.

Fig. 7.3 is derived based on the nonlinear plant model sitiulavhich is developed
from a laboratory livestock stable, where the inlet valverpg is limited within Qn?)-
0.6(n?), the supplied voltage to the fan is limited withifV)-10(V), the entire volume
of the laboratory livestock stable is around 2506°). Because of the slow response
of the nonlinear system behavior, the sampling time steefsed to be 2rin), the
prediction horizon idN = 20. The slew rate of the actuators are very fast compared with
the sample time and could be ignored. For animal thermal ednthe indoor temperature
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is limited within +£1.5(°C) around the reference value(@C) within the TNZ. For indoor
air quality, the indoor air concentration level should beéntaned below 700p pm).
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Figure 7.3: Rejection of Deterministic Disturbance: Dynamic Performances of Zonal Tem-
perature with and without MPC; The Response of Control Signals

The nonlinear process behavior performing curves (dashed)lin Fig. 7.3 demon-
strates the thermal system dynamic performances with figBmtence control inputs to
the nonlinear system, and clarifies how the imposed dishwd® such as th&n curve
varying of external temperature, and pulse changes ofrgeédad (adding 2000J('s)
in the middle zone, and adding 1000/§) in one of the other two zones) influence the
system.

The closed loop performance curves (solid lines) illusgahe results with updated
optimum control inputs to the nonlinear thermal comforttegs The weight€) on the
tracking errors are different according to different regmient of control objective, the
weightsR on control inputs and weigh&on rate of input change are different for inlets
and exhaust fans. Through comparing the simulation reswkscould recognize that
with the application of MPC, the system behavior has beefoprally modified, and the
variance of the output has been reduced considerably.

In the same condition of disturbances setting, and withmctange of the reference
value for comfortable temperature, Fig. 7.4 (a) and 7.4ltbysthe system performances
and actuators behavior. The indoor zonal temperaturestkaeking the reference with
slight variations, the carbon dioxide concentration Iéa#$ down when the system begin
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to react to the increase of external temperature and intbe# sources by controlling
the rotating speed of the fans, opening angle of the swivettats and the inlet flaps.
Thus, the off-set free tracking performances has been\athigy optimizing the steady
state value and introducing unmeasurable input distudaradel in terms of integrated
white noise. As shown in Fig. 7.4(b), the voltages of the fand the swivel shutter
are immediately raised in response to the onset of the bmbee, and ranged against
the constraint, hold the value below the constraint whike disturbance is present, and
decrease when the disturbance ceases. The variation aflétesélve openings on the
windward side is smaller than the openings on the leeward silthat the low pressure
(negative internal pressure) ventilation strategy is goted. The nonlinearities of the
MPC in handling constraints naturally and flexibly, is mastied through this example.

Through step response analysis and bode plot comparisorealiee that, the plant
nonlinearities are not highly significant. By varying thetdrbances such as the zonal
heat sources which cause the direction change of the inted zirflow, and varying the
external temperature which are the leading factors of thiatan of the indoor thermal
comfort, we obtain similar system behaviors with a serielsTéfmodels.

7.5 Conclusion and Future Work

7.5.1 Conclusion

The main achievement of this work is the efficient applicatad MPC through target
calculation, disturbance modeling and receding horizaimapation for multiple objec-
tives: indoor thermal comfort and air quality control. Iistpaper, an LTI model in terms
of state space representation which combined the therrstdrayand concentration sys-
tem in connection with the air distribution system is dedivd he Offset-free control is
achieved and the unmeasured disturbance or model/plantatdh is compensated. The
presented simulation results show the significant advastad using MPC over linear
models for controlled system performance improvement aedgy optimization.

7.5.2 Future Work

The Moving Horizon Estimation method will be applied wheme tlnmeasured distur-
bance constraints are presented and further performammewement are needed. The
weighting matrix on the states of indoor temperature andeotmation will be further ad-
justed in order to achieve a better equilibrium between iplelbbjectives requirements.
The entire control system will be identified through expexnits in a real scale livestock
barn equipped with hybrid ventilation systems in Syvsteenmark, and the result will
be compared with those obtained with the currently usedrobheit
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pose is to illustrate the advantages of this method on irgsrepestimation quality,

improving output performance and compensating modeltptasmatch.
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Section 8.1: Introduction

Abstract

In this paper, the implementation of a new Auto-covarianeadt Square (ALS) technique
for livestock hybrid ventilation systems and associatetbor climate with a Model Pre-
dictive Control (MPC) strategy is presented. The designaised on thermal comfort
parameters for poultry in barns and a combined dynamic naesadribing the entire sys-
tem knowledge. Offset-free tracking is achieved with tamgdculation, moving horizon
regulation and disturbance modeling. The unknown noisariances are diagnosed and
corrected by applying the ALS estimator with the closed Ipopcess data. The com-
parative simulation results show the performance impr@rgrwith the ALS estimator
in the presence of disturbances and moderate amount ofiertioe model parameters.
The comparison demonstrates the high potential of ALS nuistho improving the best
practice of process control and estimation.

8.1 Introduction

Environmental control for living systems differs greathprih comparable control for
physical systems. Environmental requirements for livipgtems are typically more com-
plex and nonlinear, and the biological system is likely twéhaignificant and numerous
effects on its physical surroundings. The objective of Wosk is the design of a advanced
control system for the hybrid ventilation system and ast#ed indoor environment for
livestock barn, where hybrid ventilation systems combireertatural ventilation and me-
chanical ventilation, and have been widely used for livelsgiables. Based on a so called
conceptual multi-zone modeling method, the horizontailagion of the indoor tempera-
ture and ventilation rate are taken into account and theesptocess becomes a strongly
coupled Multiple Input and Multiple Output (MIMO) dynamimnlinear system. The
system is exposed to external disturbances with randonesi@ed has actuators with
saturation.

As stated in book§Maciejowski, 2002 and[Rossiter, 2008 paperdMayneet al.,
2004, [Rawlings, 2000 [Qin and Badgwell, 20G3and[Pannocchiat al., 2004, Model
Predictive Control (MPC) has become the advanced contatksty of choice by industry
mainly for the economically important, large-scale, mubriable processes in the plant.
The rationale for MPC in these applications is that it carl déth strong non-linearities,
handle constraints and modeling errors, fulfill offsetefteacking, and it is easy to tune
and implement. Consequently, applying MPC technologyltmed trade-off between the
thermal comfort and energy consumption within constramtgecessary and promising.

The heat dissipation from living animals such as pigs or {pgi$ one of the major
influencing factors to the indoor comfort conditions, ancklaf the knowledge about
these disturbances makes the implementation of the caigrotithm complicated, espe-
cially when covariances of the disturbance are unknown. rfetsaof methods have been
proposed to solve this problem. A new Auto-covariance L-&agtares (ALS) method for
estimating noise covariances using routine operatingidamployed to recover the co-

114



Chapter 8: Application of Auto-covariance Least - Squares Method for Model
Predictive Control of Hybrid Ventilation in Livestock Stable

variances and adaptively determine an optimal kalman fiém. [Odelsonet al., 2007
and[Odelsonet al, 2004 have researched and proved the superior advantages of ALS
method convincingly through comparing with previous work.

In this paper, the livestock indoor environment and its ¥atbn control system will
be regarded as a feedback loop. Through regulation, taadmilation and state estima-
tion, the predictive controller provides the optimal cohtrctions involved with operating
the inlet and the exhaust units. The ALS technique is not exected to give an optimal
estimator gain, but also to improve the closed loop perfoicean the presence of the
disturbances and model/plant mismatch. The comparativelation results derived with
the control system with nominal estimator and the ALS metredillustrated.

8.2 Process Dynamic Modeling

The schematic diagram of a large scale livestock barn eqdipyth hybrid ventilation
system analyzed with conceptual multi-zone method is shiavig. 8.1(1), 8.1(2) and
8.1(3). The system consists of evenly distributed exhanis$ mounted in the ridge of
the roof and fresh air inlet openings installed on the wailmm the view of direction A
and B, Fig. 8.1(a) and 8.1(b) provide a description of the idamt air flow map of the
building including the airflow interaction between each@gptual zone.

1M (©) (a)

|
(2

Figure 8.1: Large Scale Livestock Barn and the Dominant Airflow Map of the Barn

As stated ifWu et al, 2003 and[Wu et al,, 2004, the differential algebraic equations
governing the sensible heat for indoor thermal comfort @shin (8.1). The subscript
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represents the zone number.
aT - . . . . .
IV'iCp,i E = Qi+1,i + Qi,i+l + Qin,i + Qout,i + Q[ransmission' + Qsourcei ) (8-1)

where,T; is the zonal air temperaturéQ), cp; is the specific heat of the ail kg 1-K™,
Mi is the mass of the aikg), Q1 1,, indicate the heat exchang#/6) due to the air flow
across the conceptual boundary of zorad zoné + 1. Qinj, Qouti represent the heat
transfer {/s) by air flow through inlet and outlet respectively. The catixee heat loss
through the building envelope is denoted ®yansmissiori (J/S). The heat sourc®sourcei
includes the heat gain from animal heat production and hgatistem.

The volume flow rate through the inlet is calculated by (8:&)ereCy is the discharge
coefficient,A is the geometrical opening are@?), AP is the pressure difference across
the opening Pa) and can be computed by a set of routines solving thermal dnayy
and wind effect as (8.3). The subscriptf stands for the value at reference heidtEL
stands for the Neutral Pressure Level (NPL). The interregguire at a reference height is

denoted byR.
2-AR,
Gin = Ca - Antec | = 1 et (8.2)
0

Ti—To
Ti

1
APhiet = 5CpPoVier — R +pog == (HnpL — Hinler). (8:3)

The exhaust unit consists of an axial-type fan and a swiugtsh We introduce a fan
law, as a relationship between the total pressure differAfg,,, volume flow rategoys,
supplied voltag®,,.;: and the opening angle of swivel shutéewhich can be expressed in
(8.4) and (8.5), where the parametagsas, a1, bg, b1 andb, are empirically determined.

APtan = (bo+b1-8+bp-62)- G2y +80-Voolt> +a1 - Gout- Voot +32- G2~ (8.4)

Ti—To

(0]

1
APfan = EPOCP,rVrZef —R—-pig (HnpL— Hian)- (8.5)
For a detailed description and necessary simplifying agsioms of the development
of system models, we refer fbleiselberg, 2004a

8.3 Model Predictive Control

Model Predictive Control (MPC) refers to a class of contidgloaithms that compute a
sequence of manipulated variable adjustments by utiliziipyocess model to forecast
process behavior and optimize based on a linear or quady@tic-loop performance ob-
jective, subject to equality or inequality constraintsoaduture time horizon.
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8.3.1 Model Transformation

We regard the livestock ventilation system as two parts lijngdhat the overall system

consists of a static air distribution system (inlet-exhaisflow system) and a dynamic
thermal system (animal environmental zones). Both of thesesystems are mildly non-

linear with MIMO. However, representing or approximatinganlinear model's dynamic

response with some form of linear dynamics is an easy anaiilating way to analyze

and solve on-line optimization, and especially, for preessmaintained at nominal oper-
ating conditions and subject to small disturbances, thential improvement of using a

nonlinear model in MPC would appear small.

Through substitution and multiplication as describedWu et al,, 2004, the gen-
eral form of a combined Linear Time Invariant (LTI) state spaepresentation as (8.6)
connecting the airflow model with thermal model, and repnéag the entire system dy-
namics around the equilibrium point is obtained.

x(K+1) = A-x(K) +B-u(k) + By - [dé:;“dd(%)] , (8.6)
y(K) = C-x(K) + D - u(k) + Dg- [((jjl:;ndd((g)} , (8.6b)

where,
By = [Baumd Bdmd|,Dd = [Ddumd Ddmd- 8.7)

and,Ac 033 Be 0%12C e 0%, D € 0312 B, € 03%*8 Dy € 03*8 are the coefficient
matrices at the equilibrium poink,y,u,d,mq.0mg denote the sequences of vectors repre-
senting deviation variable values of the process statehtoirtdoor temperature of each
conceptual zone, the measured output which is equal to #te, $he manipulated input
which consists of the inlet openings, voltage supplied &féims and the shutter opening
angles, the disturbances of the heat generated from anamdlbeating system, and the
disturbances of external wind speed, wind direction andiamblemperature respectively.
y is the measured output, and usually assumed to be same wittottirolled outpug,

z(k) = y(k).

x=[ T, W5, (8.82)
U=[Ani-1.6 Vbolij-1.3 Oshutteri=1.3] 19,1 (8.8b)
dumd:{'_l Q_z Q_s};f (8.8¢c)
ma=[Veet Chw Cpi Gpr Tolg,- (8.8d)

The pair(A, B) is controllable and the paiA, C) is observable. The process is stable.
Thus, the nonlinear plant model has been transformed int&riassof LTI state space
models and well prepared for solving the optimization peabln the predictive control
scheme.
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8.3.2 Disturbance Model and State Estimation

To achieve offset-free control of the output to their debtergets at steady state, in pres-
ence of plant/model mismatch and/or un-modeled distudgnthe system model ex-
pressed in (8.6) is augmented with an integrated distugbamariel according to the gen-
eral methodology proposed [Pannocchia and Rawlings, 2dt@nd[Muske and Badg-
well, 2003. The process performance are influenced by the input distges from ani-
mal heat production, heating system and external weathetitian. The animal produc-
tivity heat which is affected by various factors, will be nebed by integrating a random
white noise. The resulting augmented system with procese ng and measurement
noiseny is:

K(k+ 1) = AX(K) + Bu(k) + Gny(Kk), (8.9a)
y(k) = (k) +ny(K), (8.9b)
Mw(K) ~ N(0, Qu(k)), (8.9¢)
nv(k) ~ N(O,Ry(k)), (8.9d)

in which the augmented state and system matrices are defrfetlaws,

R(K) = X(k) ] ’A: [A Bdumocumd:| 7

( ) [Xumd(k) 6x1 0 Aumd 6x6 (8 10)

5= [B} é=[c 0], 6= {Bdmd 0 } |
0612 i 0 Bumd] g,.g

The full process statec 02 and unmeasurable disturbance sigtgy € 02 are estimated

from the plant measuremenby means of a steady state Kalman filter. The process and
measurement noisg, andn, are assumed to be uncorrelated zero-mean Gaussian noise
sequences with covarian€g, andR,. The determination of these covariances for an
optimal filter gain is addressed in the ALS estimator sectidre measurable determinis-

tic disturbancel,mg € 08 is assumed to remain unchanged within the prediction horizo
and equal to the constant at the last measured value, na@peik) = dgumd(k+1/K) =

--- = Ogumda(k+ Hp — 1/K). The detectability of the augmented system in (8.9) is guara
teed when the condition holds:

Rank{(l EA) _OG] —nts, (8.11)

in which, n is the number of the process statgsis the number of the augmented distur-
bance states. This condition ensures a well-posed taagking problem. The methods
for checking detectability and proofs are providedhuske and Badgwell, 20¢2and
[Pannocchia and Rawlings, 2403
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8.3.3 Target Calculation

We now formulate the target tracking optimization as thedgatic program formulation
in (8.12), in which the steady state target of the outputestad input vectofzs, Xs, Us)
can be determined from the solution of the following compiatawhen tracking the
nonzero output referen@eand the desired inpug, wherezs = Cx.

min W = (us— U) " Rs(Uus — U) (8.12a)
[xs,uS]T

|-A —B][x] [0
st. C 0| |us| |z (8.12b)

Umin < Us < Umax

In this quadratic progranis is a positive definite weighting matrix for the deviation of
the input vector fromu;. The equality constraints guarantee a steady-state colatid
offset free tracking of the target vector.

8.3.4 Constrained Receding Horizon Regulation

Given the calculated steady state, the constrained ogttinizproblem for receding hori-
zon regulation is formulated as (8.13a) by a quadratic aasttfon on finite horizon,
subjected to the linear equality and inequalities formethieysystem dynamics (8.6) and
equipment limitation and the constraints on the controliadables.

: AT AR T
m’!‘n(Dk - Wk+N QWk+N + AVk+N %VkJrN‘i‘
u

N—1 o . T (8.13a)
+ ; [Wk+jC QO/Vk+j +Vk+jR\4<+j +Avk+j$Vk+j:|
=

Wictj = Xktj — Xss

Viktj = Uk+j — Us,

Wit j+1 = AWcp j + By j,

Ymin — ¥Ys < CWktj < VYmax—VYs, ] = j1,j1+1,---j2
Umin — Us < Vi j < Umax—Us, ] = 0,1,---N -1
AUmin < AViy j < AUmax, j=0,1,---N

st. (8.13b)

where,® is the performance index to be minimized by penalizing théadions of the
predictive statex,j, control inputuy,; and the rate of changhuy.j, at time j, from
the desired steady stateg.c 03*3 andS e 01212 are symmetric positive semi-definite
penalty matricesR € 01212 js symmetric positive definite penalty matrix. It is com-
monly taken thaQ comprises terms of the for@'C wherery j — Vit j = C(Xs — X j)-
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The vectouN contains the future open-loop control moves as shown below

Uk

Uk+1
N | (8.14)

Uk+N—1

Attime k+ N, the input vectouy, j is set to zero and kept at this value for plt N in
the open-loop objective function value calculation. Ascdissed in previous section, the
plant is stable, therefore according Muske and Rawlings, 1993Qy is defined as the

infinite sum:Qyn = 2 AT QA!, which will be determined from the solution of the discrete

Lyapunov equatlonQN =CTQC+ ATQnA. This regulator formulation guarantees nom-
inal stability for all choices of tuning parameters satiisfythe conditions outlined above
(IMuske and Rawlings, 1998and[Mayneet al., 200Q).

The output constraints are applied from tike- j1, j1 > 1, through timek + j»,
j2 > j1. The value ofj; is chosen such that feasibility of the output constrainttoupme
k+ j» implies feasibility of these constraints on the infiniteikon. The value ofj; is
chosen such that the output constraints are feasible atitifi@e constrained regulator
will remove the output constraints at the beginning of theézum up to timek+ j; in
order to obtain feasible constraints and a solution to trelratic program[Muske and
Rawlings, 1993band[Muske, 1995 explain the existence of finite values for bgthand
J2.

Through on-line constrained dynamic optimization, we dooibtain a sequence of
optimal control signalsiN through a state and disturbance estimator, and the first inpu
value inuN: uy, is injected into the plant. This procedure is repeated lyguthe plant
measurements to update the state vector atltime

8.4 ALS Estimator

The technique described in this section is originateldelsonet al., 2007 and[Odel-
sonet al., 2004. Consider the LTI discrete-time model of the augmentecesysts (8.9),
estimates of the states of the system are constructed usrgiandard Kalman filter as
(8.15)

Kicr1/k = AR/k-1+ B+ Ali(Yk — CRijk-1)- (8.15)
The estimate error is defined as= xx — X k1, with covariance x_;. This covariance
Rok-1 = E [&gl ] is the solution to th®iccatiequation (8.16)
Pei1/k = ARk 1AT + GQWGT

1 (8.16)
— ARyk_1CT [CRyk-1C" +R/] "CR1AT,
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and the Kalman gaiby is defined as (8.17)

-1
Lk = Rgk_1CT [CRk_1CT +R/] . (8.17)

Assume we process tlyg to obtain state estimates using a linear filter with daiwhich
is not necessarily the optimal for the system. The state estimation erggrevolves
according to (8.18)

&1 = (A—ALC)& + [G —AL] [V\Yﬂ . (8.18)

The state space model of the innovatié#is= yx — CX k1 is defined as (8.19)
1= A_\Ek + éka, (8.196.)
U = Cex+ Vi, (8.19b)

in which,

A=[A-ALC]  .G=[G -—AL]

nxn’

Wi

Lgﬂ))xl

n is the number of states in (8.9),is the number of outputsg is the number of inde-
pendent noises(A,C) is detectableA = A— ALC is stable, the initial estimate error is
distributed with meamg and covarianc€, . We choosé sufficiently large so that the ef-
fects of the initial condition can be neglected, or equintdie we choose the steady-state
distribution as the initial condition:

E(g) =my=0,cov(g) =Py =P". (8.21)

Now we consider the Auto-covariance which is defined as tipeetation of the data
with some lagged version of itsdldenkins and Watts, 1958

¢ =E %], (8.22)
and the symmetric Auto-Covariance Matrix (ACM) is then defiras (8.23)

%o o Bhat
rg,\Ta_l e %o

where,N is the user-defined number of lags used in ACM. AccordinglyA&M of the
innovations can be written as follows:

2 (Na)ls= [(02 0) (1 = AC A+ (T @T) San] (G2 G)(Qu)s
+{[(020) (e —ReR) "+ (Far) s (ALOAL) (8.24)

-+ |:L'IJ®LP+ IpZNa2:| jp,Na} (Rv)sa
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in which
o} 0 0 0O
CA Na C 0 00
o-| T wer|Beafr-| T L e
: 1= : R
CANa—1 cAN2 ... C 0

ZnN IS @ permutation matrix that converts the direct sum to aore¢e. .y, is the
(pNy)? x p? matrix of zeros and ones satisfying

Na
- S

where, the subscridenotes the outcome of applying thecoperator. Practically, the
estimate of the auto-covariance from real data is compuged a

s 1 N
2 _ oy T 27
TN s 8:27)

where,Nq is the sample size. Therefore, the estimated AGWN,) is analogously de-
fined using the computed;.
We define the ALS estimate as

2= [(QwI(R)T]T = argmin]o/ -2~ Z(Na)o (8.28)

and the solution for estimatingy, Ry is the well-known
K= (o)1t b, (8.29)

where, indicates the left hand side matrix to the least square propand

d:[D(G@G) D(AL@AL)+[w@w+|p2N2}yp,Na}, (8.30)
D=[(020)(lp—ARA) t+(TRT)Inn,] , (8.31)
x=[ (@I (R ]".b=2%(Na)s. (8.32)

The uniqueness of the estimate is a standard result of$gasires estimatidh.awson
and Hanson, 1995 The covariance can be found uniquely when the matfixas full
column rank. However, in the augmented system as (8.9),itherssion of the driving
noise isw € 0%, according to{Odelsonet al, 2007 and[Odelsonet al, 2004, it is
unlikely to find unique estimates of the covariari€&, R,), and the solution may not be
positive semi-definite. In order to avoid leading to any niegless solution, adding the
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semi-definite constraint directly to the estimation probk® maintain a convex program
as (8.33) will ensure uniqueness of the covariance estimati

2

_ H (QW)S K
V=R [ (R)s } bl (8.332)
s.t.{ ngsoo (8.33b)

The constraints in (8.33) are convex, and the optimizatan ihe form of a semi-definite
programming (SDP) problem, which can be solved efficienttih Wewton’s methodNo-
cedal and Wright, 1999

8.5 Simulation Results

In order to demonstrate the benefits of applying MPC schertie AlLS estimator, the
comparison of the control system behavior between using &tdbthe nominally tuned
estimator are presented. Since we have introduced anatéehwhite noise model for the
input disturbance which could account for the model/plaisinatch, the following sim-
ulation results are derived in the presence of a step changdeterministic un-modeled
output disturbance. We assume that the state noise covaign= 0.01 and measure-
ment noiséR, = 0.001. The data set used for computation is collected from plee tcoop
nonlinear plant simulation. Lédy = 200 and\, = 12. The first 30 points are used as the
training set, and the rest are used as a validation set. E@oifitrol system, the sampling
time step isls = 120(s), the prediction horizon isly = 20.

The estimator gain determined from the known covariancesrigentionally regarded
as a good tuning choice. However, as demonstrated in FigirBtBe presence of a step
increase of output disturbance, there are some visiableasts in the closed loop output
performances between using the ALS estimator (solid cliaved the nominal estimator.
Using the ALS estimator, the regulator is able to reject ttstudbances, tracking the
reference faster and further reduce the steady state eadaihe frequency distribution
for the actuator’s changes are shown in Fig. 8.3. The chgnigequency of the six
inlet openings and supplied voltages for three fans aretahewsame. It proves that the
improved closed loop performance does not require moreeagiye manipulated inputs
with ALS estimator.

The covariance estimation techniques are based on therpespaf the process inno-
vations. Implementing ALS has high potential for improvihg quality of estimation in
comparison with the original estimator. This may be illattd as Fig. 8.4 by comparing
the frequency distribution of the innovatiods = yx — CX 1 for ALS with that of an
nominal estimator.

In conclusion, the normal tuning approach for estimaton ggitime consuming and
probably prone to failure especially when the real covagarare unknown. The predic-
tive controller combined with the ALS estimator is able td naly achieve off-set free
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tracking, but also design an optimal estimator to compensaidel/plant mismatch and
un-modeled disturbances without sacrificing more contrtibas.

8.6 Conclusion and Future Work

8.6.1 Conclusion

The main achievement of this work is the efficient applicatidd the ALS method to de-
sign an adaptive estimation filter for Model Predictive Gohof livestock ventilation
systems. Through linearization of the nonlinear systenl, TAmmodel in terms of state
space representation which connected the thermal systbairadistribution system is de-
rived. The process model is augmented by the integrateckwbise disturbance model
to achieve offset-free control. The presented simulatésults show the significant ad-
vantages and performance improvement when using MPC aearlimodels for control
and ALS method for estimation.

8.6.2 Future Work

The capability of the proposed estimation method for corapttng model/plant mis-

match or un-modeled disturbances need further investigaitiThe theoretical proof and
related research could refer[fRajamani and Rawlings, 20D 7The entire control and es-
timation system will be implemented and identified in a reals livestock barn equipped
with hybrid ventilation systems in Syvsten, Denmark. Theutewill be compared with

those obtained with the currently used control and estonagystem.
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Section 9.1: Introduction

Abstract

In this paper, a new control strategy involves exploitinguator redundancy in a multi-
variable system is developed for rejecting the covariarfcde high frequency distur-
bances and pursuing optimum energy solution. This straéedpances the resilience of
the control system to disturbances beyond its bandwidthreahdce energy consumption
through on-line optimization computation. The moving kori estimation and control
(also called predictive control) technology is applied andulated. The design is based
on a coupled mathematical model which combines the hybmdile¢gion system and the
associated indoor climate for poultry in barns. The comipagaimulation results il-
lustrate the significant potential and advancement of theimychorizon methodologies
in estimation and control for nonlinear Multiple Input andiMple Output system with
unknown noise covariance and actuator saturation.

9.1 Introduction

The design objective of this work is to design a control sgggtto improve the perfor-
mance of a hybrid ventilation control system for livestookldor climate. The hybrid
ventilation system combines the natural ventilation andhmaaical ventilation[Heisel-
berg, 2004b). As shown in Fig. 9.1, the full scale livestock ventilatisystem consists
of evenly distributed exhaust units mounted in the ridgehef toof and fresh air inlet
openings installed on the side walls. From the view of dicecA and B, Fig. 9.1(a) and
9.1(b) provide a description of the dominant air flow map & Huilding including the
airflow interaction between each conceptual zones.

Traditionally, the livestock ventilation system has beentmlled using classical SISO
controllers through single zone analysis. The challengkisfvork is to introduce a more
efficient and comprehensive multi-variable control schéamed on the conceptual multi-
zone modeling method to allow a better trade off between ghienmm performances of
indoor climate and energy consumption saving. The comtrafiainly focuses on min-
imizing the variation of the indoor temperature and conegiun level, keeping both
variables within the Thermal Neutral Zone (TNZJiér Helet al, 1984 and[Geerset al,
1991)) in the presence of actuator saturation, random noise, ishatldances at different
frequencies.

Dynamic optimization implemented in moving horizon estiima and control has
successfully been applied to a number of industrial praxessorder to realize the am-
bitions of lowering production costs, increasing asseization, and improving product
quality by reducing the variability of key process qualitglicators [Jorgensen, 200k
The applications are mainly for the economically importdatge-scale, multi-variable
processes, and the rationale is that this optimization @iteted control algorithm can
deal with strong non-linearities, handle constraints andeting errors, fulfill offset-free
tracking, and is easy to tune and implemddciejowski, 2002, [Rossiter, 2008 [Qin
and Badgwell, 200Band[Pannocchi&t al.,, 2009).
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Figure 9.1: Synoptic of Full-scale Livestock Barn

An actuator redundancy is exploited to accommodate thedtion of the bandwidth
of the closed-loop system as well as pursuit of an optimunnggnsolution through on-
line optimization computation. By assigning different gleis in the objective function
which is based on energy consumption considerations, dicgpto the covariance of the
high frequency disturbances, the modified optimal conwohmand are reassigned to the
actuators. Through exploring the nonlinearities of thaktyipe fan and swivel shutter in
the exhaust unit for passive disturbance attenuationstrasegy enhances the resilience
of the predictive control system to disturbances beyonbatelwidth and further reduces
energy consumption.

The comparative simulation results derived from the cdisystem with dynamic op-
timization of moving horizon implementation and the nonhicantrol method are illus-
trated. Most importantly, the output performances with afittiout actuator redundancy
in the presence of disturbances are demonstrated. Thegadgontrol technique in this
paper proved to be fruitful for its high potential and adweshadvantages on improving
system performance and increasing system utilization.

9.2 Process Dynamic Model

Based on the so called conceptual multi-zone modeling ndethe livestock building is

compartmentalized into several macroscopic homogenameeptual zones horizontally
so that the nonlinear differential equations governingttiemal comfort and indoor air
guality can be derived based on the energy balance equaticgath zone. The inlet
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system provides variable airflow directions and controés dmount of incoming fresh
air by adjusting the bottom hanged flaps. In the exhaust timét,airflow capacity is
controlled by adjusting the r.p.m. of the fan impeller and tpening angle of swivel
shutter. Basically, the zone partition is according to theher of the operating exhaust
units. For a detailed description for developing, simpfifyand coupling of the models
and significant dynamic parameters estimation, we refwoet al, 2004, [Wu et al,,
20078 and[Wu et al.,, 20084.

We regard the livestock ventilation system as consistintyof parts by noting that
the overall system consists of a static air distributiortesys(inlet-exhaust air flow sys-
tem) and a dynamic environmental system (thermal comfattiladioor air quality). The
two parts are interconnected through air flow rate. Thisngfisocoupled Multiple Input
and Multiple Output (MIMO) dynamic nonlinear system is esgsed as a Linear Time
Invariant (LTI) state space representation around thdibguim point

x(k-+1) = A-x(K) +B-u(k) + By - ﬁgﬂiﬁ?] (9.1a)
y(k) =C-x(k) +D-u(k) + Dg - [%i:"d"((lf))} , (9.1b)

where,A € R6%6 B ¢ R6%12 C ¢ R6%6 D ¢ R6%12 B, c R6*12 D, e R6*12 gre the
coefficient matrices. The disturbance transient matrigesnd Dy are formulated as
(9.2) corresponding to the unmeasudggq and measured,,q disturbances.

By = [Baumd Bdmd],Dd = [Ddumd Ddmd]- (9.2)

X, Y, U, dumg, dmg denote the sequences of vectors representing the dewati@ble val-
ues of the process state of zonal temperatyrand carbon dioxide concentratigg, the
measured output, the manipulated input which consistseofrilet valve opening areas,
voltages supplied to the fans and the swivel shutter opeangies, the unmeasurable
disturbances of animal heat and carbon dioxide generatienneasurable disturbances
as the wind speed, wind direction, ambient temperature andentration level. Assum-
ing thatz(k) = y(k), which means that the controlled outmis always same with the
measured outpyt The representation of these vectors is shown in (9.3)

XZ[_l T Ts 6r,1 5r,2 6,3}&1, (9.3a)
u=[Ani—1.6 Vooltj-1.3 Oshutterj—1..3] 1-2><1’ (9.3b)
dumd = [61 62 63 G_l 62 63};17 (9.3¢c)
dno= Vet Cow G Gr To Grogy- (9.3d)

Concluded from the systematical analysis for the develggwedess model, the pair
(A,B) is controllable, the paifC, A) is observable, and the plant is stable.
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9.3 Moving Horizon Estimation and Control

Moving horizon estimation and control is implemented tlylowdynamic optimization
calculations. These calculations are conducted on-lider@peated each time when new
information such as process measurements become availablerizon of the estimator
and the regulator are shifted one sample forward. At eaad, tine dynamic optimization
considers a fixed window backward of the past measuremerdstimate the current
state of the system, then the estimated state is used in dbegs model to forecast the
process behavior within a fixed window forward. The dynanpiimization computes the
optimal sequence of manipulable variables (control inpsisthat the predicted process
behavior is as close to the desired setting reference atbfgossbject to the physical and
operational constraints of the system. Only the first eldrnrethe sequence of optimal
manipulable variables is implemented on the process.

9.3.1 Target Calculation

As discussed ifiRao and Rawlings, 199@nd[Rawlings, 2000 the target tracking opti-
mization could be formulated as (9.4) with a least-squajeative function subjected to
the constraints, in which the steady state target of inpdtsaate vectous andxs can be
determined from the solution of the following computatiohem tracking a nonzero tar-
get vectorz. The objective of the target calculation is to find the fekesibiple (zs, xs, Us)
such thatzs andus are as close as possiblezoandu;, whereu; is the desired value of
the input vector at steady state, amg= Cxs. The system has 12 inputs and 3 outputs,
therefore, the optimization computation will generate tileet combination of the inputs
to satisfy the output target at steady state.

min W = (us— t) " Rs(Uus— U) (9.4a)

[s,us] i

«f 1" o] 0o

Umin < Us < Umax

In this quadratic progranks is a positive definite weighting matrix for the deviation
of the input vector fromy. The equality constraints guarantee a steady-state aolatid
offset free tracking of the target vector. In order to gusgarthe uniqueness of the solu-
tion through the target calculation, assuming the feasidgigon is nonempty, the system
must be detectable which is also a necessary condition &ndminal stability of the
regulator as discussed in the following secti&ao and Rawlings, 1999 The methods
for checking detectability are provided [Muske and Badgwell, 20@2and[Pannocchia
and Rawlings, 2003
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9.3.2 Moving Horizon Control
Constrained Optimization

In [Muske and Rawlings, 1993bthe moving horizon control is formulated as (9.5) by
a quadratic cost function on finite horizon, subjected tofttlewing linear equality and
inequalities formed by the system dynamics (9.1) and caimés on the controlled and
manipulated variables are proposeliRao and Rawlings, 199%nd [Rawlings, 200D
discuss the feasibility issues by relaxing the problem irila(rﬁ optimal sense in the
target calculation. The following optimization problemtiwvthe exact soft constraints is
proposed ifScokaert and Rawlings, 1999

minq)N* S 1 Tl 2 1 2 d
N 7lzlé||a<+lf '<+JHQZJF§||WI<||S,,Jr n Tk

(9.5a)
1N71 2 5
3 2 Iauc st o - vl
J=
Xt j+1 = AXerj + By j 4 Baiy j
Zerj = Ceyj
st. Znin < Zk+] < Zma)@j = 1a 27 ~-N (95b)

Umin < Ukt j < Umax, j =0,1,---N—1
Aumin < Ay j < AUmay, j =0,1,---N—-1

where,® is the performance index to be minimized by penalizing théadens of the
outputZ j from the referencey j, the slew rate of actuatdwy ; and the control input
Uk+j from the desired steady statesat time j. The steady state input vectog can be
determined from the solution of target calculatiQh.c R6*6 andSe R%*° are symmetric
positive semi-definite penalty matrices for process statesrate of input chang® <
R9*9 is a symmetric positive definite penalty matriy is a slack variable introduced in
both the quadratic and linear terms with coefficiptands; to relax output constraints
and avoid infeasible mathematical prograf®cpkaert and Rawlings, 1999 The vector
uN contains theN future open-loop control moves as shown below

Uk
Uk+1
u = ) . (9.6)
Uk+N-1

At time k+ N, the input vectowy, j is set to zero and kept at this value for al> N

in the optimization calculation. Since the plant is stalblegording to the parametriza-
tion method proposed ilviuske and Rawlings, 1993kthe end predictiom, 1 = CAX,,
impliesz, = CA“Nxy for k > N such that

kivzl Q7= x| (;N (CAk-N)T QCA"‘N> XN = X\ QXN 9.7)
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in which, Qy may be computed from the Lyapunov equation

oY)

Qu=3 (cA) oAt - Z)(CN)TQCA" =CTQC+ATQvA.  (9.8)
k=N 1=

It proved to be clear that the solution generated from théefinorizon optimization
formulation with a terminal equality constraint is the aggmate solution to the infinite
horizon linear quadratic optimal control problem for seagystems. The selection of hori-
zonN has been subject of extensive reseafshugke and Rawlings, 19984 Rawlings
and Muske, 1998 [Scokaert and Rawlings, 199@&nd[Mayneet al,, 2004).

Unconstrained Optimization

The feedback gain of moving horizon control derived fromuheonstrained linear quadratic
optimization, together with the estimator gain derivechfr&alman Filter provide the
framework for analyzing properties such as the stabilitg Bandwidth of the system

in frequency domain. The formulation of finite horizon quattr programming without
constraint has been discussed Rawlings and Muske, 1993or stability analysis and
briefly described as follows:

. 1
m'anbl'z' = EuNTHuNnLgTuN (9.9)
u

in which, H = I'TQ,I" + Hs is the hessian matrixy = Mx,Xo + MrRR+My_,u_1 +MpD,
Mo =TTQ,®, Mr=—-TTQz, Mp =ITQ,p

H; 0 0 -« 0
ngAz H, H 0 .- 0
o= || ro|H Hz  H 0
N : : : S
CA Hv Hn-1 Hn—2 -+ Hg
'Hl"d 0 0 0
Ho g Hig 0 0
o= |Hsd Haa  Hig 0 | (©.10)
|[Hnd Hn-1d Hn-2g -+ Hig
[2S —-S o 07
S
-S 25 -s : 0
HS: >MU,1:_ 0 9
0
S 25 -S 0
0 s s
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whereH; = CA~1B,H; 4 = CA~1By, for 1 <i < N. The optimaluN could be found by
taking gradient ofby and set it to zero. The first control mougat current timek will be
applied to the plant.

X0
R
U =Kmpc- |, (9.11)
-1
Dy
where,S; is the square root of the hessian matfix= S, TSy
S SHKso = —Mo, (9.12a)
S4"S4Kr = —Mg, (9.12b)
SiTSHKu-1=—My_1, (9-12c)
$4"S4Kp = —Mb, (9.12d)
therefore,
Ktun = [Kxo Kr Kuy-1 KD,} (9.13)
and,
Kmpc = Krun (1:4,7). (9.14)

Figure 9.2 demonstrates the structure of the entire feddtzatrol system with estimator
and the control law described in 9.11 with derived feedbamik §.13.

—- y(k)

S ! A -
;C(k + l) -1 X(k) v(k)' Estimator

Kl e ) Sy he

o]

Controller

L& ]

Figure 9.2: Structure of the Feedback Control System

9.3.3 Moving Horizon Estimation

The linear Moving Horizon Estimation (MHE) solves the caasted linear least square
problem is expressed as the constrained linear quadratiniaption (9.15). This formu-
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lation of MHE was first proposed HyMuskeet al, 1993 and[Robertsoret al., 1994.

. 1 _ )
min® YN = 2 1% e — X nne w12
[)?ka/k.,W’\‘] k 2” k=N/k k=N/k=N lHPkle/kafl

1 k1 , , (9.15a)
t3 J:%N HWJ'/kHQV—Vl + ||Vj/k||R\717

Xt j+1 = Ay j + By j + Baiy j + GWiey |
Zerj = Ot j + Vicy j
St. Xmin < Rk—N/k < Xmax (915b)
Winin < Wk < Wimax
Znin < Z < Zmax

k
j=k-N
a sequence of measurement nc{isg/k}T:k_N such that the agreement with the measure-

The estimator selects the stajg k), @ sequence of process noi{saj/k} and

ment{yj/k}T:k_N is as good as possible while still respecting the procesardias, the
output relation, and the constraints. The process and m&asat noisa,, andn, are
assumed to be uncorrelated zero-mean Gaussian noise segwéth covariancé,, and
Rv. Quw, Ry andR_y k-n-1 are assumed to be symmetric and positive definite. Thelinitia

condition is as (9.17):
W 0] [Qw O
Ml (3R] 019
X N/keN-1~ N ( Xeonken-1 Benken-1 ) (9.17)

The inverse of the weighting matric&?*, Q,* and P 1N are quantitative measures of
our confidence in the output model, the dynamic system matttkize initial estimate,
respectively. As described [iRao and Rawlings, 2000[Rao, 2000, [Tenny and Rawl-
ings, 2002, and[Rao and Rawlings, 2002the covariancé_y_n-1 is derived by the

solution of the Lyapunov Equatid®_nk-n-1 = AT FN/k-N-1A+ G'QG, in which,

A=[A-ALC|,G=[G —AL}@:[O Ig]. (9.18)

To achieve offset-free control of the output to their desit@rgets at steady state, in the
presence of plant/model mismatch and/or unmeasured bliistaes, the system model
expressed in (9.1) is augmented with an integrated dishgdbanodel as proposed in
[Muske and Badgwell, 2002nd[Pannocchia and Rawlings, 24da8 form an augmented
moving horizon estimator. The dynamics of the disturbanodehwill be the stochastic
generation process of animal heat and contaminant gas.esh#ing augmented system
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with process noisa,, and measurement noisgis

K(k+1) = AX(K) + Bu(k) + Gny(Kk), (9.19a)
y(K) = CK(k) + ny(K), (9.19b)
nw(K) ~ N(0,Qu(K)), (9.19c¢)
nv(K) ~ N(0,Ry(K)), (9.19d)

in which the augmented state and system matrices are defrfetavs,

~ X(k) :| ~ [A Bdumocdumd:|

X(k) = 7A: )
¥ [Xumd(k) 12x1 0 Adumd | 19012
x_|B G_ |Bama O

0 12X12 [ ]6 126 0  Byum

In this model, the original process statec R® is augmented with the integrated
unmeasurable disturbance statg,g € R®. The measurable deterministic disturbance
dmd € R'? is assumed to remain unchanged within the prediction horimad equal
to the constant at the last measured value, nardghy(k) = dgma(k+ 1/k) = --- =
dymd(k+ N —1/k). The detectability of the augmented system in (9.20) is @uaed

when the condition holds:
Rank{(I ) _G] =N+, (9.21)

(9.20)

d} 12x12

C 0

in which, n is the number of the process statgsis the number of the augmented dis-
turbance states. This condition ensures a well-posedttaegiing problem(A, QY/?) is
stabilizable. For detailed explanation about the proddred[Pannocchia and Rawlings,
2003.

The structure of the moving horizon estimation and congald Fig. 9.3.

9.4 Actuator Redundancy

An actuator redundancy strategy is developed through érpgldhe nonlinearities of
the manipulators which possess redundancy and solving\gexaptimization. A con-
strained nonlinear optimization is formulated as (9.24)hw stage cost in terms of the
guadratic function with quadratic terms and the equalitystints from the nonlinear
algebraic equation of the exhaust unit.

[rvnei]q Ex = [Vil3, + 16125, (9.22a)

Vimin < Vk < Vimax (9.22b)

AR = (bo + b1 B+ b262) 02 + 30V}? + a1 Gk + @207
t
emin S 6k S emax
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Figure 9.3: Moving Horizon Estimation and Control for Nonlinear Plant

where, Qy andRg are symmetric positive definite matrices: is the variance of the
covariance of the high frequency wind speed signal whichréggssed through digital
filters. o is the adjusting factor for assigning different penaltiagtee energy associated
decision variable: the supplied voltageand the swivel shutter opening anélg in order
to attain the demand ventilation rate and attenuate the guists. The cost function and
the nonlinear characteristic curve of the exhaust unit araahstrated in Fig. 9.4. The
optimum point searching trajectory is moving along theatdht flow rate contour lines
at the constant pressure surface.

Exhaust Fan Characteristic Curve Cost function

12

10

=
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o © o o
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Value of Cost Function
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Figure 9.4: Nonlinear Equality Constraints and Cost Function
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Section 9.5: Simulation Results

The overview of the designed entire control structure ferlivestock indoor climate
system is shown in Fig. 9.5. The research focuses have beaelymathe actuator redun-
dancy and dynamic controller design, where the dynamiaobet is the moving horizon
control and estimation computed through the dynamic opttion. The developed re-
dundancy optimization is integrated with the model predictontrol and implemented
in a feed-forward approach. This strategy enhances thikeres of the control system
to disturbances beyond its bandwidth, passively atterthatelisturbances, and reduces
energy consumption through on-line optimization compatat

Covariance of High HOURS
C

Wind Speed Variation

Optimal Control References Optimal Outlet Flow

SET-POINT H DYNAMIC

OPTIMIZATION CONTROL

Optimal Fan Voltage & Swivel Shutter
& Inlet Valve

REDUNDANCY
OPTIMIZATION

PLANT

MINUTES

DAILY

Figure 9.5: Structure of the Entire Control System with Moving Horizon Control and Actu-
ator Redundancy

9.5 Simulation Results

The nonlinear developed plant model is used for simulafidre hard constraints on the
inlet valve opening is 01?)-0.6(?), on the supplied fan voltage i\0)-10(V) and on
the swivel shutter is (%)-90(°). The entire volume of the stable is around 250@).
The weightsQ on the tracking errors are different according to differesquirement
of the control objective. For animal thermal comfort, thdaor temperature is limited
around the reference value (2C) within the TNZ. For indoor air quality, the indoor air
concentration level should be maintained below (fJfin). The sampling time step is
defined to be 2rfin), the prediction horizon i&N = 20. For the following simulation
scenarios, we assume that the constraint stability of téralosystem is guaranteed in
the infinite horizon when the feasibility of the input coréiits is satisfied within the finite
horizon.
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9.5.1 Off-set free tracking

In order to demonstrate the benefits of moving horizon esiimand control in handling
constraints and fulfilling off-set free tracking for multariable system, the system per-
formances for indoor zonal temperature and concentragieel bire presented. As shown
in Fig. 9.6, the simulation results are derived in the preseaf pulse and step changes of
mean value of external weather condition such as the temperand wind speed vari-
ation with large covariances, and different zonal heat petidn. Fig. 9.7 shows the
corresponding actuator behaviors.

Outdoor Temperature Outdoor CO ) Concentration Level

16 500
S E
— [=%
o = 400
2 12 2
g g
£ 300
£ 10 g
o g
= S
8 © 200
0 5000 10000 15000 0 5000 10000 15000
Indoor Zonal Temperature Indoor Zonal Concentraion
21 600
G = Zone 1
° 205 2 550 Zone 2
o = Zone 3
% 20 Zone 1 % 500
o Zone 2 =
E 19.5 Zone 3 § 450
= Reference 8
19 400
5000 10000 15000 0 5000 10000 15000
Time [s] Time[s]

Figure 9.6: Reference Tracking and Rejection of Deterministic Disturbance. Dynamic
Performances of Zonal Temperature and Concentration

With a step change of the reference value for comfortablepésaiure, the indoor
zonal temperatures keep tracking the reference with slighations, the zonal concen-
tration level vary with the change of the actuators and s&gw the limitation. Viewed
from Fig. 9.7, the voltage and swivel shutter in the exhaudtrise and fall in response
to the onset and cease of the disturbances. The inlet vabmirgpareas on the windward
and leeward side are adjusted differently according todballzonal disturbance varia-
tions. The actuator behavior of exhaust unit in each zonienigss, thus only one of them
is picked up for demonstration. The comparison of the comsigmals for exhaust unit
manifests the improvement of the operating behavior dérke@m the redundancy opti-
mization, on pursuing optimum energy consumption and a#eng the high frequency
wind speed variation.
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Figure 9.7: Optimal Control Signals. Solid line (Dynamic Control without Actuator Redun-
dancy); Dashed dot line (with Actuator Redundancy)

9.5.2 Exhaust System Energy Optimization

Fig. 9.8 depicts the effect of actuator redundancy in exhani based on the energy
consumption consideration, and the analysis of covariahtiee high frequency change
of wind speed. Fig. 9.8 (a) shows the wind speed disturbaacdsits low and high
frequency component. Fig. 9.8 (b) shows the comparisone&xinaust unit operating
behavior with and without the actuator redundancy.

9.5.3 Comparison of Kalman Filter and MHE

As shown in Fig. 9.9, the simulation results have convinlgipgoved the advantages of
applying moving horizon method for estimation and contwhpared with the controller
using a nominal Kalman Filter in rejecting the unmeasurstudbances and lowering the
output variation.

Through demonstration and comparison both for output pedioces and actuators
behaviors, we could recognize that with the applicationyoiagic optimization in a mov-
ing horizon matter, the system behavior has been profoundlified, and the variance
of the output has been reduced considerably. With the degigedundancy optimiza-
tion scheme, the system resilience to disturbances is ereHathe efficiency of actuator
utilization is increased, and the optimal solution of eyezgnsumption is also pursued.

Through step response analysis and bode plot comparisorealiege that, the plant
nonlinearities are not highly significant. By varying thetdrbances such as the zonal
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Figure 9.8: (a)Wind Speed Disturbance and the Amplitude of its High Frequency Compo-
nents (covariance) (b) Comparison of the Control Signal of Exhaust Fan System
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Figure 9.9: Comparison of the System Performances with MHE technique vs. Nominal
Kalman Filter Method
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heat sources which cause the direction change of the interl zdrflow, and varying the
external temperature which are the leading factors of thiatian of the indoor thermal
comfort, we obtain similar system behaviors with a serielsTéfmodels.

9.6 Conclusion and Future Work

9.6.1 Conclusion

The main achievement of this work is the control performangerovement and energy
consumption optimization. The offset-free control is &seid with moving horizon esti-
mation and control, and the optimum energy using solutiateiived through applying
actuator redundancy.

9.6.2 Future Work

MHE together with ALS method will be further investigated émmpensating the model/plant
mismatch and the un-modeled disturbance, such as the zeasburce changes due to
the animals ransom distribution. The issue of comfort aivemeent around the animals
and minimum ventilation rate will be included into optimian computations, and the
actuator redundancy will be applied for the inlet systemriheo to protect against wind
gust and reduce draft. The feasibility and efficiency of thietml system will be validated
through experiments in the real-scale livestock building.
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Abstract

In this paper, a multi-zone modeling concept is propose@édan a simplified energy
balance formulation to provide a better prediction of th@oor horizontal temperature
variation inside livestock building. The developed mathé&onal models reflect the in-
fluences from the weather, the livestock, the ventilatiosteay and the building on the
dynamic behavior of the indoor climate. Some significanepeeters employed in the
livestock ventilation system and indoor climate models afl as the airflow interaction

between each conceptual zones are identified with the usgefimental time series data
collected during summer and winter in a laboratory livektbailding of Denmark. The

obtained comparative simulation results between the measnts and the prediction,
confirm that a very simple multi-zone model can capture thiergadynamical features of
the climate dynamics, which are needed for control purposes

Nomenclature

Temperature

Air Contaminant gas concentration
Heat transfer rate

Gravitational acceleration

Air mass

Volume

Area

Height

Density

Heat transfer coefficient of building construction materia
Heat capacity at constant pressure
Mass flow rate

Air volume flow rate

Air exchange rate

Contaminant generation rate from animals
Pressure

Pressure difference

Discharge coefficient of inlet system
Internal Pressure at reference height
Surface pressure coefficient

Wind speed at reference level

0_-09%-0@-:-.0-3-19 CoIr»r<zzeOo0-

<
T O
2

Subscript

i Indoor zonal numbers
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o Outdoor

in Input to the building

out Output from the building

wall Building envelope

transmission Heat transfer through convection, conduction and radiatio
source Production or generation source

inlet Inlet vent

fan The exhaust unit

NPL Neutral Pressure Level

10.1 Introduction

Livestock environmental control plays crucial role in aifgion of thermal strain and
the maintenance of a good indoor air quality, preservingnahhealth and welfare and
improving the efficiency of animal production. The inveatigns in this respecfCunha
etal, 1997, [Gateset al,, 2001, [Pasgianost al, 2003, [Tayloret al., 2004, [Soldatos
et al, 2009, [Arvanitis et al, 2007) have shown the indispensability for control and
perspective for future research.

Indoor climate model of livestock building are essentialifoproving environmental
performances and control efficiencies. The aim of this wertoiidentify the developed
models, that should unite the simplicity on the parameteglland a correct description
of the zone based indoor climate that are important for avaltiable control studies.

Concerning the indoor climate and energy consumption feddhge scale livestock
building, the actual indoor environment at any controllsensors (especially when the
sensors are located horizontally) will depend on the air fitistribution that is usually
depicted as a map of the dominant air paths. Therefore, ctegdethe horizontal vari-
ations could obviously result in the significant deviatidrmsn the optimal environment
for the sensitive pigs or chickens in the livestock barn. @ndther hand, the ventilation
has become an important part of the energy consumption tifibgs, so it is necessary
to study more specifically the compartmentalized local aterand the associated airflow
interaction, in order to control more specifically the hegtand ventilating systems.

Traditional multi-zone modeling method are often appraterfor average size build-
ings, since intra-room mixing is usually orders of magnéddster than inter-room air
exchange and physical walls act as partitions for each zmm#jat each room may act
like a well-mixed compartment. However, for partitiondd#estock building with lo-
calized ventilation and source locations, with persisgpatiial temperature/concentration
gradient, the single well-mixed compartment approachdpjmopriate[Sohn and Small,
1999,[O’Neill, 1991]). Instead of using Computer Fluid Dynamic (CFD) codes, ¢iou
proves to give detailed inter-zonal flow and temperaturé&idigion, and higher order
model approach like Active Mixing Volume (AMV) described iifoung et al,, 2004
and[L. Price, 1999, we suggest a so-called conceptual multi-zone method isfyséte
necessary precision for evaluating local climate withiriaas zones of a building. This
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approach is similar with the zonal model principle as pregoisi [Gagneau and Allard,
2001, [Haghighatet al,, 2001 and[Riedereret al, 2004, that consists in breaking up
the entire indoor air volume into macroscopic homogeneaume&ptual zones in which
mass and energy conservation must obeyed. This methodaimsitihe simplicity of the
first order model, yet captures the major heterogeneity énvttom to reach the desired
controlling objectives.

10.2 Laboratory Livestock Building in Denmark

The livestock building located in Syvsten, Denmark, is @dascale concrete building
which used to be a broiler house, with floor area of M53ength of 6415m, width of
11.95m, and approximate volume of 2888, see Fig. 10.1. In order to control the indoor
climate, hybrid ventilation systeniHeiselberg, 2004ais equipped, necessary actuators
and sensors were installed and connected to an acquisitiboantrol system based on
an PC positioned in the monitor room. The detailed explanaif the positioning, num-
bering and function of the installed equipment in the teablst are described in both
graphical and tabular format as shown in Fig. 10.2, 10.3} 46d Table 10.3, 10.4.

Figure 10.1: A Full Scale Poultry Stable Located in Syvsten, Denmark

The installed actuators are five exhaust units evenly Higid on the ridge of the roof
with the maximum flow rate of 18m?®/h, totally sixty-two inlet units controlled by winch
motors mounted on the long windward and leeward side walls thie whole maximum
opening area of @5m?. Through the inlet system, the incoming fresh cold air mixih
indoor warm air, and then drops down to the animal envirortaieones slowly in order
to satisfy the zonal comfort requirement. In winter, whemalitdoor temperature is much
lower than the animal comfort temperature, the inlet valyering area will be decreased
to lead the cold air directly towards the ceiling, to protagainst the intrude of the cold
air to the animal living zone by slowing the down the mixinggedure, and vice versa in
summer. Axial type fan and the integrated swivel shutteheféxhaust unit are adjusted
to provide appropriate ventilation rate and guarantee api@ssure ventilation strategy.
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Both the shutter in the exhaust unit and the bottom-hanged flainlet system are used
to attenuate the effect of wind gust.

The heating system consists of two major heat sources, ofme&ting up the indoor
temperatures through the steel pipes with length ofd@bameter of M4m installed on
each side of the wall under the inlet system, and the otheptigsically simulating the
animal heat production with six water heating radiatorsigoed near the floor with the
range of supplied heating water temperature frofCl#® 55°C. They are both coupled
to an oil furnace placed in the monitor room. The connectamesas shown in Fig. 10.3,
where,BV represents the Ball Valv®, represents the PumpSandT Sdenote the water
flow sensor and surface temperature sensor.

The inside and outside air temperatures are measured wiffer@ture sensors which
are positioned around one meter above the floor. The flow seasal position sensors
are mounted in the exhaust unit and inlet valve openingsi,dardo measure the exhaust
flow rate and inlet flap opening positions. The pressure ssrese mounted on the side
walls to measure the pressure difference across the inlket un

PM4 HE2 F1 AH1 PM5 F2 AH2 F3 PM6 F4 AH3 F5

VWA s /7%7\
I I

PM1 \ OB ™\ PC “\ PM2 AH4 IN \_AH5 PM3 HE1 AHB

Figure 10.2: Overview of the Hardware Equipped in the Stable

Symbol | Function
AH1 - AH6 | Heat Sources Simulator for Animal Heat Production
SH1-SH2 | Heat Sources Simulator for Stable Heating System
IN Inlet
OB Oil Furnace
PC System Computer
PM1 - PM6 Winch Motor
F1-F5 Axial Exhaust Fan

Table 10.3: Hardware Equipped in The Livestock Building

The control computer in the stable is a Commercial Off-ThelfsBystem (COTS).
The server is a standard computer with PCI I/O cards fromddatilnstruments which
is used to connect to the sensors and actuators in the stabecomputer runs Linux
as the operating system and uses Comedi as an open souarg tdoconnect to the I/O
cards. Fig. 10.5 shows these connections as well as how tisersealues and actuator
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Figure 10.3: The Complete Heating System in the Stable
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Figure 10.4: Overview of the Sensors Mounted inside the Stable

demands are accessed from a client, through a networkaotedard (NIC) over the
Internet or a local area network (LAN) to a web browser. Thepoter is running an
SSH server, which makes it possible to upload and run progr@motely. The more
detailed description of the hardware inside the livestaglding and the COTS system is
given in[Jessert al., 20064 and[Jessert al., 20064.

Symbol | Function
FS1-FS5 Flow Sensors (outlet)
PDS1 - PDS2| Pressure Difference Sensors
TS1-TS19 Temperature Sensors (air)
PS1 - PS6 Position Sensors (inlet)

Table 10.4: Sensors Installed in The Livestock Building
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Figure 10.5: Overview of the Connections When Viewing Data from the Server

10.3 Process Models

The block diagram of the process which is composed of aataaim climate models are
shown in Fig. 10.6.

Disturbances
Wind Wind Ambient . (irt';:f:;m
Direction Speed Temperature
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[
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Figure 10.6: Block Diagram of Process Models

10.3.1 Inlet Unit Model

The inlet system provides variable airflow directions anataas the amount of incoming
fresh air by adjusting the bottom hanged flaps. The volume ffidey through the inlet is
calculated by (10.1). The pressure differedtacross the opening can be computed by
a set of routines solving thermal buoyancy and wind effetl@s2). The value of wind
induced pressure coefficie@p changes according to the wind direction, the building
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surface orientation and the topography and roughness ¢étieen in the wind direction.

2-AP
-Oin = Cq - Alinlet - 7"“&’ (10.1)
Po
Ti—To
Ti

1
APpjet = ECPPoVr%f —R+p0 (HnpL— Hinlet)- (10.2)

10.3.2 Exhaust Unit Model

In the exhaust unit, the airflow capacity is controlled byustihg the r.p.m. of the fan
impeller and the opening angle of the shutter. We introdufamdaw, as a relationship
between the total pressure differerdde n, volume flow rategoy;, supplied voltag®/qt

and the shutter opening an@ewhich can be approximated in a nonlinear static equation
(10.3), where the parameteag ai, a1, bo, b1, b1 are empirically determined from exper-
iments made by SKOV A/S in Denmark. As shown in (10.4), theltptessure difference
across the unit is the difference between the wind pressutaeroof and the internal
pressure at the entrance of the unit which considers theymeslistribution calculated
upon the internal pressure at Neutral Pressure Level (NBhyidd byR.

APsan= (bo+b1-0+by- 92) : qgut +ap 'Vvolt2 +ay - Gout - Vwolt + a2 qgut (10.3)
Ti—To

(0]

1
APson = épocp,rvréf ~R-pg (HnpL— Hean). (10.4)

10.3.3 Multi-zone Climate Model

By applying a conceptual multi-zone modeling method, thibdding is compartmental-
ized into several macroscopic homogeneous conceptuas ramizontally. The nonlinear
differential equation relating the zonal temperature caddrived for each zone as (10.5).
The following energy transfer terms appear in the zonal rhdke convective inter-zonal
heat exchang®;,1; andQ; .1, the heat transfer by mass flow through inlet and outlet
Qin,i andQouti; the transmission of heat loss through building envelopednyection and
radiationQconvei; the heat source in the zokRourcei-

dT . . . . . .
M; Cpii d_tl = Qi+1,i + Qi,i+1 + Qin,i + Qout,i + Qtransmissiori + Qsourcei (10-5)
in which, _
Qtransmissiorj =U 'Awall,i . (TI - To); (10-6)
Qii+1=Cpi-pi-Git1-Ti. (10.7)

where the inter-zonal mass flow ratg;. 1 is the sum of several different flow elements,
such as the airflow interactiom ;;; v caused by the extracted fans, the airflow zonal
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crossingmi i1~ resulted from the inlet jet trajectory, and the airflow mixiri i1 7
due to the inter-zonal convective phenomena for exampledheective flows at surface,
thermal plume and so on. We propdsg, 1 - AT j+1 to computem i1 1, whereki i1

is the inter-zonal airflow mixing parameter and could be ieteed through experiment
calibration with e.g. the gas tracer method. Obeying theggle of conservation of mass,
there are 4 patterns,(I Il andIV) of airflow interaction (see Fig. 2.7(a)) computed
through the differentiate of ventilation rate, where pdrth® amount accounts for the
well-mixed zone air interaction by fans, and the other patihe amount accounts for the
external air interaction by the inlet jet. The major elensawitthe zonal convective heat
transfer is shown in Fig. 2.7 (b). The different airflow patteplay important effects on
the system nonlinearities and determine the differentatpey conditions.

T i
® & & ® | B sovacive Poat T3S
B = o
I

(@) (b)

Figure 10.7: The two mode of intern zonal-flow pattern

10.4 Parameter Estimation

The dynamic models of the actuator and the multi-zone indtiorate system are ex-
pressed nonlinearly with respect to some dynamic paramjatdrich then can be esti-
mated by using constrained nonlinear least square tecbsilpased on the data-set col-
lected from experiments. This algorithm is a subspace taggbn method and is based
on the interior-reflectivéNewtonmethod. Each iteration involves the approximate solu-
tion of a large linear system using the method of PrecormtitioConjugate Gradients
(PCG). This constrained nonlinear least square methodmypt@elds consistent positive
estimates of the parameter values, but also exhibits ctogpttmum performance in the
analyzed models. The constraints to the optimization nestiare the non-negativity for
all of the parameters.

The coefficienCq for the inlet system, varies considerably with the inletetyppen-
ing area, as well as incoming air temperature and flow ratewener, for simplifying
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the computation, we use a constant value which is deterntimedigh experiment for
all openings, even though it might lead to over/under-mtéah of airflow capacity and
thereby larger openings than necessary. Fig. 10.8 denatestthe comparison of the
characteristic curve of the air volume flow rate through tiletiopening obtained from
the measurement and the simulation model, correspondimgdative pressure differ-
ences range from 5 to 40 Pa. The colorful curves represdateift opening percentages.

1/1 measurement
[| = 3/4 measurement
——— 1/2 measurement
1/4 measurement
1/1 prediction
== 3/4 prediction
[|+=+="1/2 prediction
1/4 prediction

e
3

o
o

d
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o
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Volume Flow Rate (m 3/s)
o
W

Q
N

o
e

10 15 20 25 30 35 40
Pressure Difference (Pa)

Figure 10.8: Inlet Characteristic Curve

Fig. 10.9 illustrates the performances of the exhaust fanstecific swivel shutter
opening with the measurement data and the validation date. stlirface represents the
character of the fan with pressure-voltage-flow data, aagjpgoximated by the quadratic
equation (10.3), in which the parameters are determinedrealfy from the experiments
as listed in Table 10.5.

coefficients| G4 | a [ a | a
values 0.7415 | -0.2714 | -5.4001 | 82.6241
coefficients bo by by

values | 86.6241] -3.4072 | 0.0198 |

Table 10.5: Numerical Values of Model Coefficients Determined from Parameter Estima-
tion

The above estimation is based on the experimental data ketted through the in-
dividual tests on the equipment made in the company’s laboraThe parameters em-
ployed in the multi-zone climate model, such as the effectislume, the inter-zonal
mixing coefficient, the air flow rate (the absolute value)] &me heat transfer coefficient
of the building envelopes, are identified from the experitee@onducted in the real scale
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Figure 10.9: Comparison of Exhaust Fan Characteristic Curve

livestock stable, located in Syvsten, Denmark. The vertditestrategy applied in the sta-
ble is low pressure ventilation, which uses the exhaussuaipull out the indoor air to
mechanically generate a relatively low internal presswmmared to the external pres-
sure, thus let the outdoor fresh air into the building. Indwileather countries such as
Denmark, the outdoor air temperature is almost always |dkgm the indoor air temper-
ature. Thus hybrid ventilation will always be used as a egpsiource for buildings.

Two scenarios, one in summer and one in winter, with variotsreal temperatures
and mild wind level have been used for demonstration. In Xpeements, the data were
obtained from dynamic experiments with sampling rate 3@isds. The time constant
of the axial type fan is around 10 seconds, the swivel shigtaround 52 seconds, the
inlet valve is around 75 seconds and the heating systemimdrb hour. The following
figures depict the experimental cases: One in summer (casg)Mdth constant actuators
setting for ventilation rate.8m?/s, inlet opening area.46n? and input water temperature
for the heating system 86; the second one is in winter (case No. 2) with a Pseudo-
Random Digital Signal (PRDS) as the ventilation actuatopiis setting to the indoor
climate system. The ventilation rate varies betwegtm3/s to 4.4m?/s, inlet opening
area varies betweenIhr? to 2.1n?, and the heating power is maintained constant. These
two scenarios are thought to represent typical but not the two cases encountered
in the steady state and the dynamic behavior of the modeldmameter estimation of
the livestock building comprised of three partition-less;ceptual zones. All of these
experiments are made when wind is mild and stay belows3which means that there
are no wind gust exits and the pressure difference acrossléis on windward wall and
leeward wall are possibly kept to be positive. The fan’stintpspeed, shutter and inlet
opening position are indicated with voltage which is getetdy the analog output card
(0—10v DC) corresponding to the minimum and maximum of the flow rate @pehing
area.

Validation are carried out with the input signals which weeot used in the estimation

153



Section 10.4: Parameter Estimation

processes and then the output of model was compared with ¢asured results. Fig.
10.10 and 10.11 show the comparison between measured &omgeand the simulated
temperature. It is observed that the average temperattgdés eeasonably accord, with
the exception of the unignorable steady state fluctuations.

coefficients | case No.1| case No.2| Units |

k1o 1.04 0.12 g
ko1 1.02 0.08 fud
ko3 0.76 0.12 g
ka2 0.80 0.18 m
G2 1.13 0.19 [
J21 0.91 0 %
G23 1.02 0.99 m
Us2 1.01 0.82 m
Gin,1 1.53 1.48 [
Gin2 1.17 1.42 m
Gin.3 1.33 1.13 m
Vi 6135.04 | 31186.95| nv
Vs 691357 | 34044.13| nv
Vi 18154.01 | 4675056 | nv
UBwai 1 3780.20 | 3178858 |
UAyall 2 3757.23 | 36963.98 |
Ul 3 3700.32 | 30602.88 |

Table 10.6: Numerical Values of Model Coefficients Determined from Parameter Estima-
tion

Table 10.6 summarize the estimated parameter values forseanario that resulted
from the optimization computation. The discrepancy betwbe identified and the realis-
tic parameter values deserve further research and inaéistig, for example the estimated
effective zonal volume is around 10 order magnitude bigigan the geometrical values.

However, these phenomena could be explained by the facivhaieglect some in-
fluencing factors and the existence of unpredictable airflati like the shot-circuiting
and stagnant zones in ventilated spa¢Ssifatoset al., 2004, [Daskalov, 199]), uncer-
tainties such as the heat capacity of the construction majtire latent heat loss through
evaporation, the degree of air mixing, building leakagewmdl effect. Further more, the
heat transfer coefficient has a close relationship witlilaiv-pattern and the resulting air
velocity, and most importantly, the effect of the slow dyriesrof the building materials.

The most important phenomena, represented in the propoedd|rare manifested
experimentally and by detailed simulation. From this asiaglya further understanding
for the development of the conceptual multi-zone modeldtained. The model is ap-
propriate for capturing the salient dynamics of indoor @imin large, heterogeneous,
partition-less buildings, for the purpose of measuremadtantrol.
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Figure 10.10: Case No. 1 (a) Comparison of Indoor Zonal Air Temperatures (b) Outdoor
Weather Condition and Actuators Action (¢) Heat Exchanger and Radiator
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10.5 Conclusions and Future Work

10.5.1 Conclusion

The comparative results between the measured data andrthkad output confirm the
value of conceptual multi-zone approach in simulating tiumor climate behavior of the
large scale partition-less livestock buildings, show theeptial of applying model-based
multi-variable control purposes.

10.5.2 Future Work

The dynamic model of the heat convection and radiation fremtihg source and the
heat transmission of construction material could be gt into the climate model to
enhance its coherence. The inter-zonal flow interactiohb&ifurther calibrated with ad-
vanced tools, e.g. gas-tracer method. The pressure ceaffighich has been assumed to
be constant will be identified through experiment and reg@uass time variant disturbance
entering the system.
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Appendix A

A Multi-zone Climate and
Ventilation Equipment Model
Equations

In this appendix the equations and matrices used for sinurand linearization are
presented. The combination of dynamic indoor climate madtél the static airflow
distribution model are evolved. The model scaling is pressbn

A.1 Nonlinear Plant Models
The full nonlinear coupled algebraic dynamic equation figidior zonal temperatures is

pi 'Vl'Cp% =Mp1Cp-To—Mup-Cp- Ty

+Min1-Cp-To+Mina-Cp-To—Mout1 - Cp- To —UAL(Tt — To) + Qanima1 + Qneat 1 (A.1a)
pi ‘VZ'Cp% =—Ma1-Cp-To+Mip-Cp-Tr+Map-Cp- Tz — Maz-Cp- T

+Min2-CpTo+Mins-Cp- To—Mout2 Cp- T —UAz - (T2 — To) + Qanimat2 + Qheat2; (A.1b)
pi ‘V3‘Cp% =—Mszz-Cp-Ts+Mzz Cp- T

+ Min‘B Cp-To+ Min76 “Cp-To— Mout,3 Cp-Ta—UAg- (T3 —To) + Qanimals + Qheat3- (A.lc)
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The equations and matrices for simulation of nonlinear rhAdeis

K+l k k ; ;
] Ty Ain A O Ty T, Min.1 +Mina
T2 | T2 | =| Ar A Az || T2 | +At- v Min,2 +Min s
Ts Ts 0 A Ass T3 P Min 3 +Mins

+At-

Qanimal,l +Qheatingl To UA

Vi | Qanimal2 + Qneating2 | +A4At- ovic - UAz |. (A.2)
e Qanimal;3 + Qheating3 P UAg

where, the matrices are defined as following

Mio UA, Mout‘l} A _[ le]
A=

Ag— |—at 2 g _ At At et
" [ pVi T pVic, © pVi V1

M M M UA M M
Ay = {Ati],Azzz {—Ati—Atﬁ—At 2 At °““1,A23: {Ati}

piV2 piV2 piV2 PiVaCp piV2 piV2
Mg3 } { Mzz UA3 Mout.3 }
Agp= |AM—22| Agz= |—At—2 — At —nt 2R
% [ pivs | piV3 PiVaCp piVa
~ The full nonlinear coupled algebraic dynamic equation faidor zonal concentration
is
dc, ‘ : . . . G
d—tl =—Cr1-Nout1 —Cr1-N12+Cr2-Np1 +Cin - Nin 1 4 Cin - Nina + V_ll’ (A.3a)
942 _ oo No1—Crz-N ' 2+ Cin N2+ G -Rins + =2, (A3b
o = G2 out2 —Cr2-No1 —Cr2-No3+Cr1-N12+Cr3-N32+Cin - Nin2+Cin - Nin 5+ V' (A.3b)
dc : : : : : G
Tts =—Cr3-Noutz—Cr3-Ng2+Cr2- N3 +Cin - Nin 34 Cin - Nin g + \7: (A.3c)

The equations and matrices for simulation of the nonlineadehof A.3 is

n

Ci1 nt Az Ap O Ci1 Nin.l + Nin,4 1 Gy
Cr2 =| A An Az G2 | +&:Cin-| Nnz+Nns | +A-5- | Gz |. (A4)
C3 0 Az Ags C3 Nin,3 + Nin,s : Gs

where, the matrices are defined as following
A= [1_ (Noug1 + lez) -At] A = [Nll ~At} ;
Ao = [Ny2-At] Agz = [1— (Nout2+No1+Np3) - At] , Agg = [N32-At]
Asz= [Nog-At] Agg = [1— (Nous +Na2) - At].

~ The full nonlinear steady state equation for ventilatiomponents include the equa-
tions for exhaust unit as A.5, and the equations for inletesysas A.6.

AP = (bO +b16+ bZGZ)QEn +ag (Vvoltage)2 +a10m (Vvoltage) + azQﬁw (A-5a)
1 T
APn=Pe—R = 5poCerVigr — R = pig( — 1)(Hr — Him). (A.5b)
o
o G
APp="2._n A.6a
"T2 oA (.62
1 T
AR = 5CpPoVigr — R+ Pog(1— ) (Hr —Hin). (A.6b)
1
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Chapter A: A Multi-zone Climate and Ventilation Equipment Model Equations

The linearized model for exhaust unit is derived as

APy = (a1Woltageo + 2820m,0 + 2D00m,0 + 201 Bo0m o + 202 QSCIm‘o)qm
+ (zaovvoltageo + alQm,o)Vvoltage"" (blqrzn,o + 2b2qr2n_,090) é7 (A.19)

~ . o~ ~ 1 ~ ~
APy = Pe— B = (CproPoVref,0)Vief + (épovnzgf_o)CRr -R

Tio= 1=
+Pig(Hr*Hm)T|7éoTo*plg(Hr*Hm)ﬁ-rh (A.20)
6,0

The linearized model for inlet system is derived as

o

AR, = [fOZQin.o Gin + Z%Qﬁq,o] Ain, (A.21)
Cd in,0 Cd in,o

- ~ 1 . ~
APy = (CpoPoViet.o)Vref + (épOV,%f,o)cp -B

1~ Too =~
— Pog(Hr —Hin) = To + pog(Hr — Hin) =5 Ti. (A.22)
To 2

Combining the linearized exhaust unit equation A.20 anetisystem equation A.22,
together with the mass balance equation which has been défite7 in Chapter 6 gen-
erate the followings:

Eq+Fu+Gw+Kxr =0 (A.23)
where,
_ 6m.1 _
[ Gin1 T Ain2
qin,z e‘in,3
Gin.3 Aina Viet
Qin.4 Ains =
G A P 7
q=| & U= g me w= | Cp xr=| Tz . (A.24)
(jin,s \fvoltagel 5P’r -l“—s
Elm,l Yvoltagez -|'=0 3x1
Om2 Wuoltage3 5x1
Um3 61
L R Jioa 62
L 8 Jia
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where the matrices are

Einj = —

I:ln,i =

Guwind

Kini = pog(Hr — Hin)

[ Kiin,1

0

0
Kin‘4

0

0
Kout,1

0

0

0

0 0
Kin4,2 0
0 Kin,3
0 0
Kins 0
0 Kin,6
0 0
Kout,2 0
0 Kc.')ut4,3
0 0

Too
75

1
= CppoVref,0, Gep = (épovrzef,o)aeTo,in =

1
Kout,j = _Pig(Hr - Hm) ——

I Ein‘l
Ein2
Ein3
Ein,4
Ein35
Ein,6
0
Po Po Po Po Po Po
Po
2ecino+ 55—
Cg %,i,o
[ Fin1
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Gin,i,o | » Eouti = —(81Vyoltageo + 2820m,0 + 2000m,o + 201 860m,o + 2b2 9§Qm.o)
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Chapter A: A Multi-zone Climate and Ventilation Equipment Model Equations

The manipulated variable of the finalized state space reptason denoted by is
derived by conversion

u=[ loxg Oox1 |-G=] loxo Ogx1 |-[~E " }(Fu+Gw+Kxr)]. (A.29)
and the internal pressuReis expressed as
B=[ 0o Il ]-G=[ Oxe lua |- [-E7H(Fu+Gw+Kxr)]. (A.30)

Substitute the equation A.29 into the state space thermdéhas described in 7.8 in
Chapter 7, the finalized transforming matrices for zonalgerature model are

AT =Ast+Bst-p-[ loxg 0 ]-(—E71) K, (A-31)
Br=Bs-p-[ loxg 0 ]-(-E7")-F, (A-32)
Bawr =Bst-p-[ loxe 0 ]-(-E7)-G, (A-33)
BaqT = BsTa- (A-34)

For zonal concentration model 7.9 in Chapter 7, the finalinattices are

Ac =Asc, (A.35)
Bc =Bsc- @j [ loxe Ogx1 ]-(-E71)-F, (A.36)
Byx;c = Bsc- %OO [ loxo Oox1 | (=E71).K, (A.37)
Bawc = Bsc- ﬂ) [ loxe Ogx1 ]-(-E7)-G, (A.38)
Bdcc = Bsca- (A.39)

A.3 Model Scaling

The unscaled linear model transfer function of the proaesteviation variables is
Yus = Gusu+ Gy usd, (A.40)
€us = Yus— l'us- (A.41)

In order to make the variable less than one in magnitude, eidble will be divided
by its maximum expected or allowed change.

ds = Daldu& Dal = dusmax, (A.42)
Us = Dy Uus, Dy = Uusma, (A.43)
¥s = Dg 'Yus, De ™ = Qusmax, (A.44)
&s = Dg "eus, Do " = eusmax: (A.45)

(A.46)
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Section A.3: Model Scaling

Substitute A.3 into A.3, we derive
Ys = Gsu+ Gq 0,
e =Ys—Is.
the scaled transfer function become:
Gs = Dg 1GysDy, Gus = Dg 1 Gy usDd-

The scaled referenegg = Rf, where, R = Dngr = l'usmax/ €usmax-

(A.47)
(A.48)

(A.49)
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Appendix B

Matrices used for Moving
Horizon Estimation and Control

In this appendix the matrices used for quadratic prograngrohmoving horizon es-
timation and control are presented.

The quadratic programming is formulated as:

The target calculation is:

where,

[Xs,us]

_[cTac

=] 5
I-A

A:{Afl

Y

0

Rs

-B
B

ming = %UTHU-',-fTU

{ AU<b
st.

Ib<U <ub

S el

Umin < Us < Umax

{562 )

o

Rs- Ut

Bdunﬁqmd+ Bamdma
- Bdumdumd — By mdmd

min W = (Us— )" Re(Us —U) + (¥s = ¥1) T QslYs — )

Bdurrﬁjumd + Bam0md

|

Ys

Xmin
Umin

|

Xmax
Umax

k

(B8.1)

(8.2)

(83)

(B.4)

(B.5)
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The Receding Horizon Regulation is:

where,

N N 2 lN71 2 2
min®; = = r < AU U U
Pk Zk;)HZk kHQzJFZK;H Kl 3+ [luc— usl,

H=r{QzlMy +Hs+,

1
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Zerj = CXey j

St.Q Zmin < Zyj < Zmax ] =1,2,---N
Umin < Ukt j < Umax, j =0,1,---N—1

Dupmin < Aty j < Aumax, j =0,1,---N-1

f= MXOX0+ MgrR+ Muilu,l +MpD + MUSUS,
My, =Ml Qz®, Mg = —}Qz,Mp =, Qzlp, My, = S
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s 25 -s 8
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3 2
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C,E 0 0 0
C,AE GE 0 0
ro— | CAE CAE GE 0
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A AUmax
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-1 1

(B.6)

(8.7

(8.8)
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Chapter B: Matrices used for Moving Horizon Estimation and Control

The Moving Horizon Estimation is:

. 1,. — 2
min_ W = > || R njk— Ren/kon-[po
[RnkiN] 2 / PN
1 k-1 2 2
+5 0> windlgr + Vindlg 2 (B.9)
Zj:;—N ikl Qm /KRy
Xt j+1 = Ay j + By j + By j + GWhy |
Zrj = Ot j + Vi |
St. ¢ Xmin < RNk < Xmax (B.10)
Winin < Wic < Wmax
Znmin < Z < Zmax
where,
[ 0 .
H= [ kaN ot +a'R;a,
fo P s TR 1p
=\ " [Menmenon) +(-2'RD),
b=Y-TyU-TpD
a=[ ® Tw |
r 0 0 0 0
C,G 0 0o .. 0 (B.11)
ro_ | GCAG GG 0 0 0
W = )
| CANIG GAN2G CAG GG 0
A— ® Mw b— ﬁmax—(ruu +IpD)
| —® —Tw |’ —Nmin+ (FTuU +TpD)
[ Xmi X
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