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Abstract 

Various methods for design of fault detectors by using 
multi objective techniques are presented in this paper. 
The advantages by using multi objective design methods 
will be shown. The design methods will be compared to 
standard fault detection and isolation (FDI) design meth- 
ods. The FDI problem with uncertain model dynamics 
is addressed as well. 

1 Introduction 
Improved availability has in recent years been an ever 
increasing demand of industrial control systems. A con- 
trol system rarely functions continuously throughout the 
scheduled life cycle of the plant and controller hardware. 
Due to wear of mechanical and/or electrical components 
both actuators and sensors can fail in more or less critical 
ways. To improve availability it is of paramount impor- 
tance to detect when faults are likely to happen, and 
to identify as fast as possible which faults have taken 
place. For safety critical processes, threats to humans 
and/or the environment of course play even more signif- 
icant roles. 
To meet such industrial needs, a number of schemes for 
Fault Detection and Isolation (FDI) have been put for- 
ward in the literature on automatic control. Most of the 
papers appearing in journals and in conference proceed- 
ings have dealt with the design of filters which monitor 
a process, and generate alarms when faults may have oc- 
curred. 
Extensive surveys on early work on FDI can be found 
in [a] and in [8] .  Many of these techniques are observer 
based, such as e.g. [4]. These methods have since been 
refined and extended. A more recent reference in this line 
of research is [3]. 
Motivated by a paper of Patton [7], where the design 
of fault detectors by using multi objective methods has 
shortly been discussed, this subject will be investigated 
in more details in this paper. It is quite obvious that po- 
tentially multi objective design methods might have ad- 
vantages compared with traditional design methods for 
fault detectors. The reason is that the design of fault 
detectors is not only dealing with design of filters that 
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detects fault signals, but also at the same time to design 
the filter such that noise signal signals are rejected. Fur- 
ther, if the system is uncertain, the filter must also be 
robust against model uncertainty. This results in three 
objectives that are included in the design of a fault detec- 
tors in the uncertain case. One way to overcome possible 
conservatism which occurs in some traditional FDI design 
methods is to use multi objective design methods which 
might reduce this conservatism. 
The intention in this paper is not to come up with any 
new general multi objective design methods. Instead, we 
study two existing multi objective control design methods 
and simply apply them in connection with FDI problems. 
The first method shows how it is possible to separate the 
design problem for i fault signals into i FDI problems. 
The next method which will be considered in connection 
with FDI is a p based method. The FDI problem is for- 
mulated as a p optimization problem. The FDI design 
problem turns out to be a p optimization problem when 
the system includes uncertainties. At last, a multi objec- 
tive design FDI design problem formulated in [l] will be 
considered. In [l] an observer based approach has been 
applied. Here we will consider the same design problem 
by using a general setup and see which consequences this 
has for the design problem. 

2 Problem Formulation 
The problem is to detect and isolate faults, i.e. to provide 
an estimate f for any faults occurred. This situation is 
depicted in Figure 1, where f represent the fault signal 
and disturbances are modeled as a vector of exogenous 
signals d which enter the system. 

Figure 1: Fault detection and isolation configuration 

For a detection and isolation filter to work correctly, it is 
usually necessary to build disturbance and fault models 
into the design procedure. In this paper, such models will 
be represented as coloring filters for d and f .  I.e., d and f 
are considered to be the result of filtering fictitious signals 
W d  and wf through filters W d  and W f  , respectively, which 
are diagonal rational matrices. If w d  and wf are assumed 
to have flat power spectra, d and f will be frequency 
colored signals, with their spectra given by w d  and W f ,  
respectively. 
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In order to employ methods from multi objective control 
theory, we reformulate the filtering problem as a control 
problem, where the desired filter F ( s )  is interpreted as 
the controller to  be designed. In this line of thinking, the 
control signal U is the signal generated by the controller, 
i.e. U := f. The quantity z to  be controlled, i.e., the 
quantity that is desired to  be made small is the fault 
estimation error z = f - f. The undesired effects w to  
be compensated for are the two fictitious signals wd and 
wf generating d and f :  

- = ( E ; )  
The inputs y to  the ’controller’, i.e. the measurements to 
be used for generating the ’control signal’, are of course 
the actual measurements y that are available to  the filter. 

With these four signals we can formulate the equivalent 
control problem in standard form. 
The abstract generalized plant G is given by: 

The system described by (1) does not include any unci; 
tainties.. To handle the uncertain FDI case, we need to  
include an uncertainty description in the system setup. 
This can be done by extending the generalized plant G 
with an additional external input signal d and an addi- 
tional output signal e. The connection external output 
e is then fed back through the uncertain block A to the 
external input signal d, 

d = A(s)e 

where A is bounded by IlAll 5 1 and otherwise unknown. 
The resulting system is given by: 

Due to  space limitations, we will have to  refrain from 
detailing the actual modeling of the remaining transfer 
matrices Ged, G,,, G,,, Gzd, and Gyd, but simply refer 
to [ll], where also hints on weight selections can be found. 

3 Multi Objective FDI Design 
In this section, two multi objective design methods are 
applied in connection with FDI design. Both advantages 
as well as disadvantages will be discussed. 

3.1 A Sensitivity Multi Objective Ap- 

The first method applied in connection with FDI was 
originally developed in connection with roll damping of 
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ships, see [lo]. A complete description of the multi ob- 
jective sensitivity design method can be found in [9]. 
The closed loop transfer function from w to  z is given by: 

We partition F in its rows, P ( Wd 0 ) in its 

columns, and ( 0 
0 Wf 

W f  ) in all its entries: 

Note, that if W f  is diagonal as it would usually be, only 
the m functions Wl,r-m+l(S), ~ 2 , ~ - ~ + 2 ( s ) ,  . . .,w&) 
are not identically zero in the last matrix. 

This leads to  the following formula: 

Now, the main observation is that each1 row of T,, de- 
pends on only one of the fi’s, i = l . .  . m. This has 
the important consequence that each row of F ( s )  can be 
considered as a design parameter which determines the 
behavior of the filter associated with o:ne specific fault. 
This, in turn, has two main implication$;: 

1. The filtering for each fault can be optimized com- 
pletely independent and even by difFerent criteria. 

2. The conservatism which is symptomatic for several 
popular optimization techniques, such as X, and 
3 t 2  optimization, can be greatly reduced. 

This can be formulated more stringent by specializing to 
specific norm constraints. The following theorem gives 
the 3t, result, but less us stress here t:hat any norm or 
mix of norms can be applied. 

Theorem 1 The following two statements are equiva- 
lent. 1. There exists a filter F ( s )  such that 

2. For each i = 1. .  . m there exists a filter f; such that 



Moreover, in case either condition is satisfied, fi can be 
computed (see e.g. [ll]) as a solution to  a standard 
problem with the following data: 

The conservatism avoided by this simple trick can be as 
much as a factor equal to the square root of the number 
of faults. 
The cost of designing the sub-filters independently, ob- 
viously is that they do no longer share a common ob- 
server structure. This means that the filter order will 
be much higher than if all sub-filters were computed by 
one (potentially conservative) optimization. On the other 
hand, detection devices especially for noisy systems are 
known to be critical to fine tuning, and therefore the 
high filter orders will be justified in many applications. 
Moreover, actual substantial benefits from applying sev- 
eral observers have been reported previously in the FDI 
literature. 
In comparison to the standard approach which uses (1) 
directly for optimization, a method based on Theorem 1 
will typically be less conservative. However, it can be ar- 
gued that such a method will still be conservative, since 
it considers all possible cross couplings between individ- 
ual faults in a worst case scenario, which might be too 
pessimistic for less faulty systems. 
Alternatively, assuming (1) that detection is extremely 
important, (2) that isolation of a single fault is rather 
important, but (3) that the capability to distinguish be- 
tween simultaneous faults is less important, a suitable 
filter can be found as: 

where each fi(s), i = 1.. . m is a solution to a standard a, problem of the special form: 

with GI, and G& given by the following standard form: 

In the latter approach, all sources of noise are assumed 
potentially to influence every fault estimate, but only one 
fault is assumed to appear at the time. A filter built from 
this method will almost always detect faults and isolate 
single faults, but it might isolate simultaneous faults in- 
correctly. In contrast, the approach in Theorem 1 can 
handle several faults at a time, and will isolate those cor- 
rectly, but might give conservative filters, in case this is 
not expected to happen, i.e. there might for example be 
more false alarms, since the weights representing noise 

might have to be decreased in order for the optimization 
to succeed. 
In either case, however, better results should be expected 
than would result from optimizing G in (1) directly. 

3.2 A /-L Formulation of the FDI Problem 
In this section, a p formulation of the FDI design prob- 
lem will shortly be given in the uncertain case. When the 
system given by (2) includes uncertainties, it is quite sim- 
ple to formulate the design problem as a p optimization 
problem. This will shortly be done in the following. 
Let the performance specification for the filter design be 
specifications on the transfer functions from wd to the 
estimation error signal z and from the fault signal wf to 
the estimation error signal z .  By closing the loop from z 
to Wd and wf by a fictive perturbation block A;, where 
IlA;ll 5 1, it is possible to handle the performance specifi- 
cations in the same way as uncertain blocks in the system, 
see [ll]. This is shown in Figure 2. 

Wf 

Figure 2: Generalized setup for the design of a robust 
fault detection filter 

The design of the filter F ( s )  can now be done using the 
standard p optimization method described in e.g. [Ill. 
It should be pointed out here, that the p optimization 
method will not in general give an “optimal” let alone 
a closed form solution. However, in comparison to any 
initial filter, the p method will by using scaling matrices 
take care of the structure in the perturbation matrix and 
hence always improve performance. The quantitative im- 
provement will depend strongly on the application and, 
of course, on the initial filter (the p toolboxes’ built-in 
initial filter is an a, filter, which can often be improved 
upon as argued above). 
It should be pointed out here that there is a minor dif- 
ference between p optimization for feedback controllers 
and p optimization for filters. In the feedback case, the 
controller will be designed such that it satisfy the design 
conditions as well as possible and at the same time reduce 
the influence of uncertainties on the closed loop system. 
In the filter case, it is not possible to reduce the influ- 
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ence of uncertainties on the output, because there is no 
feedback to instrument this. Instead, a p optimization of 
a FDI filter will minimize the influence from the uncer- 
tainties on the fault estimate and optimize the filter with 
respect to  the other design conditions. 

4 An Observer based Multi Ob- 
jective Approach 

A multi objective approach to  FDI design has been de- 
scribed in [l] and in [7]. The approach is based on a 
FDI observer combined with a residual weighting matrix. 
Four different design indices are setup for the design of 
the observer gain and the residual weighting factor. It 
turns out that the design problem is a multi objective 
design problem. This design problem is solved by using 
eigenstructure assignment together with a genetic algo- 
rithm. The final design method turns out to  be an itera- 
tive algorithm. 
We will in the following apply the same multi objective 
design problem as in [l]. However, we will not apply 
an observer based approach to the multi objective design 
problem as in [l]. Instead, a formulation where a general 
FDI filter as in Section 2 and 3 will be applied. The 
connection between the observer based approach in [l] 
and a general filter approach has been considered in [5]. 
Let us consider a slight modification of the FDI configu- 
ration given in Figure 1 by adding an input noise C signal 
and a sensor noise signal 7 to the system. The FDI con- 
figuration is described by the following transfer functions: 

Y = 7 -k Gydd -k Gyf f -k GyCC 

The four performance indices setup in [l] are as follows: 

0 The smallest gain from the fault signal f to the es- 

0 The maximal gain from the disturbance signal d to 

0 The effect from the measurement noise q on the es- 

0 An almost perfect estimation of the fault signal f is 

timated fault signal f should be maximized. 

the estimated fault signal f must be minimized. 

timated fault signal f must be minimized. 

wanted to  be obtained in steady state. 

Let us consider the first performance index, i.e. maximize 
the smallest gain from the fault signal f to the estimated 
fault signal f. Instead of considering the estimated sig- 
nal direct, we can use the estimation error as shown in 
Section 2. The advantages by using the estimation error, 
z = f - f, is that the optimization problem turn out to 
be a minimization of the maximal gain of the transfer 
function from the fault signal f to  the fault estimation 
error z given by: 

z = f - f = (1 - F(4Gyf  ( s ) ) f  (4) 
which is much easier to  handle in the design of the FDI 
filter. 
The first design index J1 is the given by: 

w €[U1 3 4  

J I ( F )  = SUP o m a z ( ( 1 -  FGyf)(jw)) (5) 

where w E [w1 , w2] is the frequency range where the index 
need to be optimized in. 

The second performance index dealing with rejection dis- 
turbance from the estimated fault signal, can directly be 
applied in this general setup. The performance index is 
given by: 

J 2 ( F )  = SUP cmaz  ( F G y d ( j ~ ) )  (6) 
w E [ w l  , W Z I  

The third performance index is related to the measure- 
ment noise rejection. Again, the index from the observer 
based approach in [l] can also in this case be applied 
directly in this setup. The performance index becomes: 

J3(F) = SUP %“(F(jhJ)) ( 7) 
w E [ w l  ,wzI 

The last performance index dealing with the steady state 
performance of the FDI filter from [l] was formulated as 
an indirect design constraint on the observer gain. The 
index applied in [l] is a static index which must be min- 
imized. The result is that the observer gain will increase 
with the result that the effect from the disturbance is 
reduced in steady state. Instead of formulating the per- 
formance index as a static condition, the condition can be 
included in the first three performance indices by adding 
a proper weight function to reflect the steady state con- 
ditions. First, let us include weight functions in the three 
performance indices in (5), (6) and (7). 
For obtaining a good design of a FDI filter which will 
satisfied the design conditions reflected in the three per- 
formance indices in (5) , (6) and (7) , weigh t functions need 
to be included in the indices. The weight functions need 
to reflect the frequency range where the different objec- 
tives are important. The weighted performance indices 
are given by: 

J1 ( F )  = SUPwqO,Co] om,, Wl(I - FGYf 1 ( jw) )  
J2(F) = SUP,E[O,Co] %“W2FGyd(,jw)) (8) 
J3(F) = S~Pw~[O,Co] (*maz(W3F(jw):l 

The weight function W ~ ( S )  must reflect, the frequency 
range wherein the fault signal appears or the frequency 
range wherein the fault signal is going to be estimated. 
W1 (s) will in general be a low pass weight, or a band pass 
weight. The weight function W ~ ( S )  in the second index 
&(F) must reflect the frequency dependent effect of the 
disturbance d at  the estimated fault signal. This weight 
function will normally be a high pass weight. The last 
weight function should reflect the frequency dependency 
from the measurement noise on the estimated fault signal. 
The last performance index from [l] must also be re- 
flected in the selection of weight functions. Instead of 
using a static condition as done in [I] in connection with 
an observer based approach, a PI observer could have 
been used instead. A PI observer basedl FDI approach 
has been considered in [6]. In this general setup, another 
weight function must be added to the transfer function 
for the estimated fault error. For obtaining a very small 
steady state error, the weight function W, need to have 
a very high gain at low frequencies. The result of such 
a weight function is that the the FDI filter will include 
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(almost) an integral term. The weighted estimation fault 
error is then given by: 

z = W4(s)e 
= W4(5')((I - F(s)Gyf(s))f - F(s)Ggdd - F(s )q )  

(note that the noise at the input C has been removed in 

Depending on the optimization method we want to use, 
the FDI design problem is either a standard design prob- 
lem or a multi objective design problem. In the case 
where we want to  optimize the the X, norm of the trans- 
fer function from the external input signals to the esti- 
mated fault error signal, we will just get a standard design 
problem. The problem is given by: 

(9) 

(9)). 

The problem in (10) can be handled by using a stan- 
dard 7-1, method directly and there will not be any con- 
servatism in the design. However, compared with the 
design method derived in [I], the FDI filter will have 
a higher order when a standard method Xm method 
is applied directly. The order of the filter will be 
n + n,, + n,, + n,, + nW4 where n is the order of the sys- 
tem and n,* is the order of weight function Wi. The order 
of the observer derived in [l] is n. On the other hand, ap- 
plying an ?la method is a one step method without any 
iterations. It should be mentioned here that in connec- 
tion with an ?fa optimization of (10) it is also possible to 
put constraint on the controller order and also constraint 
on where the poles must be placed. In this case, an LMI 
approach should be applied. 
Other design methods as XZ or C1 can also be applied 
for the the optimization of the setup given by (9) without 
obtaining a multi objective design problem. 

On the other hand, if we want to combine optimization of 
different norms of the involved transfer functions, a multi 
objective design problem will appear. 

5 Discussion 
The two multi objective methods considered in Section 3 
are two methods derived from design methods for robust 
feedback controllers. The first method gives a separation 
of the design FDI filters into a number of FDI filters. The 
next design method is based on the p approach. It turns 
out that when the system includes uncertainties, the FDI 
design problem can be formulated as a f i  optimization 
problem. 
The second part of this paper deals with a multi objec- 
tive FDI design problem from [l]. An observer based FDI 
approach has been applied in [l], whereas we have used 
a general FDI setup in this paper. When the problem 
is considered by using an observer based FDI approach, 
the design problem ends up as a multi objective design 
problem, whereas this is not necessarily the case when 
a general setup is applied. When we apply the general 
setup, the design problem might be a multi objective de- 
sign problem if we want to mix different norms in the 
optimization of the FDI filter. 

This design problem shows clearly that the selection of 
setup in connection with the following FDI filter design 
is quite important. In one formulation we get a compli- 
cated multi objective design problem whereas we just get 
a standard optimal design problem if we use another. 
This shows also one of the drawbacks by using the ob- 
server based setup which has been quite popular in the 
FDI literature. The observer based FDI approach is very 
good when we only want to  design a FDI filter under 
just a few design conditions. Further, a good knowledge 
about the system makes it possible to  use design meth- 
ods as e.g. eigenstructure assignment which will very 
often give a better result than using an optimal method 
as e.g. Xm optimization. Moreover, the filter order will 
not increase when an observer based approach is applied. 
However, when the observer based approach is applied in 
connection with design problem with more than two or 
three design conditions, the design of the observer gain 
gets very complicated. 
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