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Comparisons of H
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control for a laser scanner system
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Abstract: This paper describes tests performed on a laser scanner system to assess the feasibility of
H2 control and generalized predictive control design techniques in achieving a required performance
in a trajectory following problem. The two methods are compared with respect to achieved scan
times, tracking errors and overshooting. The results are illustrated on a simulation example.
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z1 , z2 output signals in the H2 1.2 The control requirements specification
formulation of the problem

The operation of the scanner consists of oscillatory move-h1 motor position (rad)
ments of the mirror, during which the optical informationh2 mirror position (rad)
is gathered through the use of a laser beam. For the pur-l parameter in the H

2
formulation

pose of this study, the optical part of the system is notof the problem, also a parameter
considered. This study concerns only the control of thein GPC formulation of the
rotation of the mirror. The control system requirementsproblem
can be illustrated as in Fig. 1. This figure presents a typicalr parameter in the H2 formulation
reference signal for the scanner system, the output fromof the problem
the scanner system, i.e. the mirror position and the pos-W

N
1
,N
2

matrix in the prediction equation
ition error. The scan period can be read directly from thex extended state of the scanner
graph as 0.02 s (the frequency is 50 Hz). The linear scan
time is defined as a fragment of the scan period in which
the tracking error lies within certain boundaries. If, for1 INTRODUCTION
example, the boundaries of tracking error (0.0005, 0.0025)
(rad) are considered (note that a steady state offset is1.1 Description of the scanner
accounted for), then the linear scan time is as depicted in

Performance improvements in scanning devices offer the Fig. 1. The purpose of the control system is then to make
opportunity to build cost-effective scanning systems that the mirror angular position follow the reference signal as
are simple, fast, accurate, compact and capable of appli- tightly as possible, especially within the linear scan time.
cations previously in the domain of other technologies. Therefore, the position error is to be minimized. For this
Traditional applications exist in the industrial, commer- particular study, the following parameters determine the
cial, medical, military, communications and entertain- performance of the system.
ment market. Newer applications are being introduced

Scan angle. This determines the maximum field of view(see reference [1]).
in object space. For contemporary designs theThe function of the frame scan system is to sweep an
resulting mirror motion for the frame scanner falls inoptical beam across a focal plane array detector such
the range of 5–9° of displacement. An additionalthat scene information can be gathered. This motion of
margin of 3° is required for imaging calibration targetsthe beam must meet system level interface requirements
(thermal references) on to the array sensor. Thus, thewith regard to aperture, speed and accuracy.
rotational range of the frame scanner must provideA galvanometric scanner is a form of electric motor
12° of mechanical motion. The scan angle can be readin which the armature is restrained so that it can rotate
from the top part of Fig. 1 as changing fromonly through angles of ±30° or less. A plane mirror with
−0.11 rad (−6.3°) to 0.11 rad (6.3°).its surface parallel to the axis of rotation is rigidly

mounted on the projecting shaft of the armature. The Scan rate. In order to be compatible with existing dis-
armature, mirror and mirror mount are collectively play standards, it is preferred that the frame scanner
referred to as the rotor. operates at the frequency of 50 Hz (60 Hz in the

For speed and accuracy the scanning system ought to USA).
possess high torque and high torque–inertia ratio. To

Scan efficiency. This is directly related to the amountmeet these requirements, the scanning device designer
of time spent collecting scene information. Therefore,must address the intertwined design and construction of
the scan efficiency is defined as the ratio of linear scanthe torque motor, mirror, suspension and position
time to the scan period. In Fig. 1 the linear scan timeencoder.
can be read as 0.0146 s. When this is divided by theThe current moving-magnet scanners are built with
scan period of 0.02 s, it gives the scan efficiency of 73rare-earth magnets that generate a high torque without
per cent. For the shape of the reference signal defineddemagnetization. They are designed for rigidity and
in Fig. 1 the maximum achievable scan efficiencystructural integrity so that the scanner will not self-
would be 85 per cent. Typical requirements for a mini-destruct from fatigue. They also have the ability to dissi-
mum scan efficiency is 80 per cent in order to achievepate heat generated in the stator coil so that the unit will
the current system level performance specifications.not burn out. Thus, three critical design elements for a

modern scanner are the following: Velocity non-linearity. Linear operation of the frame
scanner is critical to maintaining the image quality. By(a) an accurate, thermally stable mirror position detec-

tor; reducing the scan velocity non-linearity to the level of
0.5 per cent a special non-linearity compensation is no(b) a rotor with highly rigid armature, bearings, mirror

and mirror mount; longer required. This can eliminate the dither noise in
the detectors and therefore improve significantly the(c) a stator drive coil with good thermal conductivity.
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Fig. 1 The scanner reference signal and control requirements

quality of images. The velocity non-linearity is not a first-order pole-zero compensator. The controller
provides a reasonable performance of the system but thedepicted in Fig. 1 as it has not been analysed in this

study. tracking error is very close to allowable limits and the
scan efficiency is only around 73 per cent. It is hoped
that the advanced control techniques will improve the
overall performance. When considering candidate

1.3 Motivation for advanced control strategies

The overall block diagram of the scanner system is pre- advanced controllers the following factors were taken
into consideration:sented in Fig. 2. The controller currently implemented is
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Fig. 2 The overall block diagram of the scanner system, MATRIXx representation

1. The scanner system is strongly non-linear. Moreover, cannot be presented due to its confidentiality. Therefore,
the available model, although very detailed, is only a only the general structure of the model is outlined in this
medium-fidelity approximation of the real scanner paper. In particular, the non-linear effects of profile and
system. Therefore the control strategy must be robust cogging and the friction model are deliberately omitted.
with respect to non-linearities and unmodelled effects. However, the reader is referred to references [3] and [4]
H

2
could therefore be a promising strategy [2]. for the general principles of modelling mechanical

2. The reference signal for the scanner system is known systems with friction. Figure 2 shows the overall block
and will not change in the future. Therefore, if this diagram of the scanner system. The system consists of
knowledge is included into the controller design, an the following:
improvement in performance can be expected. This

(a) the reference signal generator (Ramp_Generator),suggests immediately model-based predictive control.
where the reference signal is as depicted in Fig. 1Moreover, the predictive control has been applied
(first row);successfully to similar types of problem (J. Richalet,

(b) a Digital_Controller which currently is a first-orderADERSA, Paris, 1996, personal communication).
pole-zero compensator and is to be replaced by
advanced control algorithms;

2 Modelling the scanner (c) a Position_Sensor which is a device that detects the
mirror position and converts it into the electrical2.1 Main parts of the scanner system
signal supplied to the controller;

(d) the Scanner_Dynamics block which incorporatesA detailed non-linear model of the laser scanner has been
developed at Barr and Stroud Limited. This model the dynamic model of the scanner.
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The scanner dynamics block is presented in more Te= impfKt−cg (3)
detail in Fig. 3. It consists of the following:

Two coefficients in the torque equation represent non-
(a) a Power_Amplifier block which includes the linear linear effects in the actuator. These are the profile pf and

amplifier acting on the difference between the cur- cogging cg . Both the profile and the cogging are func-
rent demand from the controller and the actual tions of the motor position. L, R, Kb and Kt are constant
motor current; the amplifier interface block limits parameters.
the controller signal; The load block represents a second-order dynamics of

(b) the Mechanism which is the main part of the model the motor given by
and consists of the Actuator and the representation
for the Scanner_Load, as seen in Fig. 4.

ḧ1=
To−Tt

J1
(4)

The inputs to the Actuator are the motor command
signal Vm from the Power_Amplifier, the motor position and the second-order dynamics of the mirror given by
h1 (rad/s) and the motor speed ḣ1 . The motor current im
is described by the first-order transfer function:

ḧ2=
Tt
J2

(5)
im=(sL+R)−1 DV (1)

These two are linked by the torsional effect equation:where DV represents the voltage supplied to the motor
and is described by the equation Tt=Kt(h1−h2) (6)
DV=Vm− ḣ1pfKb (2)

where h1 is the motor angle (rad), h2 is the mirror angle
(rad), and J1 and J2 represent the motor and the mirrorIn equation (2), Vm is the motor command (the signal

from the power amplifier). moments of inertia (kg m2) respectively. The output
torque To is a non-linear function of the electric torqueFinally, the electric torque, which is the output of the

Actuator and the input to the Scanner_Load is expressed Te and the friction. Friction and stiction are both
included in the friction model.by the equation

Fig. 3 The scanner dynamics
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Fig. 4 The scanner mechanism

3 ADVANCED CONTROLLER DESIGN AND
COMPARISONS

3.1 Existing compensator

The pole-zero compensator currently implemented in the
scanner system is a first-order digital controller described

Fig. 5 The H
2

standard problemby the equation

the reciprocals of the desired loop shapes. In the optimiz-u
t
=(b1z−b2)−1(a1z−a2)(r

t
−y

t
) (7)

ation then the required loop shape is obtained by equal-
where u

t
is the control signal (current demand), i.e. izing the combination of the plant and the weightings.

the output signal from the Digital_Controller in Fig. 2), Furthermore, in a typical H
2

design, G(s) will include
r
t

is the reference signal, i.e. the output signal from uncertainty models, noise models and disturbance
the Ramp_Generator in Fig. 2, and y

t
is the position models. w can be interpreted as an undesired exogenous

feedback signal, i.e. the output signal from the signal, u is the control action, y contains the measure-
Position_Sensor in Fig. 2. The controller works with a ments and z is an error signal that should be kept as
sampling frequency of 16 kHz. small as possible.

Once a standard problem in the form of Fig. 5 is
defined, the controller K(s) is computed using H

2
optim-

3.2 H
2

control ization. H2 optimization amounts to the solution of two
algebraic Riccati equations [5]. The optimization will3.2.1 Introduction to H

2
control theory

typically include a linear search by introducing a scalar
parameter in the weightings. For a thorough introduc-The design of H

2
controllers is based on an optimization

tion to H
2

theory including the recipes for setting upwhich gives an equalized frequency response. Of course,
standard problems, see reference [2].equalizing is not a desirable closed-loop property of a

The approach taken for the scanner system was acontrol system. The remedy which makes an equalizing
two-degrees of freedom (TDOF) design formulated inoptimization useful and powerful in control design is
a standard problem set-up as a tracking problem with aknown as the standard problem concept.
reference model. Descriptions of TDOF designs can beIn the standard problem, depicted in Fig. 5, G(s) is an
found in numerous references (see, for example, refer-abstract transfer matrix with two vector inputs w and u
ences [6 ] and [7]).and two vector outputs z and y. G(s) will typically con-

tain the plant model, but it will never be just the plant 3.2.2 Reformulating the design specifications
model. The actual contents of G(s) depend heavily on
the type of control problem which H

2
optimization is Since H

2
is in essence a frequency domain technique,

time domain specifications have to be recast as frequencyapplied to. It will always contain weightings, which are
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Fig. 6 TDOF architecture: K1 is the feedforward controller
and K2 is the feedback controller

domain specifications. In the present case, this meant
that the L2 specification for the tracking error had to
be transformed into a bandwidth specification for the
transfer function from reference signal to tracking error. Fig. 7 Standard problem set-up
There is no one-to-one correspondence between L2 and
bandwidth specifications, but a reasonable approach is
to apply Fourier analysis to the reference signal and to

1. The most important weighting was of course the ref-require the bandwidth to include at least those harmon-
erence model, which is also well justified since theics that have amplitudes larger than or comparable with
reference signal was known in advance. For the archi-the maximally allowable error amplitude. In the present
tecture selected, it could also be relevant to havecase, the bandwidth required using this approach was
weightings representing actuator and sensor models,1000 rad/s. This method turned out to work quite well
and possibly a noise model. However, these effectsfor the scanner design.
seemed to play minor roles; therefore only the refer-
ence weighting was included in the final design in3.2.3 H

2
controller architecture

order to keep the controller order down.
The laser scanner model was characterized by the follow- 2. When introducing a weighting in front of the physical
ing properties: strong non-linearities, dominant oscillat- reference signal, the generating signal w1 for the refer-
ory unstable modes and an infinite zero structure. This ence signal becomes the exogenous input. In addition
calls for stability and performance issues to be addressed to this signal, two fictitious noise signals w2 and w3independently in order for the design to be robust. For are added to the two measurement signals in order
this reason a TDOF architecture was chosen with a to prevent too large observer gains.
feedforward and a feedback block as shown in Fig. 6. 3. The output to be controlled is the difference between

The purpose of the feedback controller is to stabilize the desired output and the actual output, i.e. the
the system and to provide as much bandwidth as is tracking error. In addition to this signal z1 a constant
allowed by the non-linear dynamics without introducing times the control signal u was introduced as the pen-
non-minimum phase zeros inside the bandwidth specifi- alty signal z2 to prohibit too large feedback gains.
cation, i.e. the feedback controller is not allowed to have The resulting standard problem is depicted in Fig. 7.
unstable poles less than 1000 rad/s. The purpose of the
feedforward controller is to provide the remaining band- The weighting function had to be chosen as a low-
width by amplifying fast components of the reference pass filter with roll-off at 1000 rad/s. However, since the
signal. The application of H

2
control synthesis in itself controller had to be implemented as a sampled data con-

does not guarantee robustness. Robustness in general is troller with a sampling frequency of 100 000 rad/s, care
obtained only if designed for and can be achieved using had to be taken that the control gain would not be
techniques other than H

2
. In this case study, for com- extremely high at that sampling frequency. This meant

parison with the other methods, it was chosen not to that the weighting function had to roll off at least with
make a robust design. In fact, the final design turned 60 dB/decade, since the scanner system itself had a
out to be reasonably robust with respect to parametric pole excess of five. Eventually, these considerations led
uncertainties, but that was related more to the zero struc- to the selection of the weighting as a third-order Bessel
ture of the plant than to the applied methods (parameter filter with a Bessel angular frequency equal to 1000 rad/s.
robustness is easier to obtain for a plant having no The transfer function in Fig. 7 from w=(w1 w2 w3)T to
finite zeros). z=(z1 z2)T is a linear fractional transformation with

respect to the controller:
3.2.4 H

2
standard problem set-up and weight selection

To derive a standard problem set-up from the architec- u(s)= [K1(s) K2(s)] Ay1
y2
B (8)

ture in Fig. 6, the following are required:

1. Weightings should be introduced. where K1(s) is the feedforward controller and K2(s) is
the feedback controller in the following open-loop stan-2. ‘Disturbance’ signals must be defined.

3. ‘To-be-controlled’ outputs must be identified. dard problem configuration:
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bound the resulting controller order. The toolboxA ẋ

ẋ
W
B=AA 0

0 A
W
B A x

x
W
B methods will always generate controllers with the order

of the plant plus that of the weightings. Low controller
orders are a basic virtue for engineering design.

+A 0 0 0

B
W

0 0B Aw1
w2
w3
B+AB

0B u However, in the present case study this aspect was not
so much required from an implementational point of
view, but rather because the simulation tools could not
handle high-order controllers. As an example, using theAz1

z2
B=AC −C

W
0 0 B A x

x
W
B built-in conversion from state space to transfer function

representations in MATRIXx meant a qualitative
change to the outcome of the simulation, i.e. a change+A−D

W
0 0

0 0 0B Aw1
w2
w3
B+AD

rIB u
from stability to instability, in spite of the fact that the
very same controller was applied.

The next issue addressed was discretization, since theAy1
y2
B=A0 C

W
C 0 B A x

x
W
B controller would be implemented in a sampled-data real-

ization. Again the built-in default did not work very well.
In both MATLAB and MATRIXx, the default choice is

+AD
W

lI 0

0 0 lIB Aw1
w2
w3
B+A0

DB u the Tustin approximation. For the H2 controller the
Tustin approximation worked at low frequencies only.

(9) This meant that the resulting controller was not even
stabilizing. Instead, after some trials, the discretizationHere,
was carried out using the prewarp algorithm, which is
based on a bilinear transform, using one-fifth of the sam-G(s)=AA B

C DB and W(s)=AA
W

B
W

C
W

D
W
B pling frequency for the prewarp.

Following this algorithm, an H
2

controller was
are the plant and weighting transfer functions respect- derived which worked quite well for the linearized
ively, while r and l are scalar parameters with the dual model. The error signal, i.e. the difference between the
purpose of regularizing the plant as required for toolbox command signal and the output of the linearized model
computations and of controlling filtering and feedback using the sampled-data TDOF H2 controller, is shown
gains as mentioned above. in Fig. 8.

When this TDOF controller was applied to the non-3.2.5 Computing the H
2

controller
linear model, it did not work very well. It managed to
stabilize the non-linear model, but it had a very poorTwo commercial toolboxes offer H

2
optimization,

namely the Robust Control Toolbox and the m-tools performance. From the simulations it was very clear
what happened; each time that the mirror turned itstoolbox. Both toolboxes are available for both MATLAB

and for MATRIXx. direction, it became stuck because of the static friction.
The solution was obvious as well; the low-frequencyNeither of these two toolboxes was useful without

some customization. Entering the data in the model gains had to be increased. However, this could not easily
be built into the design procedure. An inverting-the-described in Section 2 directly did not result in any

controllers. The reason for this was that both tool- plant procedure, which would yield the largest gain pro-
ducable by the toolbox, would still be a factor of 103boxes regarded the system to be non-stabilizable for

numerical reasons whereas, on closer examination, the too low. Introducing a robust stability/nominal perform-
ance (mixed sensitivity) concept would actually havemodel really turned out to be controllable for struc-

tural reasons. The reason for these problems was not made everything worse (smaller low-frequency gains).
On the other hand, trying to work with alternative lin-obvious since the model seemed quite ‘innocent’. A

partial explanation is probably that the system had a earized models obtained by linearizing near the stiction
phenomena would also not work, since the high-strongly non-collocated actuator–sensor structure.

This tends to generate systems with very ill-con- frequency components would disappear.
An ad hoc approach was taken by introducing theditioned controllability matrices.

As a means of overcoming these numerical problems, low-frequency high gains manually, simply by adding
a first-order high-gain low-pass transfer function toa numerically balanced version of the model was com-

puted. However, since the built-in balancing tools broke the feedback part of the controller. This immediately
overcame the problem, and the design specificationsdown (because the system was not well balanced) an ad

hoc procedure was established, on the basis of geometric were met in the first iteration. The result of this design
can be seen in Fig. 9, which compares the resultingmethods (the details are omitted due to space limi-

tations). This balanced model was further reduced from error from the existing pole-zero compensator with the
TDOF H

2
controller. Note that the error from thea fifth-order model to a fourth-order model in order to
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Fig. 8 TDOF H2 controller for the linearized model. The vertical axis shows the tracking error in radians
and the horizontal axis the time in seconds

controller does not have high-frequency oscillations. 3.3 Generalized predictive control
If the boundaries of the allowable tracking error are

3.3.1 Introduction to the algorithmset as (0.0005, 0.001) (rad), the actual tracking error
stays well within the boundaries during 85 per cent of The design of predictive control algorithm requires some
each period. The resulting controller was of the same initial manipulations on the scanner system model.
order as the standard problem, i.e. its state space has Firstly, the existing non-linear model of the scanner must
5−1=4 dimensions from the reduced order model, be linearized around the operating point. This has been
three dimensions from the Bessel filter, one dimension performed using a standard MATRIXx function.
from the first-order low-pass gain; therefore the total Secondly, the resulting model, which is expressed in con-
controller order was eight. With some effort this could tinuous time, must be discretized, as the generalized pre-

dictive controller utilizes a discrete time model. Severalbe reduced a little, but not substantially.
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Fig. 9 TDOF H2 controller for the non-linear model. The vertical axis shows the tracking error in radians
and the horizontal axis the time in seconds

methods of discretization are available in MATRIXx. non-linear effects of profile and cogging, and therefore
the Tustin method is consistent with other operationsSome of these, e.g. the impulse invariant transform-

ation, lead to numerical difficulties in the subsequent performed on discrete superblocks within the package.
However, the generalized predictive control (GPC )controller design. Finally, the trapezoidal (Tustin)

method was selected as one of the simplest which will algorithm must be modified to handle this situation.
After linearization and discretization the system con-do the job. When applying the Tustin discretization,

due to its trapezoidal character, the resulting discrete sidered is described by linear discrete time state space
equations in the formtime model usually has direct-through terms, i.e.

algebraic connections between input and output sig-
x
t+1=Ax

t
+Bu

tnals. Some of the complex dynamic blocks
(superblocks) in the scanner model do exhibit direct- y

t
=Cx

t
+Du

t
(10)through terms, mainly due to the representation of
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where G
N
1
,N
2

x
t
=vector of state variables

u
t
=vector of inputs which are manipulated control

=AC̃ÃN
1
−1B̃ C̃ÃN

1
B̃

C̃ÃN
1
−2B̃ C̃ÃN

1
−1B̃ 0

e e
C̃ÃN

2
−1B̃ C̃ÃN

2
−2B̃ ·· · C̃ÃB̃ C̃BBsignals

y
t
=vector of output variables

A, B, C, D=constant matrices (D defines the direct
(20)

through terms)

In order to simplify the derivation of the optimal control
and to eliminate the direct-through terms it is mathemat- U

t,N
2

=A Du
t+1

Du
t+2
e

Du
t+N

2

B (21)
ically convenient to rearrange the state equations (10),
by extending the state vector to include the control sig-
nals as follows: In addition, it should be noted that the signals Du

t+j are
in fact the changes in the control signal [see equationx

t+1=Ãx
t
+B̃ Du

t+1 (11)
(14)]. Therefore, it is justified to assume that the signal
Du

t+j will become zero after a few sampling intervalsy
t
=C̃x

t
(12)

into the future, i.e. no changes in the control signal are
where envisaged in the remote future. The non-zero control

actions can be combined in a vector:

x
t
=Ax

t
u
t
B (13)

U
t,Nu

=ADu
t+1

Du
t+2
e

Du
t+Nu

B (22)Du
t+1=u

t+1−u
t

(14)

Ã=AA B

0 IB, B̃=A0

IB , C̃=(C D) (15)
As seen from the above equations, the dimensions of
the G

N
1
,N
2

matrix are reduced by setting a control hor-
Having obtained the extended state equations of the izon N

u
<N2 . After N

u
steps into the future the control

system, the derivation of the generalized predictive increment is set to zero. Thus the last N2−N
u

rows of
controller can be performed as in a standard case. The G

N
1
,N
2

may be deleted, since in this case they make no
k-step-ahead output prediction becomes contribution to the output prediction. N

u
represents a

tuning parameter in GPC, which may be used to shape
y
t+k=C̃x

t+k the control performance and to stabilize non-minimum
phase or unstable plants.

=C̃Ãkx
t
+ ∑

k

j=1
C̃Ãk−jB̃ Du

t+j (16) The performance index is then defined as follows:

If the prediction is performed for different time horizons J
t
= ∑

N
2

j=N
1

(y
t+j−r

t+j)2+l ∑
Nu

j=1
Du

t+j (23)
(from N1 to N2), the result may be collected in a block
vector Y

t,N
1
,N
2

: When the system variables are unconstrained there exists
an analytical solution of the problem [8]. Substituting
equation (18) and minimizing with respect to U

t,Nu
yields

U opt
t,Nu

=(GT
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,N
2
,Nu

G
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,Nu
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t+N

1
+1

e
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t+N

2
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×(R
t,N

−W
N
1
,N
2

Ãx
t
) (24)

where
Consequently, the prediction equations, when k changes

R
t,N
=vector of the future values of the reference signalfrom N1 to N2 can be written in a vector form as follows:

Because a receding horizon strategy is employed, only
Y
t,N
1
,N
2

=W
N
1
,N
2

x
t
+G

N
1
,N
2

U
t,N
2

(18) the first element of the predicted optimal controls vector
U
t,Nu

is actually applied to the system. At each samplingwhere
instance, new measurement information becomes avail-
able and U

t,Nu
is updated according to equations (11)

and (24). If the future reference signal matches exactly
the predicted free response summed with a known futureW

N
1
,N
2

=A C̃ÃN
1

C̃ÃN
1
+1

e
C̃ÃN

2
B (19)

disturbance component, then the current control
increment will be zero.
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Fig. 10 Comparison of scanning errors for a generalized predictive controller (GPC) with a linear scanner
model, for a pole-zero compensator (PZC ) with a linear scanner model and for a GPC with a non-
linear scanner model. The vertical axis shows the tracking error in radians and the horizontal axis
the time in seconds

3.3.2 Implementation of GPC presented in this paper is capable of stabilizing an
unstable scanner model. This is not an obvious feature

The algorithm described in the previous section has been of all predictive controllers.
tested on the non-linear scanner model. This appeared Secondly, an interesting feature of the analysed model
to be a difficult task. is that it requires a vigorous control action for stabiliz-

Firstly, the linearized version of the scanner model, ation. Even a minimal costing on control signals in the
which has been utilized in the predictive control design performance index causes instability of the whole system.
is unstable. The predictive controller must stabilize the Thirdly, a large increase in the output tracking horizon

is not beneficial to the system performance. This is prob-system. Note that the generalized predictive controller
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Fig. 11 The cascade structure for predictive control

ably because the second part of the reference signal, the the tuning parameters which were selected as optimal in
the linear case were no longer satisfactory. Somemirror return part, is very fast and therefore difficult to

follow. In fact, a tight tracking of the reference is not additional tuning was required to improve the perform-
ance. The new settings for the controller were N1=1,required for this part. Nevertheless, GPC tries to mini-

mize the error also for the mirror return part of the N2=20, N
u
=2 and l=0.

However, even after this additional tuning, the per-reference signal. This can be detrimental to the overall
performance, especially for long tracking horizons. formance achieved was not entirely satisfactory.

Replacing the existing pole-zero compensator with aThe tuning parameters for the generalized predictive
controller have been selected, taking into account the generalized predictive controller resulted in much

smaller overshoots at the beginning and at the end ofabove considerations. The best results were achieved for
the following settings (the sampling frequency is the scanning period. However, the error during the rest

of the scanning period was not better than with the pole-16 kHz): N1=1, N2=12, N
u
=1 and l=0. The results

of applying GPC to the linear scanner model are shown zero compensator (see Fig. 10).
Another approach tried in this implementation experi-in Fig. 10. In comparison with the pole-zero compen-

sator applied to the same linear model, the generalized ment was to leave the existing pole-zero compensator
and to apply a generalized predictive controller in anpredictive controller performs much better. The over-

shoot is eliminated and the error signal remains constant outer loop, providing set point value for the pole-zero
compensator (cascade control, as depicted in Fig. 11).for almost the whole time of the forward movement of

the mirror. However, when the same generalized predic- This approach is justified by the fact that the pole-zero
compensator provides stabilization of the scannertive controller was used with the non-linear scanner

model the performance deteriorated significantly. In fact, system. Then the role of GPC would be to optimize the
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Fig. 12 Comparison of scanning errors for a pole-zero compensator (PZC), for a generalized predictive
controller (GPC ) and for a cascade of a pole-zero compensator (PZC) and for a GPC, all applied
to the non-linear scanner model. The vertical axis shows the tracking error in radians and the
horizontal axis the time in seconds

performance. For this exercise the scanner and the pole- The results of the above-described experiments are
depicted in Fig. 12. It is easy to see that the last of thezero compensator, in a closed loop, were linearized and

discretized together and the resulting model was used in described approaches provides a superior performance
of the system. In both cases of implementation of GPC,the GPC design. Of course, the linear model used for

design would be different from before. In particular, the the immediate result was the elimination of overshoots
at the beginning and at the end of the scanning period.pole-zero compensator will increase the overall order of

the model dynamics by one. The following settings were This of course can help to improve the scan efficiency.
However, it was difficult to achieve a noticeableselected for GPC parameters: N1=1, N2=15, N

u
=1

and l=0. reduction in the scanning error. To obtain better results

I05799 © IMechE 2000Proc Instn Mech Engrs Vol 214 Part I



297COMPARISONS OF H
2

CONTROL AND GENERALIZED PREDICTIVE CONTROL

it would probably be necessary to return to the modelling ACKNOWLEDGEMENTS
exercise and to construct a more exact linear model of
the scanner. This paper was originated by a case study project real-

ized by Advanced Control Technology Club, Glasgow
for Barr and Stroud Limited.
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