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Accommodation of Repetitive Sensor Faults—
Applied to Surface Faults on Compact Discs

Peter F. Odgaard, Member, IEEE, Jakob Stoustrup, Senior Member, IEEE, Palle Andersen, and Enrique Vidal

Abstract—Surface defects such as scratches and fingerprints
on compact discs (CDs) can cause CD players to lose focus and
tracking on the discs. A scheme for handling these defects has
previously been proposed. In this brief, adaptive and predictive
versions of this scheme are developed. The adaptive scheme can
be used to adapt the accommodation to specific surface defects
on specific discs, while the predictive scheme can be used to jump
between tracks with surface defects on the disc. Sufficient and
necessary stability conditions for the proposed accommodation
schemes are derived as well. Performance of the accommodation
scheme is discussed. Both proposed methods show their potentials
through simulations with a CD player playing a CD with a surface
defect (scratch).

Index Terms—Adaptive control, compact disc (CD) players, fault
tolerant control, predictive control, surface defects.

I. INTRODUCTION

FEEDBACK control is used to position the optical pick-up
in the compact disc (CD)-player such that it is focused and

radially tracked. A number of different control strategies have
been applied to the CD problem. Some examples are: the first
application of a -controller used in a CD player was reported
in [1], which was based on DK-iterations. An adaptive repeti-
tive method was suggested in [2]. Reference [3] improves on the
repetitive control scheme for reaction to the repetitive reference.
The surface defects like scratches and finger prints often cause
problems for the positioning controllers. The defects introduce
faulty components in the position measurements, this leads to
possible losses of focus and tracking. In [4] and [5], an accom-
modation scheme is presented which approximates the surface
defect components and subsequently removes the faulty compo-
nent at the next defect encounter by subtracting the approxima-
tion of the faulty component. The variation from one encounter
of the surface defect to the next encounter is negligible, whereas
the faults develop slowly over hundreds of defect encounters.

Since this defect accommodation scheme, previously de-
noted feature-based control scheme, uses a precomputed
approximating basis of the surface defects for computing the
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approximation of the defect component, it could encounter
problems if the scheme meets a defect not well supported by
this approximating basis. Consequently, it would be better to
adapt the approximating basis to the faults which are actually
met. In [6], such an adaptive version of the scheme handling
the surface defect/sensor fault problem on a CD-player is
presented. In this brief, this adaptive method is presented and
improved. A predictive version of the scheme is proposed for
handling jumping among tracks where surface defects are prob-
lematic. Stability and performance of the schemes are analyzed
resulting in a number of stability criteria for the scheme, and
a method for performance analysis of the accommodation.
The developed adaptive and predictive schemes are applied to
the application. These simulations show the potential of these
accommodation schemes.

In Section II, the CD player and the problem of the surface
defects are described. In Section III, the previously devel-
oped accommodation scheme called feature-based control is
described. This leads to an adaptive version of the repetitive
sensor defect accommodation scheme in Section IV. Deter-
ministically propagating repetitive surface defects are dealt
with in Section V. In Section VI, three stability criteria for the
accommodation methods are derived, as well as formula for
performance analysis. In Section VII, the proposed schemes
are applied to the CD player playing discs with surface defects.
Finally, in Section VIII, a conclusion is drawn.

II. DESCRIPTION OF THE CD PLAYER AND THE PROBLEM

The CD player has two interesting control loops which are
used for positioning of the optical pick-up relative to the in-
formation track storing the information of the CD. These two
controls called focus and radial tracking, have linear electro-
magnetic actuators which are designed to be orthogonal to each
other. The two directions are illustrated in Fig. 1. Fig. 1 shows
the movement directions of the OPU enabling the positioning
of the OPU correctly on the track. The optical pick-up gener-
ates two sensor signals which are approximations of the posi-
tion errors in the focus and radial direction. More information
concerning the CD player is given in [7] and [8]. Surface de-
fects such as scratches and fingerprints introduce faulty compo-
nents on these position measurements which can lead to loss of
focus and tracking of the pick-up. The frequency content of the
surface faults is partly in the region of the disturbances as well
as the measurement noises, i.e., these surface faults are, conse-
quently, handled as sensor faults.

In addition to the position estimate, the optical pick-up gen-
erates a pair of residuals which can be used to detect the sur-
face defects, alternatively the residuals presented in [9] could
be used. The two control loops in the CD-player are decoupled
by construction, implying that the system can be examined as
two system-input system-output (SISO) systems. The focus and
radial models are very similar, they can both be modeled by
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Fig. 1. Focus error e is the distance from the focus point of the laser beam to
the reflection layer of the disc, the radial error is the distance from the center of
the laser beam to the center of the track.

Fig. 2. Illustration of the relation between the period of the repetition of the
fault �e denoted p and the length of the fault t .

second-order models (see [7], [8], [10], and [11]). A combined
discrete time model for both loops is expressed as

(1)

(2)

(3)

where is a vector of the discrete time states, is a vector
of the control signals to the system, is a vector of phys-
ical focus and radial positions, is a vector of the mea-
sured focus and radial positions, , and are the system
matrices. is a vector of disturbances. is a vector of
the measurement noise. is a vector of the repetitive sur-
face faults, which is zero in the defect free case. During a fault
the frequency content of might be partly in the frequency
region of and thereby in the region where low sensitivity
is required of the control loops. This means that these surface
defects cannot be viewed as being measurement noise. It is as-
sumed that does not change dramatically from encounter to
encounter. The interval, in which takes values significantly
larger than zero, called length of the fault, , is much smaller
than the time between defect encounters . This is illustrated in
Fig. 2. In addition, it is also assumed that , where
is the real part of the smallest closed-loop system eigenvalue.
The specific coefficients for the used model can be found in [5].
In regard of accommodating the surface defects, fault tolerant
control schemes are often used (see [12]).

III. DESCRIPTION OF THE PREVIOUS PROPOSED

ACCOMMODATION SCHEME

An overview of the previously proposed accommodation
scheme (see [4]) can be seen in Fig. 3. The plant represents the
controlled CD player, including disturbances, sensor defects,
and measurement noise, i.e., it is represented by (1)–(3).

The defect detector detects the occurrence of the defect, e.g.,
based on residuals generated by measurements and models. The
defect detector sets its output equal to 1 when a surface
defect is detected and zero elsewhere.

The defect approximator computes a block approximation of
the defect component at the most recent defect encounter which
can be used to accommodate the next defect encounter. The de-
fect component is approximated by a projection of the lifted
measurement block containing the defect onto an approximating
basis , i.e., , where is an
interval of the time series containing the defect. denotes
subsequently an operator projecting a time series block by the
projection matrix . is the approximating basis.

The defect accommodator uses the present defect approxima-
tion to correct the defect during its occurrence. This means that
during a defect, a cleaned measurement is computed by sub-
tracting the block approximation from the measurement. While
no defect is present the cleaned signal is equal to the measured
signal. The controller computes based on . Since the
defect component is removed from the measurement a nominal
controller can be used, which is designed for handling the defect
free situation.

A. Defect Approximation

The approximating basis used in the scheme can be achieved
in a number of ways. However, some requirements to the ap-
proximation can be stated by the following:

(4)

This will be fulfilled if

(5)

(6)

References [4] and [5] use a Karhunen–Loève approximation
of the defect component based on a data set of sampled de-
fects. This basis has the advantage that it represents the gen-
eral signal structure with a few basis vectors (see [13] and [14]).
This method will also be used here. An example on the approx-
imating properties of the Karhunen–Loève basis can be seen in
Fig. 4, where a vector (of length 256) containing a defect, noise,
and disturbances is approximated by the most and the four most
approximating Karhunen–Loève basis vectors. From Fig. 4 it
can be seen that these few basis vectors supports the general
signal trends, which is the defect component, and they do not
support the noises and disturbances in the signal.

1) Karhunen–Loève Basis: The Karhunen–Loève basis
has a desirable property in this context. It supports the gen-
eral signal trends in a matrix in which each column vector
is an occurrence of one of the signals. The remaining basis
vectors support the noise in the signals. This implies that if a
Karhunen–Loève basis is computed of a set of during dif-
ferent surface defects, a few most approximating basis vectors
will support the general trends in these signals, which can be
assumed to be the defect component, i.e., if a sequence is
subsequently projected onto these approximating basis vectors,
the defect component can be approximated (see [13] and [14]).

The Karhunen–Loève basis is computed based on . First of
all, it is assumed that the column vectors in have zero mean,
otherwise, a preliminary step might be introduced in order to
fulfill that assumption. The Karhunen–Loève basis which can
be defined as

(7)
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Fig. 3. Illustration of the defect accommodation scheme for accommodating repetitive surface defects (sensor faults), in which y [n] is the vector of the measured
error signals, f [n] is the vector of the fault detection signal indicating a detected defect or note, f [n] is a vector of the defects, f̂ [n] is the vector of the approxi-
mations of f [n], and the index n denotes the defect occurrence number. ŷ[n] is the vector of the corrected measurement from which the defect approximation has
been subtracted. u[n] is the vector of the control signal generated by the controller for controlling the plant. d[n] is a vector of the disturbances, n [n] is a vector
of the measurement noise.

Fig. 4. Illustration of the Karhunen–Loève approximation of the defect com-
ponent due to a scratch on a CD. f +n (defect and measurement noise of the
signals) which contains a typical scratch. The approximation is denoted with
f̂ . The first approximation is based on the most approximating coefficient. The
second approximation is based on the four most approximating coefficients.

is an orthonormal basis of eigenvectors of the matrix , or-
dered in such a way that is associated with the eigenvector

, and for . A matrix of the most approxi-
mating basis vectors can be defined as follows:

(8)

So in other words the Karhunen–Loève basis are the eigen-
vectors of the autocorrelation of . The eigenvalues of the
autocorrelation have the values of the variances of the related
Karhunen–Loève basis vectors. The approximating properties
of the Karhunen–Loève basis vectors are sorted in increasing
numerical order of their corresponding eigenvalues, which
means that if the basis consists of vectors the basis vector
is the most approximating basis vector.

Two practical problems arise with this chosen approximation
basis. The preliminary step in which measurements are made
zero mean is performed by subtracting the mean of each mea-
surement vector. Choosing the number of approximating bases
is challenging as well. In [4], it was found that the four most
approximating bases gave a good support for the surface defect
components and did not support the disturbances. Consequently,
the four most approximating bases vectors are used in this brief
as well.

IV. PROPOSED ADAPTIVE ACCOMMODATION METHOD

In Section III and in [4], the accommodation method was
presented assuming that an approximating basis of the defect
component can be precomputed. The set of all possible surface
defects is huge, meaning it would be practically impossible to
compute a basis supporting every possible surface defect. In ad-
dition, the defects develop slowly over a high number of encoun-
ters, i.e., an online adaptation of the basis would be beneficial.

In [6], the accommodation method is made adaptive by re-
computing the Karhunen–Loève basis after encounters of the
defect, just before the new approximation is computed. In order
to compute the basis a data matrix is formed consisting of histor-
ical encounters of defects. It is, however, important only to use
“open-loop” data for this basis computation. In order to achieve
this a Kalman estimator is used to estimate and eliminate the
system response to the control signal. In [9], such a Kalman
estimator is designed such that the position depending on the
control signals is estimated. The estimated position signal is de-
noted and computed using a Kalman estimator on the sig-
nals and . Now define a signal as

(9)

Define a vector of elements from containing the th defect
encounter as . The matrix of historical defect encounters
is denoted . This matrix is subsequently augmented with the
newest defect encounter

(10)
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The approximating Karhunen–Loève basis for the th defect en-
counter can subsequently be computed as the most approxi-
mating Karhunen–Loève basis vectors of . This basis update
step is included in the accommodation scheme (see [4]). The
update consists of removing dc components from the most re-
cent estimated defect encounter, and subsequently computing
the eigenvector of the matrix .

A. Algorithm of the Adaptive Scheme

The surface defect/adaptive repetitive sensor defect accom-
modation scheme can be presented as an algorithm as follows.

1) Detect the defect and locate its position in time, when the
defect is detected at sample . If this is the first
encounter of the defect jump to step 3), else continue to
step 2).

2) If , compute the cleaned signal estimation by
subtracting the defect approximation from the position
measurements

where is a counter used to locate the given sample relative
to the defect correction block.

3) When the defect has been passed, compute the samples
where the defect begins and ends, and compute the defect
length .

4) Recompute the approximating Karhunen–Loève basis,
. Update the data matrix to include the present

defect encounter. Then compute the most approximating
Karhunen–Loève basis vectors of .

5) Compute the defect correction block by:
, where is the interval of samples in which the

defect is present.

B. New Adaptive Method

Instead of storing , the general characteristics of the histor-
ical data is supported by the most approximating Karhunen-
Loève basis vectors and their corresponding eigenvalues. It can
be assumed that the remainder of Karhunen–Loève basis vectors
supports noise and disturbances in the data vectors. This means
that in order to compute the most approximating basis vectors
of , it can be approximated as

(11)

where is the most approximating Karhunen–Loève basis
vector, is the corresponding eigenvalue, is the th most
approximating Karhunen–Loève basis vector, and is the
corresponding eigenvalue. The adaptiveness of the new basis
can be controlled by introducing an updating factor, as used in
iterative system identification (see [15]). The introduction of an
updating factor, would modify (11) and (12)

(12)

where . The optimal choice of depends on a bal-
ance of how fast a defect develops and how much any given
defect can vary from the known ones, not unlike the way an ob-
server balances process and measurement noise.

Subsequently, the approximating Karhunen–Loève basis is
computed of . This means that the only step in the algorithm
which is altered is step 4), where is approximated by (12).

V. PREDICTIVE ACCOMMODATION METHOD

The previously mentioned accommodation schemes require a
model of the present defect. The adaptive scheme can be used to
adapt to a surface defect as it evolves through the tracks. How-
ever, if one would like the CD player to jump to another track,
this might be problematic if a surface defect has grown large at
that track. By using deterministic propagation it might be pos-
sible to model the propagation of the defect. This model can be
used in order to predict how the defect would propagate in the
next encounter or number of encounters. Using this propagation
model jumping between track with defects is made possible.

Define a function approximating the surface defect at en-
counter for and at encounter for

. This means the prediction of encounter based on
encounter , should be close to the approximation of encounter

. A simple way to predict the surface defect at encounter
is to scale the approximation of encounter in time and

amplitude

(13)

where is an amplitude scaling coefficient, and is the time
scaling coefficient. The length of the scratch of the different
encounters is computed by the detection algorithm. Denote
as the length of the defect at encounter . It is clear that

(14)

due to the small variations from encounter to encounter it can
be assumed that

(15)

The amplitude scaling coefficient can be predicted in the same
way

(16)

A. Algorithm

1) Detect the defect and locate its position in time, when the
defect is detected at sample .

2) If

where is a counter used to position the correction in rela-
tion to the actual defect.

3) Compute the focus approximating function by:
, and the radial approxi-

mating function by: .
4) Check stability using Lemma 2. If the system is stable use

the newly computed approximating basis, if not use the
latest computed stable basis.

5) Compute and by (15) and (16), respectively.
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Fig. 5. Illustration of the closed-loop with the feature-based correction P at
encounter q, for the nonadaptive feature-based control scheme P = P and
time invariant. K is the controller, and CD is the CD player. � is the unit
revolution delay. u is a vector of the control signals, y is a vector of focus and
radial distances, f is a vector of faulty sensor components due to the surface
defect, f̂ is a vector of the estimates of the faulty sensor components due to
the surface defect. y is a vector of the measured distance signals and n is a
vector of the measurement noises.

Fig. 6. Closed-loop of the feature-based control system.

6) Compute the focus defect correction block by:
, and the radial defect correction block by:

.

VI. STABILITY AND PERFORMANCE OF THE METHODS

The proposed schemes for accommodating these repetitive
defects can, under certain conditions, destabilize the closed-
loop system. In this section, stability criteria for the closed-loop
system are derived.

A. Stability of the Schemes

In [4], a necessary and sufficient condition for stability of
the closed-loop system is given, assuming that system gain is
not changed by the defect, the defect component approximation
block is synchronized with the defect component, and that the
system response on the defect component has died out before the
next defect encounter. The system can be represented by Fig. 5.

Fig. 5 illustrates the feature-based control scheme. This can
be transformed to Fig. 6, where denotes the complementary
sensitivity of the nominal servo system, and is a delay of one
defect occurrence (see Fig. 6).

The lifted can be computed by

(17)

and the lifted representation of the complementary sensitivity is

...
...

. . .
(18)

where is a time series of samples of
the impulse response of . By lifting the system illustrated in
Fig. 6, one gets a set of discrete difference equations of the form

(19)

where . These definitions make it possible to for-
mulate Lemma 1, which states when the linear system is stable.

Lemma 1: The scheme for accommodating repetitive surface
defects defined by Fig. 5 is stable if and only if:

where is defined in (17) and is defined in (18).
Proof: Necessary and Sufficient Conditions: The stability

of the closed-loop system shown in Fig. 5 is equivalent to sta-
bility of the system in (19), which is a standard linear time in-
variant (LTI) discrete time system, from which the result fol-
lows, due to the standard Schur condition.

In order to analyze whether the assumption that system re-
sponse of the past defect encounter has died out before the next
defect is met, the attention should address the lifted comple-
mentary sensitivity . This situation can be analyzed by in-
troducing elements from the impulse response in an upper tri-
angular matrix. The distance in samples between two succes-
sive defect encounters is not known beforehand, consequently,
it is required to analyze every possible modified . Denote
the set of all possible altered complementary sensitivity matrix
with , and it is defined as in (20) shown at the bottom of the
page. The length of the analyzed defect response is denoted in
(20). It can subsequently be checked if the closed-loop system
is stable even though the system response on the defect is still
present at the next defect encounter. The stability of every ma-
trix in the set is checked using the criteria in Lemma 1. This
leads to Lemma 2.

Lemma 2: Assume that a second defect is encountered before
the previous defect response has died out. When the scheme for
accommodating repetitive sensor defects defined by Fig. 5 is
stable if and only if

for all

where is defined in (17) and is defined in (20).

...
. . .

...
...

. . .
...

(20)
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Proof: Necessary and Sufficient Conditions: Stability for
one is proven by Lemma 1. The system is consequently
stable even though the response of the past defect has not
died out before the next defect is encountered, if conditions of
Lemma 1 are fulfilled for all in .

The last stability issue to address here is the stability of the
adaptive scheme. In this situation, a new matrix is computed
at the th encounter. The closed-loop system can subsequently
be represented by

(21)

where .
Lemma 3: The adaptive feature-based control system defined

by Fig. 3, is stable if: .
Proof: Sufficient Conditions: The stability of the closed-

loop system shown in Fig. 5, which is equivalent to stability
of the system in (21), which is a linear time varying discrete
time system, from which the result follows, the system is stable
if . The system re-
sponse through will converge towards zero if the max-
imum singular value of is strictly less than one for all
, meaning that the system represented by is stable if

.

B. Performance of the Repetitive Sensor Defect
Accommodation Scheme

In [4], the performance of the proposed algorithm is analyzed
by analyzing how well the defect is approximated, and to what
degree the defect approximation only relies on the defect di-
rectly and not on the closed-loop response of the system and the
controller. In order to inspect the performance of the scheme it
is needed to take the closed loop into account, i.e., to determine
the influence from the closed loop on the approximation of the
surface defect. It was found that the approximation of the sur-
face defect at encounter 1 depends on the defect directly
and through the closed-loop sensitivity

(22)

where is the lifted sensitivity of the servo. Another impor-
tant issue to verify is whether the performance converges over a
number of defect encounters. In [4], the approximation is com-
puted for encounters and as well

(23)

and the same scheme is repeated again for computing the esti-
mate at encounter

(24)

The estimates of the these three encounters have now been com-
puted. This means that the influence from the closed loop can be
determined by computing the energy of over the energy of

, i.e.,

(25)

In order to analyze the performance under the changed condi-
tions, the respective , and need to be changed ac-
cording to the changed conditions like in the stability analysis.

The three signals in case of the adaptive scheme would be

(26)

(27)

(28)

The adapted estimates of the these three encounters have now
been computed. This means that the influence from the closed
loop can be determined by computing the energy of over
the energy of , i.e.,

(29)

1) Performance While Correction is Out-of-Synchroniza-
tion: The attention is subsequently turned to the performance
of the scheme if the defect correction is out of synchronization
with the real defect component. In order to analyze this perfor-
mance it is needed to extend the matrices used. The extended
complementary sensitivity is defined as

...
. . .

...
(30)

(31)

The projection matrix is expanded such that it passes the
signal through outside the correction area

(32)

Now define an extended defect vector which is out-of-synchro-
nization with samples

(33)

The performance of the approximation scheme can now be com-
puted for by

(34)

VII. EXPERIMENTAL RESULTS

The specific CD player is described in more details in [5],
where model parameters can be found as well. In this example,
the length of the approximation vectors in is 256, since typ-
ical surface defects are shorter than 256 samples, see [4], [5],
and [16]. The set of surface defects on CDs is a large set, where
some defects are more alike than others, these can be grouped
into subclasses of surface defects. In [16], a method is suggested
for classifying the surface defects into three different classes of
surface defects. The approximating bases are computed for each
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Fig. 7. Illustration of the focus loop performance depending on the number of
samples that the correction is out of synchronization.

of the classes and the approximating basis of the chosen class is
used in the following.

Based on the models and the controllers and the
Karhunen–Loève bases, it is possible to verify that

. The computed value in the focus case is 0.689 and
the computed value in the radial case is 0.499, i.e., it can be
concluded that the stability criteria is fulfilled for both servo
loops. The difference between the two values for each of the
control loops, is due to two factors. The first factor is how well
the defect is approximated, and the second is the amplification
of the system dynamics through the approximations.

In [5] and [4], the accommodation scheme is tested on the
modeled CD player playing a disc with a scratch in a class for
which the approximation base has been proven stable. These ex-
periments showed a dramatic improvement of the handling of
the surface defects. In [4], a successful synchronization scheme
for the accommodation was proposed. The importance of the
correctness of this synchronization is, in this brief, investigated
by using the method presented in Section VI-B1 The results can
be seen in Fig. 7. It can be seen that just a few samples out of
synchronization can deteriorate the performance with a factor
of five. This factor can actually deteriorate the systems defect
handling capability instead of improving it. It was as well veri-
fied that the defect response at one encounter could be assumed
to have died out before its next encounter.

1) Adaptive Scheme: The adaptive scheme is tested by
simulations, using a simulation model of a CD player playing
a CD with a surface defect (see [17]). In order to make the sim-
ulations challenging the variance of the defect from encounter to
encounter is increased with a factor of 3 compared to measured
defect variations. In the simulation model the surface defects are
generated based on statistics of measured defects transformed
by the approximating basis. In simulation, the basis vectors used
for the defect generation are modified such that the standard ap-
proximating basis is not a good representation anymore. The
factor is chosen to a value of 0.05. Surface defects like scratches
varies notably with approximately 50 encounters.

Fig. 8. Zoom on focus distance during the handling at the same defect in five
different ways. (a) In case of no correction. (b) Handled by the feature-based
control scheme. (c) Handled by the adaptive scheme after four encounters of the
defect. (d) Handled by the adaptive scheme after nine encounters of the defect.
(e) Standard industrial defect handling method.

The output of this simulation is illustrated by Fig. 8, which
shows five zooms on the system’s reaction on the defect, in five
different situations: no correction, the standard feature-based
control scheme, the adaptive feature-based control scheme after
four and nine defect encounters and the standard industrial
defect handling method. From this it can be seen that the
feature-based scheme improves the defect handling, and further
improvements are seen from the two curves representing the
adaptive scheme which is better than the industrial method.
The adaptive handling improves with the number of encoun-
ters. However, in the simulations the improvements seem to
converge at the ninth defect encounter. The plotted results
are chosen, since they are good representatives of a number
of different simulations of both focus and radial loops. It can
thereby be concluded that an adaptive feature-based control
scheme is an improvement of the feature-based scheme in terms
of CD players handling surface defects on the disk surface.
This means that the adaptive scheme is an improvement if the
defect is not well supported by the precomputed basis. In all the
simulations made of the adaptive feature-based control scheme,
the stability criterion has been fulfilled at all encounters.

2) Predictive Scheme: The predictive scheme can handle
situations, where the user requests the CD player to jump to an-
other “track” and a surface defect has grown large on this spe-
cific track. Using the prediction of defect development, jumps
can either be handled by taking the jump in smaller steps or
only one step and the defect at each step is predicted in order
to accommodate it. In the simulations, the defects are simu-
lated with increasing amplitude and time duration. The algo-
rithm responses are compared both for the focus and radial loops
and simulated accommodated by the adaptive and predictive
scheme.

A zoom of the focus responses can be seen in Fig. 9 and a
zoom of the radial responses can be seen in Fig. 10. In both plots,
the upper plots are the defect handled by the adaptive feature-
based control scheme and in the lower plot the defect is handled
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Fig. 9. Plot of the simulated e simulating the track jump. The upper plot shows
a zoom on the handling by the adaptive feature based control scheme, the lower
plot shows a zoom on the handling by the predictive scheme.

Fig. 10. Plot of the simulated e simulating the track jump situation. The upper
plot shows a zoom on the handling by the adaptive feature-based control scheme,
the lower plot shows a zoom on the handling by the predictive scheme.

by the predictive scheme proposed in this brief. From these plots
it can be seen that the predictive feature-based control scheme
handles these jumps better than the adaptive. This means that the
predictive version of the accommodation scheme can be used to
jump between tracks.

VIII. CONCLUSION

Accommodation of surface defects on CDs can be viewed
as dealing with repetitive sensor defects. A scheme for han-
dling these has previously been proposed. In this brief, adap-
tive and predictive versions of this scheme are developed. Both
use approximations of repetitive surface defects in order to re-
move these defects from the sensor signals when a surface de-
fect/sensor defect is located. The defect components are esti-
mated using a Karhunen–Loève basis. In the adaptive scheme

the approximating Karhunen–Loève basis is recomputed after
each defect encounter, and in the predictive scheme, determin-
istic propagation of the defect is taken into account. Sufficient
and necessary stability conditions for the proposed accommo-
dation scheme are derived as well. The proposed scheme is sub-
sequently applied to the example of CD players playing CDs
with scratches and other surface defects. Both the standard and
adaptive repetitive defect accommodation schemes show im-
provements compared with a standard industrial scheme. The
predictive defect accommodation scheme can be used to handle
jumps between tracks, where the final track contains a large sur-
face defect. The accommodation scheme can handle this by pre-
dicting the defect development and maybe using a number of in-
termediate steps in the jumping. All in all, this accommodation
scheme for handling repetitive sensor defects shows a large po-
tential for handling scratches and other surface defects on CDs
and other optical discs.
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