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Foreword

This volume contains a selection of essays based on a workshop “Control at Large
Scales: Energy Markets and Responsive Grids” held at the Institute for Mathematics
and its Applications from May 9–13, 2016 and organized by Sonja Glavaski, Ian
Hiskens, Sean Meyn, Tariq Samad, and Jakob Stoustrup. These papers provide a
landscape of the mathematical, financial and policy challenges that are present with
the design of an efficient, stable and resilient electrical grid. The workshop ran as
part of an annual thematic year organized by Fariba Fahroo, Tryphon Georgiou,
J.W. Helton, Anders Rantzer, Tariq Samad, Eduardo Sontag and Allen Tannenbaum
on Control Theory and its Applications that ran at the IMA during the 2015–2016
academic year. We would like to especially thank volume editors Ian Hisken, Sean
Meyn, Tariq Samad and Jakob Stroustrup. Finally, we acknowledge the National
Science Foundation for its support of the IMA.

Minneapolis, MN, USA Daniel Spirn
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Introduction

The electric power infrastructure in any large region amounts to a system of
systems—dynamically interconnected domains with communication, computation,
and control functions at multiple temporal and spatial scales. The control loops
that regulate electricity exist alongside electricity markets that introduce their own
dynamics as they encourage generators to come on-line, or take a break from
operations. The grid today is remarkably reliable, given its inherent complexity and
uncertainty.

However, a tremendous transformation of the power grid is under way across
the globe. The movement towards a so-called smart grid has been driven by many
different players in industry and by societal pressure—people are concerned about
the future of the planet, and in particular the impact of global warming. A truly smart
transformation of the grid will bring about many societal benefits, including a reduc-
tion in pollution and greenhouse gases, reduced capital and operational expenses,
and improved energy security. To ensure that our electricity supply remains reliable
requires careful consideration of control strategies, communications, and market
design.

In the future, as is true today, the ultimate challenge is to control generation,
transmission, distribution, storage, and consumption of electricity. Consumers,
markets, and regulators are also participants and stakeholders, and the multiple roles
and interrelationships may exacerbate the challenge in the absence of appropriate
market rules and control designs. Quoting one of the closing statements of the
first chapter: In order to sustain such a drastic and rapid change, new control
paradigms have to be developed moving the grid to a flexible, cooperative structure
providing survivability of the system. This cannot be achieved without revisiting
traditional reliability criteria and adding such new concepts as resilience, robustness
and flexibility.

The editors of this volume organized the IMA workshop on Control at Large
Scales: Energy Markets and Responsive Grids in May, 2016, as part of the year-
long IMA program on Control Theory and its Applications, held at the University of
Minnesota. The goal of the workshop was to bring together experts and newcomers
interested in all aspects of the challenges facing the creation of a more sustainable
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viii Introduction

electricity infrastructure. Included in the meeting were experts in distributed control,
stochastic control, stability theory, economics, policy, and financial mathematics, as
well as in all aspects of power system operation.

This monograph consists of selected essays by participants in the workshop on
the challenges we face today and in the future, along with potential solutions. All
contributions were subjected to a peer-review process, with significant revisions in
many cases.

The chapters are loosely organized according to theme, beginning with a survey
from three authors from ISO New England. The next few chapters consider several
significant challenges in the domain of market design. A theme in these chapters
is the question of incentives for innovation in markets with significant risk on
many time scales, and where assets may cost billions of dollars. These chapters
are followed by chapters on optimization and distributed control, and the book
concludes with articles addressing resilience and vulnerability.

Large-scale renewable generation, distributed energy resources, integration of
supply-side and demand-side management, and dynamic markets herald a revolu-
tionary change in power systems. The associated challenges are daunting and will
require multidisciplinary approaches. With the breadth and depth of expertise it
encapsulates, we are hopeful that this volume will contribute towards the envisioned
future for serving humanity’s energy needs.

We are grateful to our authors for their patience with the review process and other,
less excusable, delays. The workshop itself was a hive of discussion and debate
and all participants deserve our thanks as well. As with all IMA workshops, the
arrangements were excellent and allowed the organizers to dedicate their attention
to the workshop technical program. We would like to thank Fadil Santosa, the IMA
Director, in particular for his support and encouragement. Finally, it has been a
pleasure to work with the Springer team: Achi Dosanjh, Nick Valente, and Danielle
Walker.

Gainesville, FL, USA Sean Meyn
Minneapolis, MN, USA Tariq Samad
Ann Arbor, MI, USA Ian Hiskens
Aalborg, Denmark Jakob Stoustrup
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How to Manage the Complexity of the
Grid?

Eugene Litvinov, Feng Zhao, and Tongxin Zheng

“. . . complex systems are counterintuitive. That is,
they give indications that suggest corrective action
which will often be ineffective or even adverse in its results.”

Forrester, Jay Wright

Abstract Power industry is facing revolutionary changes. The direction of the
US Government to low carbon footprint and, as a consequence, high penetration
of renewable energy resources and smart grid technologies are completely trans-
forming planning and operational patterns for electric grid. As more and more
variable and demand response resources being integrated into the electric grid,
the grid operation is experiencing increasing level of uncertainties. The decision-
making process under such environment becomes more challenging. The grid
architecture and control also become more and more decentralized requiring new
control paradigms and reliability metrics to be investigated in order to achieve much
higher level of flexibility and resilience. These changes are disruptive enough to
cause even transformations in utility business dealing with completely unknown
situations. On the other hand, the evolution in computing; generation, transmission,
and distribution technologies; and mathematical methods creates opportunities for
innovation in power system design and control. New mathematical models for power
system analysis and operation are being developed to address above challenges. We
will discuss the need for new power system control and electricity market design
directions while managing grid complexity.

E. Litvinov (�) · F. Zhao · T. Zheng
ISO New England Inc., Holyoke, MA, USA
e-mail: elitvinov@iso-ne.com; fzhao@iso-ne.com; tzheng@iso-ne.com
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2 E. Litvinov et al.

1 Electric Grid Architecture Evolution

Modern power systems are going through different stages of evolution driven by
technical, economic, and regulatory events. They went from decentralized, very
loosely coupled grid to highly interconnected and centrally controlled systems.
The increased complexity and lack of ability to manage it led to major blackouts
forcing significant changes in system planning and operation. The Great Northeast
Blackout of 1965 led to the creation of the power pools with control centers running
energy management systems (EMS) and centralized regional planning and control.
Each pool linked together multiple neighboring transmission companies with much
stronger ties among them (Figure 1). Besides local control centers, power pools
created pool control centers. Not only did this help in increasing reliability and
resilience by the ability to provide balancing assistance, but also created savings for
the member companies by using less expensive generation to meet the regional load.
The interties between the pools were still weak and only used for emergency help.
With the inception of the markets in the late 1990s and the creation of ISOs/RTOs,
market players started placing economic transactions across the pool boundaries,
increasing the complexity of the grid operation. This led to the reinforcement
of the transmission system and tighter integration of the interconnected systems.
The complexity of such an architecture required new ways of system control. The
economic dispatch (ED) being done in each market area independently created so-
called seams issues – inefficient utilization of the interties. This, in turn, requires
additional information technology and communication infrastructure to coordinate
market operations across large geographic areas. The electric grid had become
a very large complex cyber-physical system. All these changes and attempts to
increase grid reliability have not lowered the risk of large blackouts. On the contrary,
the number and frequency of blackouts are increasing, which is the property of a
very large complex system that exhibits self-organized criticality [1]. The blackouts
follow the power law.

Currently, the power industry is facing another revolutionary change. Gov-
ernment directives to lower the carbon footprint and, as a consequence, high
penetration of renewable energy resources and smart grid technologies are com-
pletely transforming planning and operational patterns of the electric grid again.

CA2

CA1 CA3 CA

TO2

PCC
TO1

TO3

Fig. 1 Creation of power pools
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Fig. 2 Proliferation of DER

Distributed energy resources are being built deeply in the distribution networks, and
the boundary between transmission, sub-transmission, and distribution is blurring.
Traditionally, electric grid upgrades have been done centrally during transmission
planning process. The process follows very strict reliability standards and requires
large number of system studies, both in the steady state and transient regimes. Today,
numerous changes to the grid are made ad hoc: distributed generation, microgrids,
storage, etc. System operators lose control of the network perimeter. That topo-
logical uncertainty adds to the intermittent nature of the renewable resources. The
architecture of the modern grid becomes more and more decentralized, while the
control architecture is staying the same (Figure 2). Significant part of the generation
resources is unobservable to the system operators. The unprecedented level of
uncertainty is introduced not only in the location of distributed resources but their
intermittent nature as well. The output of wind and PV generation can also swing
significantly in time. The tribal knowledge of system operators is failing in dealing
with completely different patterns of the system behavior. Even the concept of
contingency is changing from being binary (the element of the grid is on or off) to
continuous in time. The system load or generation can change by several gigawatts
in a comparatively short period of time. This behavior, considered as abnormal
or emergency, becomes part of the normal operation. This creates tremendous
complexity in power system control.

In addition to DER proliferation, new “green” policies and low gas prices are
causing retirements of coal, oil, and nuclear stations which leads to significant
change in the generation mix and even capacity shortage. This as well makes
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real-time operation decision-making process much more complicated and coun-
terintuitive. Implementation of green and smart grid technologies is significantly
increasing amount of power electronics connected to the transmission and distri-
bution networks. Interactions of such a large number of interconnected controllers
introduce another level of complexity and potential stability problems.

Another property of large cyber-physical systems is high interdependence of
different infrastructures. Not only do we have to monitor electric grid contingencies
but the failures in communication and information technology systems as well. The
system resilience is getting much weaker, which requires new solutions for system
planning and operation. Today, power systems are operated almost exclusively under
the preventive paradigm. Every contingency is considered to be of probability 1, and
the system is dispatched in such a way that no one failure would cause the violation
of reliability criteria (N-1 standard). This approach, being quite expensive in the first
place, becomes economically prohibitive in the new environment. More corrective
actions must be introduced to make power system operation less expensive.

In order to understand the change in the power system operation, one can use Dy-
Liacco’s system state diagram [2] as shown in Figure 3. Each state is triggered by
certain events and characterized by either getting very close to or violating specific
constraints: physical, reliability, economic, etc. In the “alert” state system operator
is facing a trade-off between preventive and corrective actions. By using preventive
actions, the operator forces system away from the operating constraints increasing
the margins. Alternatively, he/she may decide to defer actions until the system enters
into the “emergency” state, especially if the process of moving from “alert” to
“emergency” is comparatively slow. This is definitely a choice between reliability
and economics. In the system with a reasonable level of uncertainty, the operator’s
actions are comparatively stable under wide range of conditions and situations. With
the introduction of much higher level of uncertainty, the conditions that traditionally

Fig. 3 New state transition diagram
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are considered being “alert” become everyday “normal” phenomena, so we are
observing the merging of these two states (Figure 3). Under new circumstances, the
economics of the trade-off between preventive and corrective actions is changing.
Corrective actions and remedial action systems (RAS) become more economic to
use, which, in turn, forces the industry to review its control paradigm.

The complexity induced by the large-scale distributed components, the
lack of observability, and the uncertainty in the future grid brings significant
challenges in modeling, decision-making, and control of the system. To manage
the above complexity by addressing these challenges, the industry needs different
control paradigm, new grid architecture, new algorithms, new models, and new
reliability criteria. The foundation for these new changes should be a more flexible
grid architecture, e.g., a decentralized and distributed grid. Decision-making for the
grid will have to be augmented by lowering the interdependence among different
components and using robust solutions that are insensitive to external disturbances
and economically efficient at the same time. The resulting robust components
in turn will enable flexibility in distributed control structures and achieve the
increasingly needed resilience of the grid. To efficiently design and implement such
control architecture, we will need to formalize the new concepts of resilience and
survivability and create metrics to be used to manage quality of the control.

In the following, we first discuss the general needs for control architecture
(Section 2) and the likely additional control components needed for the existing
control centers (Section 3). Then we explore some specific aspects of the new control
architecture: the corrective controls (Section 4), the uncertainty management
(Section 5), the system flexibility (Section 6), the coordination algorithm (Sec-
tion 7), and the new system resilience metrics (Section 8). These aspects are by no
means the complete list, but rather reflect what we have considered some major new
pieces that will be needed for a future grid control.

2 New Power System Control Architecture

The new grid needs more flexibility to be able to operate with so much uncertainty.
The flexibility is a very fuzzy concept and being used very loosely in the industry.
It has to be formalized to be used in control and design algorithms. An attempt of
such formalization is presented later in this chapter.

The industry is also very imprecise about the control architecture of the
grid. Many different definitions of the control architecture being used: central-
ized/decentralized, hierarchical, coordinated, hierarchical-coordinated, distributed,
collaborative, cooperative, etc. All these terms are not clearly defined even in the
control theory literature and, in our opinion, require special attention from the
control community. Today’s control seems to be strictly hierarchical and centralized.
Such system is very rigid and has very little room for flexibility. With the increasing
complexity, such an approach is insufficient to maintain system reliability and
resilience.
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Changing only the grid architecture to provide more flexibility while maintaining
reliability is not sufficient. In order to reduce complexity, we have to make control
system flexible as well, with the ability to adapt to different system states. This is
impossible without some degree of distributed decision-making and decentralized
control adapting to the unknown and dynamic environment. Additionally, decen-
tralized systems are more resilient to disturbances or faults. These new qualities
could be achieved by implementing distributed cooperative control paradigm with
the capability of assembling temporary control entities collaborating in addressing
specific events. Such a capability would allow decomposing a very complicated
control problem into smaller, more manageable tasks. Large percentage of the
system events are developing slowly enough so the corrective control would be
capable of addressing large number of events. A new generation of state monitoring
systems should be developed to take advantage of new information available
from different devices and sensors. Decentralized control also requires careful
design of the standard communication and control protocols and interfaces to
enable interaction among heterogeneous components while cooperating in solving
a common problem.

The increase of the computational capabilities and new IT architectures create
opportunities for implementation of innovative control algorithms and infrastruc-
ture. Rapidly evolving cloud technology introduces unprecedented capabilities for
online cooperation and collaboration. Being accessible from geographically wide
area and capable of high-performance computing, cloud could serve as a medium
for decentralized and distributed decision-making and control. The tremendous
flexibility of this computing infrastructure will very quickly transition from very
simple to highly complex control problems as needed. A simple example of such
problem is resolving anticipated imbalance caused by a major contingency with the
help of neighboring systems:

• Assembling model on the fly.
• Communicating coordination constraints (max imbalance allowed by participat-

ing entities), etc.
• Once resolved, the temporary collaborator is dropped.

Another benefit is ability to capture, accumulate, and use the patterns of the best
control actions and strategies making it available during future events – stigmergy
[3]. The system of such complexity also requires a different approach to reliability.
Being under stress most of the time, power grid has to develop a survivability
property, which is more general than just reliability. In addition, new reliability
criteria together with resilience have to be investigated and implemented in order
to formalize the objective of the power system control and required constraints.
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3 Introducing New System Components to Control Center

The majority of power systems in the US are operated in an organized market
environment or controlled by the RTO/ISO. In general, RTO/ISO performs two
major functions: maintaining reliable system operation and managing wholesale
electricity markets. Both functions can be considered as centralized control.

Modern power system operation deals with the physical aspect of the elec-
tric grid, and it is a challenging task. It involves many interacting processes.
These processes can start from planning the system operating mode, coordinating
generation and transmission outages with market participants and local control
centers, forecasting system conditions, committing units for the real-time operation,
scheduling generator outputs and interchanges with external control areas to meet
the varying demand, collecting real-time system operating information through
the supervisory control and data acquisition (SCADA) system, monitoring and
alleviating static and dynamic security violations in the transmission system,
and maintaining system voltages and frequency through the automatic generation
control to taking emergency actions such as demand response, load shedding,
emergency purchases, as well as conducting system restoration after a blackout.
Some of these processes are automatic, and some of them require operators’ manual
actions.

Market operations, on the other hand, deal with the financial aspect of the electric
system. Depending upon the structure of each regional market, each RTO/ISO
may have different market operation procedures. However, broadly speaking, it
includes clearing and settling the day-ahead energy, real-time energy, ancillary
service markets, financial transmission rights (FTR), and forward capacity markets,
monitoring and mitigating market power, and assessing the financial risk of market
participants. Market operation and system operation are interconnected and affect
each other. This is especially true for the real-time market and due to the fact that
financial markets consider physical limitations of the transmission system.

The current RTO control system can be divided into two subsystems, the market
system (MS) and the EMS, as shown in the dotted region of Figure 4. The
market system performs all the market operation functions as described above,
and the EMS facilitates the execution of all system operation processes. With
the increasing penetration of renewables, distributed energy resources, demand
response, and grid level smart devices, system operators are facing a much more
complex system that contains a large number of controllable transmission and
generation resources, various control models, fast-changing operating conditions,
a high degree of uncertainty and is vulnerable to the changes in such external
systems as the fuel delivery system, the regulatory regime, and commodity and
financial markets. The existing control structure needs to be enhanced to facilitate
the management of ever increasing complexity. In Figure 4, three new subsystems
are introduced: dynamic decision support system (DDSS), risk management system
(RMS), and market analysis, training, and simulation system (MATSS).



8 E. Litvinov et al.

Fig. 4 System components for the future RTO

DDSS is a system that provides valuable control parameters to the system and
market operation. The system is dynamic in the sense that it utilizes the latest
available information in producing operational parameters. DDSS may have many
functions and utilize different technologies depending on the task at hand. It should
have the capability to perform the day-ahead and real-time renewable forecast
including wind, solar, and DERs. It provides system operator with the most recent
state of the system. Wide area monitoring using the phasor measurement unit
(PMU) technology is a perfect fit to this task. Online dynamic security analysis
or cascading event analysis will help the system operator define the secure region
of the current system and provide possible corrective action plans. Online interface
limit calculation and adaptive line rating [4] are also key functions of DDSS.

RMS is a system that deals with the increasing level of uncertainty faced by
RTOs. It contains three major functions: collecting statistical information, assessing
the system risk, and mitigating risk. Historical data, such as area control errors, load,
wind production, solar generation, interchange level, transmission and generation
failures, gas pipeline capacity reductions, etc., can be collected for statistical analy-
sis. The system risk can then be assessed based on the statistical model established
using historical data. Different risk indices, such as operational flexibility index
[5], static security severity index [6], short-term loss of load expectation, etc.,
can be computed and displayed to the system operator. Different risk management
techniques can be used to mitigate the system risk. They include, but not limited
to, stochastic [7] and robust unit commitment [8], risk-based economic dispatch [9],
dispatch with ramp constraints [10], etc.
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MATSS performs an important function in assessing the efficiency of both
market and system operations. As a recent trend, market operation is tightly
integrated with the system operation. Actions taken in the system operation could
have a large financial impact on the market participants. A comprehensive market
simulator that is integrated with the traditional dispatcher training system is a very
useful tool in simulating different system and market conditions, quantifying the
financial impact of operator actions, and measuring the operational efficiency. In
addition, such a simulation environment can be used to test future market designs,
to assess the market competitiveness, and to perform the cost-benefit analysis of
new market designs.

DDSS, RMS, and MATSS interact with MS and EMS directly and provide
valuable information such as risk index, system security, cost of actions, and
corrective action plans to the system operators. Introducing three new subsystems
into the existing control scheme could help the system operator to better manage the
increased complexity of the power system.

4 Exploring Corrective Controls

Under today’s centralized control scheme, the risk associated with the power system
uncertainty is mostly managed through preventive actions by the system operator. A
typical example is the enforcement of contingency power flow limits. Namely, the
power flow under any contingency will be within the safety limits, e.g., long-term
emergency (LTE) limits, even without any remedial actions. However, in reality,
a power line has different ratings such as short-term emergency (STE) and LTE,
each associated with certain sustainable time based on thermal conditions. An STE
rating associated with a short time period is higher than an LTE rating associated
with a longer time period, indicating that the line can sustain a higher power level
for a shorter time period. This feature could allow the contingency power flow to
go above the current LTE limit without causing system reliability issues, provided
that corrective actions such as unit redispatch can be taken to return the flow
back to LTE within a certain time period. Consideration of such post-contingency
corrective actions in the dispatch problem allows additional choices, thus providing
more flexibility for the system control and lowering the dispatch cost [11–14].
With increasing penetration of renewable resources, such flexibility becomes more
important because the conventional “preventive” control that requires covering
every possible contingency scenario without factoring in the available corrective
actions would become prohibitively expensive and may even lead to infeasibility.
Below we present mathematical models of how to incorporate corrective actions
into system operator’s dispatch problem.

First consider a conventional security-constrained economic dispatch (SCED)
problem:

minp eT · C(p) , s.t. (1)
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h(p, d) = 0 , (2)

f(p, d) ≤ fmax , (3)

fc(p, d) ≤ LTE ,∀ Contingency c (4)

where p is the vector of unit dispatch decisions, C(p) is the vector of unit dispatch
costs, d is the vector of load at different buses, h() is the power balance equation,
f() is the vector of power flows in monitored lines, fc() is the vector of power flows
under Contingency c, and fmax is the vector of normal ratings of lines.

In the above SCED problem, dispatch decisions p are made such that the power
flow under any contingency would be retained within the safe limit of LTE (4).
This is a very conservative control approach in the sense that the post-contingency
flow could have been allowed to rise above LTE limits for a short time period
(e.g., 15 minutes) without causing network reliability problems. As a result, the
conventional SCED may unnecessarily use some expensive resources to contain a
contingency flow to LTE, despite the chance of that contingency happening could
be slim. With the increasing level of uncertainty in the system, the contingency
definition must be expanded to cover a wide range of uncertainty spectrum, making
the dispatch even more costly. Moreover, the risk of having no dispatch solution
to cover a wide range of contingencies will increase. To address these problems,
considering available corrective actions (e.g., unit redispatch) during contingency
period becomes a natural choice to exploit system flexibility.

The SCED problem with corrective actions can be formulated as the following:

minp,{pc} eT · C(p) , s.t. (5)

h(p, d) = 0 , (6)

f(p, d) ≤ fmax , (7)

fc(p, d) ≤ STE ,∀ Contingency c (8)

fc(pc,d) ≤ LTE ,∀ Contingency c (9)

|p − pc| ≤ R15 ,∀ Contingency c (10)

where pc is the vector of unit redispatch under contingency c, fc() is the vector of
power flows under contingency c, and R15 is the vector of units’ 15-minute ramp
capabilities. The corrective actions in the above formulation are the unit redispatch
under each contingency c. The goal of the corrective actions is to retain the
contingency power flow below LTE (9). The corrective actions are constrained by
the unit’s ramping capability (10). By considering the corrective redispatch actions
pc, the power flow immediately after the contingency is relaxed from LTE in (4) to
STE in (8), thus reducing the dispatch cost. From a mathematical perspective, the
introduction of corrective actions pc in (5)–(10) allows a larger feasibility region for
the dispatch decision p than the original SCED formulation (1)–(4). This is due to
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the fact that the corrective SCED will turn into the conventional SCED if one fixes
the redispatch variables pc to p.

Compared to the conventional SCED, the numbers of variables and constraints
of the SCED with corrective redispatch increase dramatically by a factor of N (the
number of contingencies). The solution of such a problem, in particular for real-
time applications, is challenging. Decomposition techniques would have to be used
together with parallel computing. Significant progress has been made on solving
such problems [12, 13], and the latest reported results show that the problem can be
tackled within several minutes for a large power system [14].

5 Modeling Uncertainty in Grid Operation

Uncertainty caused by the renewable integration is a key element of the system
complexity. How to manage the system change caused by the sudden wind
drop, cloud covering of solar panels, and high-speed wind cutout becomes an
important field of study. Several methods exist today: deterministic method with
increased operating margins such as additional reserve and ramp requirements,
stochastic optimization, robust optimization, and chance-constrained optimization.
The deterministic method is simple, but its efficiency is heavily dependent on
the operating margin selected. Recent studies have shown that both stochastic
and robust optimization techniques can achieve better efficiency in the uncertainty
management. In this section, we first present the deterministic approach and then
discuss two techniques in the process of making unit commitment (UC) decisions
under uncertainty.

5.1 Deterministic Unit Commitment

A unit commitment problem can be stated as the system operator finding the optimal
schedules of resources over a short time period, typically 24 hours for a day-ahead
market or 1–4 hours for the real-time operation under the ISO environment, based on
a cost minimization principle. For a deterministic UC problem, the optimal solution
must satisfy the physical characteristics of resources, a set of operating constraints,
and the demand forecast. A generalized deterministic security-constrained UC
(SCUC) problem can be formulated as the following compact matrix form:

minx,y cT · x + bT · y , s.t. (11)

Ax + By ≤ g , (12)

Hy ≤ h , (13)

Idy = d̄ , (14)
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Fx ≤ f , (15)

y ≥ 0, x is binary . (16)

where x is the vector of binary commitment-related decision variables that may
include a unit’s on/off status and start-up or shutdown variables. c is the vector
of the commitment costs that include the start-up cost and no-load cost. y is
the dispatch decision variable that includes energy dispatch and ancillary service
dispatch from both generators and loads, and b is the vector of the incremental
energy and ancillary service costs. Equation (12) represents the coupling constraints
between the commitment decisions and dispatch decisions, e.g., units’ maximum
and minimum operating limits and start-up and shutdown ramps. A , B and g are
the coefficient matrixes and parameter vectors associated with (12). Equation (13)
represents the dispatch constraints, e.g., reserve requirements constraints, transmis-
sion constraints, units’ ramp limits, energy and reserve capacity constraints, etc. The
equality constraint (14) corresponds to the expected energy balance constraint. Id is
an indicator matrix that selects the components of vector y to meet the expected
demand d. (15) represents constraints related to the commitment decisions, e.g.,
units’ minimum up and down constraints, start-up cost constraints, etc. F and f are
the coefficient matrix and the limit vector for (15).

Deterministic UC problem is often formulated as a mixed integer linear pro-
gramming problem, which can be solved efficiently by commercial MILP solvers or
Lagrangian relaxation method.

5.2 Stochastic Unit Commitment

Different from the deterministic UC, which determines the commitment schedule
to meet the expected system condition such as the expected system load and
the expected renewable generation, the stochastic optimization approach explicitly
incorporates the probability distribution of the uncertainty [15–17]. A general form
of a two-stage stochastic UC problem with the consideration of random system
demand can be represented as

minx,y cT · x + E(bT · y(ω)) , s.t.

Ax + By(ω) ≤ g ,

Hy(ω) ≤ h ,

Idy(ω) = d(ω) , (17)

Fx ≤ f ,

y(ω) ≥ 0, x is binary .
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Compared to the deterministic UC, the objective function of the stochastic UC
contains two parts: the first-stage commitment cost cTx and the expected second-
stage dispatch cost E(bTy) . E() is the expectation function over the random event
ω. y(ω) is the recourse action or the dispatch solution in event ω. The first-stage
decision is the commitment variable x, and the second stage decision is the dispatch
solution y(ω), which has to meet the random demand realization d(ω).

Many methods exist in solving the stochastic UC problem. [18] adopted the
progressive hedging method, [19] utilized the Lagrangian decomposition technique.
The most common solution technique is the Benders decomposition, where the
master problem and subproblems are solved iteratively until convergence. The major
limitation of stochastic UC in applying to large-scale power systems is the need
for probability distribution of random variables and the possible large number of
scenarios that requires intensive computation.

5.3 Robust Unit Commitment

Robust optimization has recently gained substantial popularity as a modeling
framework for optimization under uncertainty, led by the work in [20–26]. The
approach is attractive in several aspects. First, it only requires moderate information
about the underlying uncertainty, such as the mean and the range of the uncertain
data; and the framework is flexible enough that the modeler can incorporate more
probabilistic information such as the correlation to the uncertainty model, when such
information is available. Second, the robust model constructs an optimal solution
that immunizes against all realizations of the uncertain data within a deterministic
uncertainty set. Hence, the concept of robust optimization is consistent with the
risk-averse fashion in which the power systems are operated.

Following the decision-making process (UC decision before the operating day
and the dispatch against the uncertainty realization), we extend the previous
deterministic formulation and discuss a two-stage adaptive robust unit comment
model that considers adaptive economic dispatch actions in the real-time operation
and produces robust commitment solutions to account for the uncertainty in the
individual load. In this model, demand is assumed to belong to a polyhedral
uncertainty set, which can be represented in the following general form:

D ≡ {d | M · d ≤ N, d ≥ 0} . (18)

Therefore, we replace (14) in the deterministic model by the following equation:
yi,t = di,t , ∀(i, t) ∈ L × J where di,t is uncertain demand level and d ∈ D .
The two-stage adaptive robust UC model is formulated as follows:

minx (cTx + maxd∈D miny∈{y| By≤g−Ax, Hy≤h, Idy=d, y≥0} bTy) , s.t. (19)

Fx ≤ f , x is binary .
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The first-stage decision variables are the binary decisions that are related to the unit
commitment. The system operator implements the unit commitment (here-and-now)
decision before the observation of the actual load values. The power outputs and
reserves are the second-stage (wait-and-see) decision variables, which are chosen
after the uncertainty is realized. The goal of the above adaptive UC model is to find
a robust unit commitment decision that minimizes the sum of the commitment costs
for first-stage decisions and the worst-case dispatch costs induced by the first-stage
together with the second-stage decisions.

Uncertainty set is an important aspect of the robust optimization. Different
characterization of uncertainty set can affect the conservativeness and thus the
solution of a robust optimization problem. Uncertainty sets described by different
norms and the concept of uncertainty budget are discussed in [27]. To reduce the
conservativeness of the robust optimization, some researchers adopt the data-driven
approach in constructing the uncertainty set, which could also incorporate the spatial
and temporal correlation of uncertain parameters.

Compared to stochastic UC, robust UC does not require probabilistic information
about the uncertainty and tries to minimize the worst dispatch cost rather than the
expected dispatch cost. The computation effort is relatively small. Methods used
in the stochastic UC can be used to solve the robust UC problem. These methods
include Benders decomposition, column and constraint generation, and affine policy
approximation of the adaptive actions.

6 Managing System Flexibility

As more variable resources are integrated into the electric power system, supply
and demand uncertainty increases dramatically. This requires the system to have the
ability to react to sudden changes and accommodate new status within acceptable
time period and cost. Therefore, the notion of flexibility recently has been drawing
extensive attention in the power industry.

Most of the flexibility definitions in the literature [28–33] and metrics proposed
pertain to particular aspects of power systems. Many of the assumptions underlying
some of the metrics make their field of application very narrow. A unified flexibility
framework for power systems is needed and will allow flexibility to be explicitly
considered in the design of the system from both short-term and long-term
perspectives and in control algorithms. In this section, we identify four elements,
response time window, uncertainty, course of action, and cost, that are common to
the flexibility literature in power systems. These four crucial elements serve as a
basis for constructing effective measures of flexibility that can be applied to a wide
range of situations.
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6.1 Definition of Flexibility

Flexibility at a particular state is the ability of the system to respond to a range of
uncertain future states by taking an alternative course of action within acceptable
cost threshold and time window. Flexibility is an inherent property of a system. The
following four elements are identified as the determinants of the flexibility: response
time window (T), set of corrective actions (A), uncertainty (U), and response cost
(C). The first three elements are affected by the power system operating criteria
while the last element is determined by the economic criteria. Next, we will describe
each element in detail.

6.1.1 Response Time Window (T)

The response time window indicates how fast the system is expected to react to
the state deviations and restore the system to its normal state. The time window
can be seconds, minutes, hours, days, or months depending on the purpose of the
study. Based on the selected response time, a system may have different flexibility
levels. Shorter time windows focus on the short-term operational flexibility, which
indicates a system’s timely response to emergency in minutes or hours. Longer time
windows focus on the long-term planning flexibility, which shows a system’s ability
to cope with changes such as generation mix, regulatory policy, and electricity
consumption pattern changes in years. Therefore, the time horizon has to be
determined when we compare and evaluate system flexibility.

6.1.2 Set of Corrective Actions (A)

The set of corrective actions A represents the corrective actions that can be taken
within the response time window under certain operating procedure. Therefore,
the corrective actions set depends on the response time window T, i.e., A(T). For
instance, if T=1 hr, the corrective action set may include actions such as voltage
control, commitment of units, and interchange scheduling. The size of the available
corrective action set reflects the diversity of corrective actions. The larger the set
A(T) is, the more options operators have to respond to unexpected events. In turn, the
response cost can be reduced or more uncertainty can be accommodated. Operating
procedure changes or technology improvement will affect the corrective action set.

6.1.3 Uncertainty (U)

Uncertainty is the lack of complete information of the state of the system in
the future. There has always been uncertainty in power systems operations and
planning. Uncertainty is traditionally associated with the likelihood of failure of
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components, forecast errors, or strategic gaming behavior of market participants. In
recent years, the increase in variable generation creates new sources of uncertainty
in the system because its output cannot be perfectly foreseen. The magnitude
of the uncertainty determines how much flexibility a system requires to handle
uncertainty and how flexible a system is. For example, the uncertainty considered
under the N-1 criterion,UN−1, is the loss of any single transmission or generation
elements whereas the uncertainty considered under the N-2 criterion, UN−2 , is
any combinations of two random outages of transmission or generation elements.
A system that is flexible with respect to UN−1 may not be flexible if UN−2 is
considered. We call the variation range of uncertainty that the system aims to
accommodate the target range. The target range implies the risk level which the
flexibility is in relation to and is subjectively set by operation or planning criteria.
The larger the target range is set, the more conservative the system is designed or
operated to be.

6.1.4 Response Cost (C)

The response cost C depends on the corrective action a(∈ A). This implies that
the cost is a function of a, i.e., C(a). In some cases, there can be a response cost
threshold C, which sets an upper bound on the cost to cope with the uncertainty
realization. In other words, C(a) ≤ C. As a result, the cost threshold puts restriction
on the available corrective actions in addition to the physical limitation associated
with the time scales as illustrated in Figure 5. If the cost threshold is infinitely large,
then there is no restriction on corrective actions associated with the cost limitation.
If the cost threshold is low, some corrective actions become uneconomical and will

Fig. 5 Corrective actions in different time scales
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not be taken into consideration. In some other cases, the objective of a decision-
maker can be minimizing the response cost, i.e., mina∈AC(a). Under this objective,
the most economic corrective actions are sought in response to uncertainty.

6.2 Flexibility Metrics

With the 4-element flexibility concept, we can construct different flexibility metrics
to serve the needs of system operation and planning. In particular, we first identify
the largest variation range of uncertainty within which the system can remain
feasible under given response time horizon and cost threshold. The flexibility metric
is obtained by comparing the largest variation range with the target range to reflect
excessive availability of the system relative to the target variation range.

Given a response time window T, the target variation range UT that decision-
makers wish to accommodate at the time T can be characterized by a hypercube as
follows:

UT =
{
u | uLB ≤ u ≤ uUB

}
,

where u is a n-dimensional vector, representing n uncertain sources in the system.
The parameters uLB and uUB represent the lower and upper bounds. The largest
variation range problem can be formulated in an abstract form as follows, for a
given response time window T and a response cost threshold C:

maxuLB,uUB,a(·) ‖uUB − uLB‖ , s.t., (20)

A · a(u)+ B · u ≤ b, ∀u ∈ [uLB, uUB ] , (21)

cT · a(u) ≤ C, ∀u ∈ [uLB, uUB ] , (22)

The objective function (20) of the above problem is to maximize the size of
variation range of uncertainty, which is measured by norm ‖ · ‖. Equation (21)
describes how system reacts to each uncertainty realization via the corrective
actions a(u). This constraint must hold for any uncertainty realized in the range
[uLB, uUB ]. Equation (22) indicates that the cost of the corrective actions must not
exceed the cost threshold C for any realization of uncertainty. The optimal solution
(u∗LB, u∗UB) of the problem corresponds to lower and upper bounds of the largest
range of uncertainty that the system can sustain within the response time window T
and the cost threshold C.

We define a flexibility metric by comparing the largest variation range with the
target range. In an abstract form, the flexibility metric, denoted by FT , is a function
of the tuple (u∗LB, u∗UB, uLB, uUB), i.e.,

FT = f (u∗LB, u∗UB, uLB, uUB) , (23)
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Depending on the applications of interest, decision-makers can choose appropriate
function f. For example, the metric can reflect the relative size of the largest variation
range as compared to the target by letting FT = ‖u∗UB−u∗LB‖/‖uUB−uLB‖. It is
straightforward to see that if the FT is less than 1, it implies that the system cannot
meet the target variation range.

Additionally, when the uncertainty materialized is beyond the largest variation
range [u∗LB, u∗UB ], it means that the system is unable to accommodate such real-
ization, hence at risk. Knowing what may potentially jeopardize system reliability
is very important for designing an effective strategy to avoid such catastrophes.

7 New Coordination Algorithm

Under a centralized and hierarchical control scheme, the central entity (e.g., the
system operator) at the top of hierarchy has access to the information of the
entire system through the hierarchical path. While this allows the system operator
to have the full control of the system, the communication burden is high, e.g.,
all information needs to be sent to the system operator through the sequential
paths. Also, the hierarchical structure is vulnerable to communication attacks
or errors since any disconnection on the sequential information path would cut
the connection from the downstream entities. Thus the cost of maintaining such
centralized control scheme could be high. Furthermore, the increasing penetration
of distributed resources located in the distribution system makes the extension of
transmission system operator’s direct control to these resources an impossible task.
As discussed in the previous sections, we envision a more decentralized control
scheme for the future grid, e.g., balancing authorities’ subsystems interact with each
other through the transmission network. Also on the microgrid level, components
within each microgrid are likely to act as autonomies (e.g., variable resources).
For both situations, there is no central entity with access to all information in
the system, e.g., each autonomy possesses its own private information, and the
access to another autonomy’s private information is dictated by a coordination
protocol. As a result, the communication burden is distributed among autonomies.
Also, multiple information paths exist between two autonomies, indicating a more
resilient structure against communication failures or attacks.

The transformation of a centralized hierarchical control scheme into more decen-
tralized schemes entails increased coordination among the subsystems, components,
or autonomies since one subsystem can only make locally optimal decision without
the critical information of other subsystems. A coordination scheme determines
what information is exchanged between subsystems and how the information is
used in each subsystem’s decisions. General coordination schemes, e.g., Lagrange
relaxation, Benders’ decomposition, parametric optimization, etc., and their appli-
cations in power system have been well documented in the literature [34–41].
However, most of these decomposition algorithms suffer from parameter tuning,
slow convergence, or infeasible solution before convergence. We have developed a
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new general coordination scheme, i.e., marginal equivalent algorithm [42], that can
be used for coordination between distributed subsystems. The algorithm works for
any linear program problems such as

minX CT · X , s.t.

A · X ≤ B , (24)

X ≤ X ≤ X .

where X is the vector of decision variables; X,X, respectively, are the vectors of
lower and upper bounds of X; C is the vector of coefficients in the objective; A
is the coefficient matrix in the linear constraints; and B is the vector of constraint
limits.

Each subproblem is formed by a subset of the original variables and a subset of
the original constraints. During the iterative process, each subproblem is solved to
identify the free variables (i.e., the variables that are not on its boundaries) and the
binding constraints. Such information is shared among all subproblems, and each
subproblem in the next iteration models the free variables and binding constraints
from other subproblems. The algorithm is described in the following steps:

• Step 0: Initialize the free variable set and the binding constraints set;
• Step 1: Solve each subproblem with its own variables/constraints and the free

variables/constraints of other subproblems;
• Step 2: If all subproblem solutions yield no change of free variables and binding

constraints, then the algorithm converges; otherwise, go to Step 1.

The algorithm leads to the same solution as the centralized control scheme
through the exchange of critical but not full information of the neighboring
subsystems. The algorithm is proven to converge within a finite number of iterations,
and feasible solutions can be obtained even before the convergence. A salient feature
of the decomposition algorithm is that it does not rely on specific problem structures
and does not require any parameter tuning. Also, the information exchanged
between subproblems is not overwhelming. Furthermore, the convergence prop-
erties of the algorithm indicate a fast convergence rate similar to the simplex
method. With the above features, the marginal equivalent algorithm could be an
excellent method for the coordination among different subsystems in an increasingly
decentralized power system. It can also be adapted to address today’s coordination
between system operators (i.e., the seams issue) where each area’s system is formed
as a subproblem with the marginal buses and binding constraints exchanged between
areas.
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8 Toward a Resilient Power System

Conventional power system reliability criteria were built for a centralized system.
In an increasingly decentralized power system, the conventional system reliability
model is insufficient to effectively evaluate and plan for the systems as the structure
of these systems evolve over subsequent years. To address that deficiency, concepts
such as resilience, robustness, sustainability, and survivability, which are a small
subset of the terminology that has been used in other fields such as ecology and
network analysis to describe the well-being of systems, may prove valuable in
extending traditional reliability theory for power systems. However, one problem
with using these terms is that their meaning has become confused, interchangeable,
and often varies between and within disciplines [43]. However, the common thread
through this maelstrom of terminology is a set of core concepts applicable to
power system well-being analysis. After presenting these concepts and providing
a terminological framework, a mathematical foundation is proposed from which an
individual power system’s performance may be measured.

8.1 Core Concepts

In order to address this broader spectrum of issues surrounding system well-being,
five core characteristics of power systems are presented [44–48], indicating whether
or not the system is in a state of well-being, and/or it will remain in a state of
well-being as time progresses, and in the face of disturbances. Each concept is then
associated with a specific word for the purpose of providing cohesion to the concepts
within this section, not to add additional knots to the terminology entanglement. The
core concepts are as follows:

• Reduction of the number and severity of disturbances to the system and operating
the system far from critical points. This concept relates to system protective
actions taken to decrease the impact (which can result from few disturbances
or smaller disturbances) of those disturbances which are able to be controlled or
protected against. For example, decreasing the forced outage rate of a unit and
improving the lightning protection on transmission lines would both help protect
the system from undesirable contingencies. This concept may be defined through
stability during normal operation with regard to endogenous disturbances and
robustness with regard to exogenous disturbances.

• Acceptable quality of service, minimized value loss, and maximized speed of
recovery during and after the system are subject to endogenous disturbances
(or the absence of disturbances - normal operation). This is the field analyzed
in conventional reliability theory: given that system components may fail, how
often do such failures occur and what is the impact on the system, its customers,
and on power delivery. A major focus of this area is on maximizing the speed
of system recovery. This also encompasses normal operation in the sense that
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the system should provide an acceptable quality of service when there are no
contingencies, so there are no inherent flaws in the system design. This concept
may be defined as reliability.

• Acceptable quality of service, minimized value loss, and maximized speed of
recovery during and after the system are subject to exogenous disturbances. The
response of the system to external challenges is considered in this characteristic.
For example, how will the system respond to a directed attack on the most critical
infrastructure or perhaps from a high-impact natural disaster? Again, the time
to recovery of the system should be as short as possible. This concept may be
defined as resilience.

• Reactive adaptation in the medium term to better handle disturbances and
improve the quality of service. In response to disturbances, a system is able to
react on the time scale of days to months to better protect itself from the effects of
unexpected contingencies. The system’s aptitude to be able to do this is addressed
in this characteristic. This concept may be defined as survivability.

• Proactive evolution in the long term to better handle disturbances and improve
the quality of service and allows for enhanced functionality. This characteristic
deals with the proclivity of the system to make long-term changes (on the order
of years to decades) that will anticipate future challenges and add enhanced
functionality. This includes the ability to integrate smart grid concepts, while
controlling or at least understanding the complexity, so as to only elicit beneficial
autonomous behavior and self-organization. This concept may be defined as
sustainability.

These concepts were compiled so that they spanned the space of system well-
being. The relationship between these concepts is shown in Figure 6.

Fig. 6 System well-being characteristics and how they relate to one another
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8.2 System Metrics

The ensemble of concepts presented in the previous section can be further solidified
by quantitative metrics to evaluate many of these concepts. To that end, Figure 7
shows a hypothetical system disturbance where f(t) could be an indicator of system
health including frequency or voltage.

Satisfactory response of the system in the face of exogenous disturbances is
a critical component of system well-being. In the example disturbance shown in
Figure 7, a system which is least affected by the disturbance will be preferable.
To measure how much the system is impacted, a number of potential metrics are
introduced. First, the average change in f during a disturbance, averaged over all
events:

�f = 1

N

N∑
i=1

�fi .

This quantity provides a measure of how significant the average effect of the
disturbance is. A second metric for resilience is the rate of change of f just after
the onset of the ith event:

df

dt

∣∣∣∣
t=t+ei

.

Time between
disturbance i and j

Duration of
i th disturbance

Duration of
i th recovery

Duration of i th

rebound

Time of
i th event

Rate of change of f just after
the onset of the i th

disturbance

Time of
i th nadir

Time of
i th rebound

Value of f
at the i th

nadir

Δfi

Δtij

ΔtDi
ΔtRi

tei

df

dt t=te
+
i

t

t ∞

Δtrebi

f(t )

Time of
i th full recovery

Fig. 7 Terminology related to an event in a power system [48]
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Systems with greater inertia will not change as rapidly as those with less
inertia, and thereby changing less rapidly in the face of disturbances allows system
operators to prevent greater damage and reductions in value delivery. Along that
idea, the longer the system is in a degraded operational state, the greater the potential
for further disturbances and damage and the greater the loss of value delivery.
Therefore, a natural metric is the average duration of the recovery, averaged over
all events:

�tR = 1

N

N∑
i=1

�tRi
.

Stability and robustness metrics. The ability of a system to operate as far as
economically possible from critical points is essential for the well-being of the
system. In this context critical points are the threshold between low and high
probability of system disturbances, either during normal operation, or in the
presence of exogenous disturbances. As discussed in [45], as a system increases
its level of loading, it may reach a value at which the probability of large cascading
failures rapidly increases. This is demonstrated graphically in Figure 8, where, as

Fig. 8 Measuring system stress and the system’s operational distance from criticality
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in [45], system stress is measured as constant coefficient multiplying each system
load. If we assume that the system is operating at stress level x(t) at time t and that
the critical stress level is x∗, then the operating margin between the two is a measure
of how stable the system is, e.g.,

xm(t) = x∗ − x(t) .

Similarly, another measure of how robust the system is would be how rapidly that
phase transition occurs from low probability of cascading failure to almost certain
cascading failure. Suppose that �pc is the change of the probability of cascading
and �x is the change of the system stress level. Then this metric can be defined as
follows:

ε = �pc

�x
.

Reliability metrics. The conventional reliability theory is, of course, an important
part of an overall system well-being analysis. However, even here other metrics
may be added to the standard loss of load expectation (LOLE), including expected
unserved energy (EUE) and equivalent load carrying capacity (ELCC) for stochastic
generation.

9 Conclusion

The transformation of the power industry led to significant changes in the electric
grid business. The complexity of the grid is growing exponentially, especially
on the periphery due to proliferation of distributed energy resources and power
electronic devices. Increasing uncertainty requires novel approaches to the grid
planning, operation, and control. Traditionally centralized grid architecture is
transforming to more decentralized and constantly being stressed by the volatility
of the wind and solar sources of energy. In order to sustain such a drastic and
rapid change, new control paradigms have to be developed moving the grid to
flexible, cooperative structure providing survivability of the system. This cannot be
achieved without revisiting traditional reliability criteria adding such new concepts
as resilience, robustness, and flexibility. These concepts, in turn, require formalizing
their definition and creating metrics to be able to use them in system design and
operation. New grid also needs much more sophisticated real-time decision support
system providing new ways of dealing with stochastic nature of the grid behavior.
Probabilistic approaches and stochastic and robust optimization methods are being
developed to make usually very computationally complex algorithm tractable for
solving real-size problems of electric grid planning and operation. New information
technologies and more powerful computers create new opportunities for the real-
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time use of traditionally intractable computational methods. Such technology as
cloud computing creates natural environment for the cooperative control enabling
fast and reliable communication of the distributed control systems.
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Naïve Electricity Markets

David B. Spence

Abstract The push toward competition, market pricing, and less regulation in
the electricity industry embraces the logic and elegance of markets. It means that
participants are exposed to more price risk than in the past, and it represents a
narrowing of both the notion of the public interest and the government’s role in
protecting that interest. But electricity markets can never resemble the idealized
markets of economic theory that have become so popular in conservative policy
discourse. This chapter explores why that is. More specifically, it (i) reviews
the work of economic thinkers whose work shapes the conservative challenge to
regulation and the push for further deregulation, (ii) explores why the economist’s
goal of allocative efficiency does not subsume elements of fairness and risk
management that are important to voters and policymakers and why economic
models continue to have trouble incorporating important lessons from behavioral
research, and (iii) explains why these lessons are important to understanding the
operation of electricity markets and to an understanding of the problem of ensuring
a reliable, reasonably priced energy supply.

1 Economic Theory and Electricity Regulation

In the nineteenth century, electricity titan Samuel Insull sought price stability
through government regulation of the electricity industry and is credited with
creating the first modern electric utility, Commonwealth Edison [155]. Since at least
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the early twentieth century, governments have used ex ante regulation (public utility
law) to achieve price and supply stability in the electricity industry. Reasoning that
the electricity sector is a natural monopoly, state regulators opted for administrative
price setting and monopoly service in retail markets; the Federal Power Act of 1935
imposes a fairness requirement on wholesale electric prices.

In the last few decades, however, federal (and some state) regulators began
to introduce competition and market pricing into electricity markets; over that
same time period, government policy has favored greener, and more decentralized,
electric generation sources. The trends toward more competition and market pricing
of energy and toward a greener, and distributed, energy mix are not the product
of some broad national consensus. Rather, they represent political victories won
(and defended) in an increasingly contentious political environment. Some states
embrace competitive markets; others oppose them with equal resolve. Similarly,
the battle over whether and how to green the energy mix is a continuous, multifront
battle. In the last few years, the US Supreme Court has twice addressed jurisdictional
disputes over electricity market regulatory authority between the Federal Energy
Regulatory Commission (FERC) and states, and policy fights over such issues as
demand response, capacity markets, net metering, the EPA’s Clean Power Plan,
renewable portfolio standards, and more clog the dockets of state legislatures,
regulatory commissions, and courts across the country. These are all fights over
attempts to use regulation to alter the market allocation of costs and benefits.

In today’s ideologically and politically polarized environment, it has become
increasingly popular among conservatives to cite economic theory in support of
deregulatory positions. Beyond general appeals to the wisdom of the market and
the failures of government, more conservatives are appealing to specific economic
thinkers, such as Austrian economist Friedrich Hayek’s arguments in favor of
the market’s ability to promote innovation, and against certain types of economic
regulation as “serfdom” [66]. Indeed, appeals to “Austrian economics” have been
particularly popular among Republican politicians, including Ron Paul, Rick Perry,
Michele Bachmann, and Paul Ryan. These appeals serve not only to buttress
candidates’ conservative bona fides with Republican primary voters but also as
evidence that the scholarly economic critique of regulation has penetrated public
debates over regulation, including the regulation of electricity markets, more than
ever before.

That critique draws in part on a stylized notion of the public welfare. Welfare
economists seek allocative efficiency, a distribution of costs and benefits that
maximizes social net benefit [151]. The neoclassical model of perfect competition
yields this optimal allocation, as Adam Smith foreordained more than two centuries
ago, if individuals are free to exchange goods and services and to enter and exit
markets. That way, freely floating prices attached to their exchanges will allocate
capital and labor to their highest uses, thereby maximizing social net benefits.
This is the “invisible hand” of the market [133]. In the 20th century, scholars and
policymakers began to argue that existing regulatory regimes were smothering these
largely beneficial market forces and pushed for deregulation of the airline, banking,
telecommunications, and energy sectors, among others.
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In the electricity industry, after a century of regulated prices and service,
policymakers at the Federal Energy Regulatory Commission (FERC) and some (but
not all) state utility commissions ordered the “unbundling” of electricity sales from
electricity delivery, the introduction of competition into the power sales segment
of the industry, and the opening of the (still-regulated) delivery network to all on
equal terms [129]. It has been well documented that the move to competition and
market pricing has not been without its bumps. California’s newly competitive
electricity markets failed spectacularly in 2000–2001,1 due to a combination of
poor market design, bad luck, and illegal manipulation of the market by sellers.
However, diagnoses of the California market failure by Hayek’s disciples did not
blame the sellers who were subsequently fined for manipulating those markets;
rather, they blamed the regulation (e.g., [18]). Others were shocked by the crisis,
and it slowed the transition to competition in many parts of the United States and
the world. Nevertheless, competitive markets survived in many parts of the United
States, and market overseers (like FERC and so-called independent system operators
(“ISOs”) and regional transmission organizations (“RTOs”)) responded to the crisis
by establishing market monitors to guard against market manipulation in electricity
markets. The process of tweaking market rules to prevent market failure has been
ongoing since the California crisis.

In addition to the notion that free markets beget efficiency, economic thought
also addressed the “government versus markets” problem in another way, namely,
by applying the tools of economic analysis to government policymaking. The period
from the 1940s through the 1970s, in particular, saw the publication of seminal
economic critiques of government decision-making and regulation. These analyses,
which gained influence in the American policy debate in the ensuing decades, almost
invariably suggested flaws in the regulatory process. The Coase theorem, for exam-
ple, challenged the notion that externality problems (e.g., pollution) necessitated
a regulatory response. Coase demonstrated that the most efficient policy response
to a pollution problem is not command and control regulation or even a pollution
tax but rather the establishment of property rights that will enable the holders
of those rights to bargain to an efficient solution [29]. Arrow’s theorem offered
another example of the use of formal logic to challenge the capacity of government
to address market failures by demonstrating mathematically that no social choice
mechanism—legislative or otherwise—could produce choices that satisfy certain
basic democratic principles [3]. Arrow’s analysis became a pillar of so-called
“public choice” economics, by supporting the inference that government cannot
serve any “public interest” because no such interest exists. Subsequent public choice
analyses complemented Arrow by characterizing regulation as the product of “rent-

1Daily average prices on the California wholesale market soared to more than 20 times historical
averages, triggering the bankruptcy of one major utility and the near bankruptcy of another, an
Enron-centered market manipulation scandal, and more.
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seeking”2 by industry rather than attempts to address market failure and regulators
as prone to “capture” by the very industries they oversee (e.g., [106, 111, 141]).

It is difficult to overstate the enormous influence economic and public choice
analyses have exerted over scholarship within the field of energy law. Public
choice scholarship fed the deregulatory impulse that produced the restructuring
of American natural gas and electricity markets in the 1980s and 90s. That is,
that transition was inspired both by the perceived failures of regulation (e.g., [76,
113, 114])3 and by economic analyses suggesting that competition and market
pricing would benefit consumers (e.g., [20, 34, 142, 157]). And it is not uncommon
for scholars to dismiss the notion of the public interest, to dismiss regulation as
mere rent-seeking by private interests, and to look more benignly on the effects of
monopoly and oligopoly, reasoning that markets are often self-correcting, because
barriers to entry are lower, and economies of scale more common than traditional
antitrust analysis assumed [76].

Friedrich Hayek’s writings provided much of the intellectual foundation for
public choice scholarship. Writing two centuries after Adam Smith, Hayek argued
that “it is essential that the entry into the different trades should be open to all on
equal terms,” and that “[a]ny attempt to control prices or quantities of particular
commodities deprives competition of its power” to promote efficiency. Hayek
questioned the ability of regulators to have the foresight to regulate wisely and
explored the market as a kind of complex adaptive system likely to allocate benefits
and costs on its own better than regulators ever could [66, 67].4 This is because
knowledge in this kind of system is not centralized: rather, it is diffuse and unevenly
distributed among economic agents. The price signal transmits knowledge from
agent to agent over time, unleashing a process not of equilibrium but of constant
adaptation to constant change from which order emerges spontaneously. Crucially,
this process produces better outcomes, said Hayek, than will government planning.
Hayek did not explicitly apply his framework to electricity markets, but others have,

2Economic “rents” are returns that exceed the competitive return. Public choice economists used
the term “rent-seeking” to refer to political action designed to allow firms or other economic actors
to capture economic benefits not otherwise available but for the regulation.
3As Professor Richard Pierce [113] notes, the FERC was ordered to regulate natural gas wellhead
sales by the Supreme Court, a decision that ultimately resulted in massive natural gas shortages in
the 1970s. Later, scholars began to question the wisdom of rate regulation of wholesale sales in
electricity markets [76].
4Hayek’s basic critique of regulators is laid out in The Road to Serfdom: “[G]overnment in all its
actions is bound by rules fixed and announced beforehand—rules which make it possible to foresee
with fair certainty how the authority will use its coercive powers in given circumstances and to plan
one’s individual affairs on the basis of this knowledge. Though this ideal can never be perfectly
achieved, since legislators as well as those to whom the administration of the law is entrusted are
fallible men, the essential point that the discretion left to the executive organs wielding coercive
power should be reduced as much as possible is clear enough”. Hayek denies that government can
be impartial or reflect the public interest, noting that any collectivist state “must, of necessity, take
sides,” thereby becoming a “‘moral’ institution . . . [that] imposes on its members its views on all
moral questions” [66].
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challenging the notion that public utility regulation, in particular, can “get prices
right” or otherwise create conditions that mimic textbook competition (e.g., [89]).

Energy economists and their allies within the legal academy cite this logic to
advocate the completion of the deregulatory project within electricity markets. They
celebrate the fact that governments no longer seek to regulate price or supply
in oil markets and wholesale electricity and gas markets (for the most part); but
they lament vestigial government regulation of competition and retail prices in
electricity and natural gas markets, as well as regulation in the markets for energy
derivatives,5 as an impediment to the innovation and efficiency the unfettered
market would bring, if given the chance (e.g., [18, 67, 82, 89]). Proponents of free
electricity markets lament the market distortions created by continued regulation
of retail natural gas and electricity prices in many states and caps on wholesale
natural gas and electricity prices. They oppose regulatory incentives for particular
energy investments (such as renewables) on similar grounds and licensing regimes
which they see as barriers to entry [16, 69, 89]. These arguments are rooted, often
explicitly, in the distrust of government and faith in markets popularly associated
with Austrian economics and Adam Smith [18, 89].

Why, then, does the deregulatory project remain incomplete? Why do govern-
ments erect unequal barriers to entry for different kinds of energy projects? Why
have modern electricity markets stopped short of the free market ideal to date? The
answer lies, at least partly, in the realization that the economist’s highly stylized
view of human nature is incomplete: it is mostly limited to that which can be
deduced from the idealized abstraction that is homo economicus. It mostly ignores
humans’ social side, homo politicus.

2 The Political Economy of Energy Law

While economics seeks allocative efficiency, voters and their agents in Congress
care not only about what is efficient but also what is just or fair. Consequently, voters
and policymakers sometimes use collective action to seek a more just distribution or
to organize collective responses to risk [17, 37, 125, 134, 137].6 The distinction
between efficiency and fairness, in turn, implicates a set of long-debated issues
in welfare economics, political science, and philosophy. This section traces the
reasons why the traditional tools of economic analysis have failed to account for
considerations that are important to understanding energy regulation.

5Energy derivatives are financial contracts through which parties can secure a guarantee to
purchase or sell energy or transmission rights at guaranteed future prices. Energy derivatives are
regulated by the Commodity Futures Trading Commission.
6One cannot explain the broad body of public utility regulation or environmental regulation as
mere rent-seeking or capture, at least not very persuasively [134, 137]. It has been the product of
mass movements as well ([17, 37, 125], pp. 1635–1675).
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Economics aspires to be a positive science, like physics, positing assumptions
and deducing conclusions from those assumptions, often using mathematical or
formal logic. Ideally, this system of logic yields testable conclusions about the
real world, which are then subjected to rigorous empirical tests [28]. Of course,
economists’ first principles begin with the idea that individuals are rational max-
imizers of their self-interest (utility maximizers) and will behave in purposeful,
sometimes strategic, ways in pursuit of that goal. In this way modern economics
has formalized Adam Smith’s argument that perfectly competitive markets produce
Pareto efficient outcomes [47].7 As with physicists’ models of the natural world,
to many economic theorists, it does not matter that the assumptions on which the
theory of perfect competition is built rarely exist in the real world. The theory is
useful as a starting point, from which we can begin to understand how real markets
work by comparing them to the competitive ideal. In positive science, they say,
the value of the theory lies not in the realism of its assumptions but in its ability to
illuminate that which is logical or to yield accurate predictions of aggregate behavior
[19, 57, 93].

Arrow’s theorem and the Coase theorem are examples of theories built in this
way, though the former uses much more formal logic than the latter. From the
assumption of purposeful rationality, both Arrow and Coase used logical deduction
to reach conclusions about political and legal problems, respectively. Arrow’s
theorem posits Pareto efficiency as one of the several necessary characteristics of
any democratic collective choice mechanism ([3], pp. 329–330). Coase concludes
that under the conditions he posits, private bargaining is more likely to approach
a Pareto-efficient solution to externality problems than government regulation or
taxes. He contends that regulation of externality problems is bound to err by some-
times permitting activities with a negative net benefit and prohibiting activities with
a positive net benefit and that when property rights are well defined and bargaining
costless, those errors can be avoided. That is, under those circumstances, bargaining
will result in a Pareto-superior distribution of costs and benefits, compared to
regulation [29].

Since those conclusions implicate law and policy, several generations of legal
scholars and political scientists have engaged both of these theorems in ways that
illustrate that the conclusions of each are dependent upon disputable assumptions
[44, 60, 99, 101, 109]. For example, both theorems posit the desirability of Pareto
efficiency. But if politics is (axiomatically) a zero-sum game, economists’ embrace
of the Pareto criterion to evaluate policy or policymaking processes seems to expel
political trade-offs from their discipline’s domain [25, 117]. Why would welfare
economists circumscribe their analyses in this way?

7In another emulation of physics, this conclusion is sometimes called the first theorem of
welfare economics. This labelling echoes physicists’ fundamental laws of thermodynamics. Pareto
efficiency refers to distributions that cannot be changed without making at least one person worse
off. It is distinguished from Kaldor-Hicks efficiency, which refers to distributions that maximize
collective happiness even if they make some worse off, as long as it is possible for the winners to
compensate the losers.
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There is an historical reason for this. Traditional utilitarianism (of the kind
associated with philosopher Jeremy Bentham) embraced the goal of maximizing
utility, not simply maximizing the number of happy people [12]. Welfare economics
rejected the normative questions at the heart of utilitarian philosophy sometime
prior to the mid-twentieth century [126]. It did so by rejecting as “unscientific”
interpersonal utility comparisons (and the idea that we can aggregate utility across
individuals), based upon the premise that we cannot observe or measure individual
utility; rather, we can only measure individual choices, from which we can infer
individual preferences [63, 121]. It was this so-called “ordinal revolution” that
elevated Pareto efficiency as the dominant goal of welfare economics [26, 63].8

It should be obvious, however, that the Pareto criterion is not value-free. To
the contrary, it is by definition a rejection not only of redistribution but also of
the intuition that disparities in wealth influence the amount of utility different
individuals derive from a given quantity of goods or income. It is a “Trojan horse
smuggling ethical commitments into the theoretical citadel of positive mainstream
economics” ([65], pp. 67–68).

If the only legitimate inferences about welfare are those we can make from
individual market decisions, it is little wonder that modern welfare economic
analyses favor market solutions over government regulation: by that logic, only
through individual voluntary exchange can welfare ever be maximized.9 In this
way, welfare economics implicitly endorses as normatively best a narrow, unrealistic
view of social efficiency and does so by (i) concluding that Pareto efficiency is the
only scientifically justified decision criterion and (ii) employing it as the touchstone
of “efficiency” across a wide spectrum of policy problems.

Of course, Pareto efficiency seems a limited and inadequate decision criterion
to scholars concerned with the distributional impacts of policies or who recognize
the ubiquity of zero-sum decisions in policymaking [54]. Hence, some political
economy scholars reject Pareto efficiency as the only defensible criterion by which
to judge policy choices. Judge (and legal scholar) Richard Posner concludes that
Pareto efficiency is of limited value as a measure of social good because it depends
upon “the distribution of wealth—willingness to pay, and hence value, being a
function of that distribution” [117]. Legal scholar Michael Dorff echoes Posner
when he observes that “there is general agreement that the Pareto principle is
largely irrelevant in policymaking because it is almost never true that a change
in policy will make everyone better-off” [36]. Economist Amartya Sen devoted a

8The term “ordinal revolution” comes from the notion that cardinal utility cannot be measured.
Rather, we can only measure ordinal utility, that is, we can infer preference rankings from choice
behavior. It should be noted that there are dissenters from the view that only choice can reveal
preferences within the economic profession (e.g., [95]).
9Some of the more purist strains of the Austrian economic school have gone further, embracing
a version of the Pareto criterion as a normative basis for opposing most government action as
tyrannical or illegitimate. Murray Rothbard, an American associated with the Austrian school,
advocated a society based on a series of voluntary private exchanges and characterized most
government regulation as a form of violent coercion (e.g., [122]).
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good portion of his 1998 Nobel address to a plea for welfare economics to move
beyond the Pareto criterion and embrace interpersonal utility comparisons in order
to make a more meaningful contribution to discussion of important policy problems
[128]. And similar concerns dominate seminal works in political science (e.g., [33]).
Nonetheless, the goal of Pareto efficiency retains its perch atop welfare economics
and is responsible for a kind of disconnect between economic theory and political
reality, at times.

For example, consider the problem of monopoly pricing, which loomed so large
in the history of public utility law. In neoclassical economics, monopoly pricing
is inefficient not because it enables the (monopoly) firm to capture more (and
consumers fewer) benefits than under pure competition but because it produces a
so-called deadweight loss representing potential benefits captured neither by firms
nor consumers [72, 151]. However, “it seems certain that Congress never thought
in terms of [deadweight loss] when it passed the antitrust laws ([156], pp. 1104–
1105), nor did it intend public utility laws to rid the market of deadweight losses, but
rather to ensure that prices that were ‘just and reasonable’” for firms and consumers
alike [160, 169, 170]. Similarly, American environmental law eschews reliance on
Coasean solutions, partly because those solutions are practically unworkable [64]
and partly because they frequently offend most voters’ sense of fairness [136]. As
Coase acknowledged, his argument assumes away collective action problems: where
multiple parties are affected by pollution from a single firm, each injured party has
an incentive to “free ride” off of the efforts of other injured parties, which can lead
to inefficient results. Coase’s analysis also ignores some important dimensions of
fairness, such as the question of whether the polluter came to the injured party or
the injured party came to the polluter or the effects of distribution of wealth on
willingness to pay and more.

Thus, in these ways economics’ aspirations to positive science tilt the discipline’s
conclusions toward disregard of collective notions of fairness and the influence of
wealth disparities on utility and toward greater skepticism about regulatory solutions
to important distributional problems [36, 86]. Scholars in behavioral economics
and behavioral game theory have been working for decades to address this defect
in modern welfare economics and have broadened our understanding of human
decision-making in the process [25, 145]. However, a large segment of mainstream
economics continues to resist those lessons or to deny their usefulness or to pay
them no more than lip service by way of oversimplified nods toward “bounded
rationality.” Much of this resistance is traceable to the ordinal revolution and
the belief that economic models (ought to) “make no assumptions and draw no
conclusions about the physiology of the brain” or that theorizing about behavioral
departures from rationality is ad hoc ([25], p. 11; [46, 61]). Nevertheless, less
doctrinaire social scientists, philosophers, and legal scholars seek to understand
how “normal people” or “people with emotions and cognitive limits, . . . behave”
and to grapple with the distributional issues at the center of policymaking and law
[25]. This explains the greater influence of behavioral research within philosophy,
political science, and law than in economics.
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This is not surprising. The behavioral revolution challenges economists’ assump-
tions about individual rationality directly, reflecting a skepticism that was probably
always present among a minority inside the discipline and a majority outside it [40,
94, 127, 144]. Herbert Simon was skeptical “about substituting a priori postulates
about rationality for factual knowledge of human behavior” ([131], p. 297), and
the subsequent work of Tversky and Kahneman and others within the fields of
psychology, sociology, anthropology, and neurobiology has illustrated myriad ways
in which human motivation and human action deviates from the assumptions
underlying the neoclassical rational choice model [83, 147, 148]. This is apparently
true for homo economicus but is especially true for homo politicus as well [124].10

While the behavioral literature is far too large to summarize here, a few
of its fundamental lessons have particular significance for current debates over
electricity markets and their regulation. First, behavioral models emphasize the
importance of emotion in motivating choice behavior. The sense that a particular
outcome (energy prices, for example, or the allocation of pollution risk) is unfair is
partly an emotional reaction, and emotion can dominate reason. Second, human
choice is influenced by a concern for the welfare of the group. Experimental
psychologists have repeatedly demonstrated the importance of social forces in
explaining (seemingly irrational) behavior, including our impulses to conform to
the norms of the group,11 to cooperate,12 and to treat each other fairly.13 In other
words, homo politicus cares about others and less about her absolute wealth and
more about her position relative to others. Third, experimental research supports the
conclusion that our brains’ emotional circuitry is also built to help us avoid risk or
danger. Indeed, one of the early heuristics identified by Kahneman and Tversky was
our heightened sensitivity to the risk of loss [85], that is, we experience a smaller
increase in utility from a gain of $X than the decrease in utility we experience from

10In his critique of the Pareto criterion and the application of rational actor models to political
questions, philosopher Mark Sagoff put it this way: “[N]ot all of us think of ourselves simply as
consumers. Many of us regard ourselves as citizens as well. We act as consumers to get what we
want for ourselves. We act as citizens to achieve what we think is right or best for the community”
([124], p. 1286).
11The famous Asch experiment demonstrated that a surprising percentage of subjects would
provide an obviously incorrect answer to a simple question once it had become the apparent
dominant view within the group [4]. Irving Janis’ notion of “groupthink” emphasized this same
point, though Janis used ex post analysis of high-profile group decisions rather than experiments
[74]. More recently, Dan Kahan’s experiments at the Yale cultural cognition project have shown
how people’s beliefs, and evaluation of empirical evidence, is biased by their need to be consistent
with the views of those with whom they share a political ideology and cultural identity [80, 81].
12Prisoner’s dilemma game experiments demonstrate that cooperative norms can arise within
the context of the game, even though the payoff structure suggests that noncooperation is the
behavioral equilibrium [7, 55]. Elinor Ostrom’s research offers empirical support for the same
conclusion [110].
13According to Ernst Fehr, “a large body of experimental [laboratory] evidence in economics and
psychology . . . indicat[es] that a substantial percentage of people . . . [have social] preferences and
that neither concerns for the well-being of others nor for fairness and reciprocity can be ignored in
social interactions” (Fehr, 2009).
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losing $X. We experience more pain, for example, from an unexpected spike in
energy prices than the pleasure we derive from a price drop. Loss aversion may help
explain voters’ willingness to support policies that socialize risk.

None of these findings should surprise students of politics and regulation, nor
would they have surprised classical political economists working before the ordinal
revolution. Indeed in the words of Daniel Kahneman, “the definition of rationality
in . . . [modern] economic theory is so outlandish that it is not a major achievement
to find objections to it” [84]. Significantly, these behavioral lessons can explain
the persistence of energy regulatory regimes that the economic critique deems
“inefficient,” as explained in the next section.

3 Risk, Uncertainty, and Externalities in Electricity Markets

Electricity markets offer an ideal illustration of why the law continues to resist
the vision of self-regulating and self-correcting markets that enjoys such strong
support in the conservative policy community. How will society manage risk and
uncertainty (about energy supply and energy prices) in electricity markets? How
will it manage the distribution of external costs and benefits not captured by market
prices? These are not only questions of efficiency; they are also political questions
to which voters, firms, and interest groups bring their interests and ideologies to
bear. Like the market, the political process by which these questions are answered
is imperfect, but it seems to reflect at least a generalized collective preference for
regulatory interventions in electricity markets [17, 75]. Some of these interventions
aim directly at distributional questions; others address voters’ and regulators’
dissatisfaction with market failures. The following discussion looks specifically at
regulation aimed at managing the shortcomings of competitive electricity markets
and how that regulation responds to problems unlikely to be addressed satisfactorily
by free markets.

3.1 Managing Risk and Uncertainty

In competitive electricity markets, a fundamental problem centers on the role that
governments (or other planners) ought to play in helping market participants manage
price and supply risk and uncertainty [92].14 Electricity markets are no exception
to the rule that market participants value the risk of losses more highly than the
equivalent risk of gains [85]; they also avoid situations characterized by uncertainty,
where the risk cannot be estimated with sufficient precision [24, 39, 130].

14Frank Knight is often credited with first articulating the distinction between “risk,” an uncertain
future event to which a quantitative probability can be attached, and “uncertainty,” an uncertain
future event for which no probability can be assigned.
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3.1.1 The Supply Side

On the production side of the market, public utility law has long focused on
the question of whether price signals alone can attract sufficient private capital
investment in energy supply to ensure a reliable, reasonably priced supply of
energy when it is needed. For certain kinds of highly capital-intensive, long-lived,
fixed-asset investments, investors are risk- or loss-averse, doubly so because of
the tremendous amount of uncertainty in electricity markets. For the prospective
investor in an expensive, 40-year asset, it is next to impossible to estimate the
probability that the competitively priced energy produced by the asset will produce
a sufficient return over its lifetime (compared to existing or yet-to-be-invented
alternatives) or whether the asset will be rendered obsolete or uncompetitive by new
regulation. Economists characterize this “asset specificity” problem as a rational
reaction to the possibility of strategic behavior by counterparties or to uncertainty
about the opportunity cost of investing [91]. However, to most other scholars,
investor reticence is better explained in behavioral terms, as a form of risk or
loss aversion [103], or an emotional reaction to uncertainty. Indeed, Judge Posner
explains the latter phenomenon this way:

One response to uncertainty that is common to most economic actors, whether producers
or consumers, is to freeze. The impulse is natural . . . . By freezing, one tries to preserve the
status quo in the hope that time will bring information, enabling the correct response to be
determined . . . .

Freezing may be sensible, but it is not a product of calculation. What actuates freezing
is fear, specifically fear of the unknown ([118], pp. 1345–1346).

This behavior is consistent not with any expected value calculation but with
behavioral experiments on loss aversion [10, 11].

Nuclear power plants, coal-fired power plants, and other large central station
technologies trigger this investment dynamic. In traditionally regulated states, state
regulators guarantee a fair return on that investment, thereby providing ample
incentive to invest. Critics of traditional regulation argue that that guarantee creates
unnecessarily high rates for ratepayers, windfalls to shareholders, and unnecessary
capital investments [6, 30]. In competitive electricity markets, owners of plants
have no such guarantee. They must make investment decisions based upon revenue
projections in uncertain competitive markets over the life of the plant. This is
problematic because it is difficult to project how much electricity will be needed
in the future or whether any particular plant’s electricity will be competitively
priced in the future [17, 77, 135]. Nor can plant owners always solve this problem
by signing long-term contracts with prospective buyers. In states like Texas, New
York, and Pennsylvania, which are characterized by retail competition, retailers are
the buyers on wholesale power markets. Because retailers typically sign contracts
with their customers for no more than 12 months in duration, it is difficult for
retailers to commit to power purchases over decades—the length of time necessary
to secure financing for large power plants [35, 52]. Indeed, a recent study by the
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American Public Power Association found that almost all new capacity in 2013 was
constructed under a long-term contract or ownership and that only 2.4 percent was
built for sale into competitive markets [2].

Uncertainty (and the consequent disincentive to invest) is further exacerbated
by the way electric power is dispatched on the grid. Because electricity cannot be
stored in commercial quantities economically, the grid must be kept in balance—at
any given point in time, the amount of electricity being dispatched to the grid by
generators must equal the amount being taken off the grid by consumers—in order
to avoid outages. When the grid operator dispatches power from individual electric
generating facilities to the grid, it does so from the available generating facility
that is willing to provide the power at the lowest marginal cost, subject to the caveat
that the security of the grid must be maintained. This so-called “security-constrained
economic dispatch” (SCED) rule governs most dispatch decisions. This rule protects
ratepayers from paying unnecessarily high (unjust and unreasonable) rates and
applies both in traditionally regulated systems and in competitive wholesale markets
[48]. For buyers, this dispatch rule means that spot market prices face continuous
downward price pressure, particularly in an era of inexpensive natural gas and as
more zero-marginal cost power from wind and solar generators enters the system,
increasing the opportunity cost (or decreasing the option value) of locking into a
fixed-price long-term supply contract. For plant owners, this rule means that they
cannot always or easily predict when their plants will actually be sending power to
the grid.

This additional uncertainty has led overseers and regulators of competitive
electricity markets to intervene in those markets in a variety of ways to try to
promote reliability of supply.15 Grid operators in every competitive market employ
a variety of mandatory and contractual arrangements to ensure that specified plants
are available to provide short-term power to the market in order to balance loads
and avoid outages [140]. For example, grid operators may use so-called “reliability
must run” or “RMR” contracts with plant owners under which plants are obligated
to supply power when called upon to do so. In some organized wholesale power
markets, RTOs/ISOs operate capacity markets, which use auctions to pay owners
of generating capacity in order to ensure that an adequate amount of generating
resources will be available at some future date [78]. The Texas grid operator
has eschewed capacity markets in favor of letting wholesale prices float freely
as a way of rewarding investment in new capacity [41], but Texas regulators
have explored intervening in ancillary services markets to increase payments to
providers of short-term reserves [119]. The Texas initiative is essentially a very
short-term capacity market [62, 87, 154]. This same sense that wholesale markets
are undercompensating providers of reliable electric service is behind a recent FERC

15In the absence of regulatory interventions designed to ensure an adequate supply, pivotal
suppliers can acquire and abuse market power in competitive markets [138].

initiative requiring RTOs/ISOs to change their settlement procedures in wholesale
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spot markets [51]. Some of these market interventions are intended as attempts to
“get prices right” and represent rejections of the unfettered market allocation of
costs, benefits, and risk.

Nor do these interventions necessarily address all of the reliability attributes
voters and regulators might wish for from a diversified fuel mix, attributes that
may not be reflected in the way electricity is priced in spot markets [62, 140].
For example, intermittent sources like wind and solar are less reliable than fossil-
fueled plants, because the former can offer power to the grid only when the wind
is blowing and the sun is shining, respectively. And coal-fired and nuclear power
plants are more reliable than gas-fired plants because they do not depend on real-
time (and, therefore, interruptible) supply of fuel from a pipeline. Uniquely among
electric generation sources, nuclear power combines very high fuel reliability with
zero-emission generation, which may account for the efforts of states in competitive
markets to ensure that existing nuclear plants do not exit the market [97, 105, 153].
On the other hand, combustion turbines (usually gas fired) can ramp much more
quickly and efficiently than coal-fired or nuclear generators [14, 102] and can be
efficient providers of short-term reserves. For all of these reasons, policymakers
may intervene to ensure fuel diversity in the electric generation mix in order to
ensure reliability of supply [104]. Central planners can plan for a diverse fuel
mix, whereas the free market has difficulty pricing these reliability attributes of the
generation mix. They simply do not appear through a bottom-up Hayekian process
of spontaneous order; rather, they are provided from the top-down, by a combination
of grid operator decisions and reliability planning mandates.

3.1.2 The Demand Side

Does economic theory do a better job of predicting demand behavior? If freely
floating wholesale and retail energy prices do not always provide a sufficient
incentive to invest in supply, might prices be used to influence demand decisions
more efficiently? When prices are high in oil markets, we drive less and convert
home heating systems from heating oil to gas or electricity. Proponents of freer
markets argue that electricity market price caps disrupt this dynamic: if wholesale
and retail power prices floated freely in ways that reflected the full cost of delivering
electricity to each location on the grid over time, price signals could cure the
capacity assurance problem more efficiently than market interventions (such as
capacity markets), in part by influencing (reducing) demand. At grid locations where
prices are consistently high, not only will new capacity be built; at those same
locations, consumers will reduce demand, obviating the need for peaking capacity
in the first place [79, 82, 89]. Or, if consumers wish to avoid outages, they will pay
more for electricity or find their own alternative sources of supply. If consumers are
not willing to pay rates that sustain the amount of generating capacity necessary
to prevent outages, we can infer, therefore, that consumers do not really want that
higher level of reliability. Instead, they have revealed their true preferences for more
frequent outages [89].
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This sort of real-time or dynamic retail pricing would elicit from consumers their
true willingness to pay to ensure a reliable supply (and avoid outages), in much
the same way that Coasean bargaining ought to reveal the parties’ true willingness
to pay to resolve pollution problems. Dynamic pricing is technically possible in
the era of smart meters [50] and commonly used in organized wholesale markets
[150]; yet it is largely absent from both competitive and regulated retail markets,
where customers pay mostly fixed rates [49].16 This is inefficient in that it leads the
market to undervalue generating capacity, a problem electricity economists call “the
missing money problem” [31, 70, 78].

Pilot experiments indicate that consumers respond to dynamic pricing by altering
their consumption patterns in response to price signals (saving money in the process)
[45, 89]. If dynamic retail pricing is efficient and technically possible, why is it so
rare? It may be that for most residential consumers, the stakes (savings of a few
dollars per month) may not be worth the bother of responding manually to price
signals or of purchasing and programming a device to do so. Or it may be that
consumers, like investors, prefer to avoid downside price risk and may be willing to
pay a premium to avoid it in the form of higher-but-predictable rates [79]. Moreover,
the subjects of dynamic pricing experiments may not be a representative sample of
ratepayers: most were not selected randomly, and they may be more responsive to
price signals than the average ratepayer. Alternatively, the Hawthorne effect may
be at work in some of these experiments, making the results unrepresentative of
these same participants’ behavior outside the experimental context. Finally, in some
of these pilot programs, participants were insulated against downside risk as a
condition of their participation in the experimental program, which also can distort
results [45]. If consumers really do not want dynamic retail pricing, are they being
irrational in forgoing the ultimate savings available from dynamic rates? Perhaps,
but this behavior seems perfectly consistent with the loss aversion heuristic in the
behavioral literature.

Retailers may yet coax consumers into acceptance of dynamic rates, since
retailers face dynamic prices as buyers on wholesale markets. A few retailers,
many of them traditionally regulated utilities in competitive wholesale markets, are
trying to entice their customers to embrace dynamic pricing by offering risk-free
trial periods during which the utility guarantees that the customer’s rate will not
increase regardless of consumption patterns [9]. After the price ceiling guarantee
expires, risk-averse retail customers could conceivably purchase financial hedges,
thereby reducing their exposure to price risk. However, financial hedges make more
sense for high-volume market participants (like retailers or generators) than for
individual residential consumers for whom the stakes are small and the transaction
costs relatively high. Alternatively, there has arisen a niche market of demand-side
aggregators, who sign up retail customers to contracts in which the customer pledges
to reduce demand (or to allow the aggregator to do so) during peak demand periods;

16According to a 2011 FERC survey, less than one percent of households pay rates that very
according to time of use [49].
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the aggregator and the customer then share the resulting savings [149]. Even in
the absence of dynamic retail pricing, aggregated demand response (DR) could
theoretically bid into wholesale markets just as generators do, offering to provide
X MW of DR at specified times, for a price. Indeed, the FERC encourages DR
participation in wholesale markets.17

Another alternative to dynamic pricing are behavioral “nudges,” policies that
might reduce demand peaks with fewer transaction costs for consumers [146].
Nudges usually take the form of informational appeals to users to reduce con-
sumption during peak periods, for varied reasons. The appeal can be to assist in
the achievement of a policy goal, such as environmental protection or avoiding
health-based costs of power generation [5], or to the individual’s sense of peer or
community norms [1, 8, 71]. These sorts of appeals aim to activate individuals’
sense of social responsibility or desire to conform to social norms [13]. Companies
like Opower manage these sorts of nudge programs for an increasing number of
retailers [108].

Economists tend to see behavioral nudges as inferior to dynamic pricing because
they induce consumers to bear a cost (forgoing consumption at a convenient time)
and provide uncompensated benefits (shaving system peaks) to others; dynamic
retail pricing, on the other hand, allows consumers to sell that benefit to the
retailer. Thus, dynamic pricing represents a Pareto improvement: each party gains
from the trade, or they would not make the trade. Nudges may not represent a
Pareto improvement, because consumers forgo benefits of uncertain value. However,
one can argue that nudges represent Pareto improvements. The consumer is not
compensated monetarily for her inconvenience; but it may be that the consumer
derives utility from contributing to the achievement of a social goal or from
conforming to social norms. After all, nudges induce behavior; they do not compel
it. On the other hand, the nudge may induce disutility by alerting the customer that
she is conflicting with social norms; her change in behavior represents a desire to
remove that disutility. It is not clear whether that is a welfare-enhancing outcome.
In any case, nudges are a form of regulatory intervention in the market, one whose
relative success (compared to dynamic retail pricing) seems to be a function of its
embrace of the behavioral (rather than the rational actor) model.18

17The Supreme Court recently endorsed the FERC’s efforts to encourage DR in Federal Energy
Regulatory Commission v. Electric Power Supply Association, 136 S. Ct. 760 (2016), which
overturned a lower court decision finding DR participation in wholesale markets inconsistent with
the Federal Power Act.
18There is a growing literature in finance on “market microstructure” that examines ways in which
financial markets fail to resemble textbook markets in important ways (e.g., [107]). Debates over
the wisdom or effects of trying to price ancillary services, for example, are analogous to the
microstructure literature in financial markets.
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3.2 Managing (Negative and Positive) Externalities
in Electricity Markets

Nor has economics’ prescription for externalities—namely, to “get prices right”
through taxes, subsidies, or assigning property rights to public goods—prevailed in
the law. Part of the reason is that getting prices right in this context is very difficult;
and for reasons suggested by the behavioral literature, voters may not consider
pricing externalities a sufficient solution to the problem. The economics literature
on negative (environmental) externalities is rich, well-developed, and tends to favor
pollution taxes over command-and-control permitting regimes. It tends to view
permitting regimes as unnecessarily costly barriers to entry in electricity markets
[115]. Some dedicated Coaseans prefer privately negotiated solutions to externality
problems, even over environmental taxes [15, 38], and most conservative scholars
agree that permitting regimes impede efficiency (e.g., [98]). Nonetheless, permitting
and licensing continue to dominate American environmental regulation, despite
decades-long challenges from economic theory and the ideological right. Their
abolition seems unlikely primarily because they enjoy public support, support we
might infer is rooted in the sense of security that comes from the existence of a
regulator preventing firms from shifting too many environmental costs to the rest of
us [42, 116].

Economics also struggles with how to “get prices right” in the supply of network
infrastructure—oil and gas pipelines and electricity transmission and distribution
lines; these networks produce their own kind of missing money problem, one that
is also in need of a regulatory fix. This problem is one of the positive externalities.
Not only does the presence of the network stimulate economic benefits in the form
of transactions over the network that otherwise would not have happened; the bene-
ficiaries of individual segments of the network include nonusers of those segments.
Absent some system for spreading the costs of the system to those non-customer
beneficiaries, prospective investors do not anticipate being fully compensated for the
benefits their investment creates, suggesting a role for government in this market.

Economists struggle to fit energy delivery networks neatly into the public or
private goods category. Access to the network is excludable (like a private good)
but for the common carriage obligation; consumption of space on the network is
non-rivalrous (like a public good), but only up to the point of congestion [59,
89, 140]. However, the benefits of a robust network extend beyond paying users,
both geographically and temporally. For example, all of the New Englanders who
use natural gas to heat their homes (or natural gas-fired electricity) would benefit
immediately from investment in additional pipeline capacity into New England,
in the form of lower gas and electric prices and fewer gas or electric supply
interruptions. Likewise, all electricity users benefit from regional investment in
high-voltage transmission lines because the investment brings improved system
reliability (fewer outages and less congestion on the system). Furthermore, if
transmission is built to serve renewable generation, which is typically located far
from load, then the beneficiaries are even farther flung and include those who
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would otherwise have been the downwind receptors of pollution from fossil fuel
plants displaced by the renewable generation made possible and/or economic by the
transmission line.

Traditionally, jurisprudence under the Federal Power Act follows the cost
causation principle, which historically has limited cost allocation to customers of
the transmission line. This is an artifact of the statutory requirement that rates be
just, reasonable, and nondiscriminatory. The problem of incentivizing investment in
electricity transmission infrastructure is acute, because the need for new investment
is widely perceived to be urgent and because the Federal Power Act (unlike the
Natural Gas Act) does not grant the FERC the power to site lines or line owners
the power of eminent domain, creating additional (state and local) barriers to entry.
Applying the cost causation principle is especially difficult in the electricity context
because electricity follows its own path (of least resistance) across the interstate
grid, spreading the impacts of transmission investment more widely throughout the
network [21]. In the first of three transmission cost allocation opinions involving
challenges to FERC orders by the Illinois Commerce Commission (ICC), the
Seventh Circuit overturned a FERC order authorizing a transmission tariff that
would spread the cost of a new high-voltage transmission line among all of the
utilities (and their customers) within the PJM19 regional wholesale market, on a
pro rata basis. The court found the order to be inconsistent with the cost causation
principle, because FERC had not met the burden of demonstrating that costs were
being allocated in a way that was at least “roughly commensurate” with benefits,
though it acknowledged in principle that costs could be spread more widely than the
transmission customer base ([163], pp. 473–477).

The FERC has since tried to encourage transmission tariffs allocating costs
to non-customer beneficiaries who reap the reliability or clean energy benefits of
new transmission lines. The Seventh Circuit has approved a transmission tariff for
MISO20 regional wholesale market that spreads costs of new lines broadly across
the MISO region [164] but rejected a second attempt by PJM to spread the costs of a
new high-voltage line across its region in 2014 [165]. This cost allocation problem
prompted a debate between Judge Posner and the late Judge Cudahy over the leeway
that market regulators ought to be afforded in managing the market for transmission.
Judge Posner’s majority opinions in these cases reflect his belief that it ought to
be possible to identify the distribution of the benefits of new transmission among
existing ratepayers, and to apportion the costs accordingly. Judge Cudahy disagreed:

However theoretically attractive may be the principle of “beneficiary pays,” an unbending
devotion to this rule in every instance can only . . . discourage construction while the nation
suffers from inadequate and unreliable transmission. Unsurprisingly, it is not possible to
realistically determine for each utility . . . the precise value of not having to cover the costs

19PJM is an RTO whose territory comprises most of the Middle Atlantic states and parts of the
Midwest.
20MISO is an RTO whose territory extends from Minnesota south through the central portion of
the country and includes parts of the upper Midwest.
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of power failures and of not paying costs associated with congestions, and all this over the
next forty to fifty years. ([163], p. 479)

Judge Cudahy noted that the positive externalities are partly temporal, making the
kind of accounting sought by Posner impossible in his view, in part because many
of the beneficiaries of improvements to this network cannot be identified. We can be
almost certain that sometime in the next four or five decades people on the network
(who do not directly use the new line) will benefit from its presence in predictable
ways, but we cannot come close to identifying who those people are right now. To
Judge Cudahy, the problem was one of “incommensurable forces and conditions”
and therefore required deference to agency discretion ([165], pp. 565–566) [166].

When network infrastructure produces positive externalities not easily compen-
sated by the market, there is a role for regulators to assist in spreading the costs
more broadly to ensure the provision of sufficient supply. In the words of Brett
Frischmann, “[t]he societal need for nondiscriminatory community access to infras-
tructure and the generation of substantial spillovers each appears to independently
constitute grounds for identifying a potential market failure and for supporting some
role for government” ([59], p. 6). Positive externalities lead markets to undersupply
network infrastructure, as do ill-designed rules (like the beneficiary pays rule) that
attempt to mimic that same flawed market. Furthermore, for delivery networks, the
cost causation rule poses an equity problem if access to the network is essential in
order to participate in economic life. If we build networks only to locations where
the users have the ability to pay, the rich will have access to the network, and the
poor will not.21 In the post-ordinal revolution framework of neoclassical economics,
that fact does not necessarily imply a problem, because we cannot assume that those
who are unable to pay would derive as much utility from access to the network as
those who are able to pay; to many others, however, the problems associated with
relying on willingness to pay measures as the best measure of utility in that instance
are obvious.

This is the same problem that provoked a government solution in the form of
the Rural Electrification Act in the 1930s [27, 123]. Similarly, in the 1950s, neither
President Eisenhower nor the Congress justified government funding of interstate
highways by identifying and taxing only those people likely to use each segment of
the interstate highway system. Nor could they have done so, which may be partly
why American taxpayers shared that burden. Interestingly, electric transmission
lines are being approved and built in Texas with relative speed and ease, where much
of the grid lies beyond the jurisdiction of the Federal Power Act’s cost causation rule
[53, 143].22 This may be because the state has chosen to emulate the financing of the

21The cost causation principle produces a level of network investment that maximizes net benefits
only if one subscribes to the view that willingness to pay is the best available measure of utility
and that we cannot make inferences about the relative amounts of utility different individuals derive
from a good or service.
22The Electric Reliability Council of Texas (“ERCOT”) is an RTO that manages a grid that is
functionally separate from the remainder of the American power grid and comprises most of the
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federal highway system by spreading the cost of the new lines to all ratepayers.23 In
other words, these governments have seen fit to address market failure in the market
for network investment, and they do so by spreading the costs more widely than
rigid adherence to a (simulated) willingness-to-pay regime would.

4 The New (Old) Political Economy of Regulation

There is a contradiction at the heart of capitalist democracy, one that government
regulation attempts to manage. We want an economy that incentivizes innovation
and offers the social benefits of efficiency and a polity that protects us from the
various harms associated with market failure. In electricity markets those harms
include sudden price spikes, harmful pollution, and the undersupply of energy
infrastructure. Americans seem willing to support policies that reduce our exposure
to these harms and to ensure that energy prices and competition in electricity
markets are “fair.” Since its inception more than a century ago, modern American
energy law—public utility law and environmental law—has sought to reconcile
these conflicting impulses. Certainly, regulation sometimes produces distributions
that economists suspect are suboptimal. When voters and policymakers choose these
policies anyway, it is tempting to ascribe to them a misunderstanding of markets or
of what is best for society. But it may be that voters and policymakers believe they
are choosing between two imperfect systems and reject the pure forms of both; it
may very well be that regulation is an informed choice.

American electricity markets are shaped by bottom-up innovation that responds
to market incentives and by top-down regulation that aims to minimize the dangers
of market failure. It seems extremely unlikely that American energy policy will
veer sharply toward central planning or toward eliminating regulation of electricity
markets altogether and for good reason. Because the Pareto criterion is both
practically and politically an unrealistic goal and because we often fail to behave
like homo economicus, regulators intervene in electricity markets to incentivize
investment and to manage the distribution of the externalities of energy production.
Economic models of politics may conceive of these interventions as rent-seeking
likely to distort markets, but this explanation is convenient and unpersuasive,

grid within the State of Texas. The lack of an interstate connection means that the Federal Power
Act requirement that transmission rates be just, reasonable, and nondiscriminatory does not apply
to the ERCOT grid.
23The state offered financial incentives for investment in renewable power within the CREZ zones
and decided to “socialize” the costs of building transmission from the CREZ zones eastward to
San Antonio, Houston, and the remainder of central and east Texas. The presence of this new
transmission, in turn, has sparked the development of more generation in Texas than any other
state.
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because it is the product of the a priori assumptions economists employ [158].24

Rather, regulatory interventions are better explained as the product of Americans’
revealed preferences for some regulation of electricity markets.

Ironically, while Smith and Hayek condemned governments’ failure to under-
stand the motives of market participants and the sometimes harmful consequences
of regulation, neither man sought to vindicate the kind of elegant, mathematical
expression of human behavior found in modern economic theory. Rather, Smith and
Hayek each wrote in response to the specific, problematic forms of government
interference in the economy they observed during their lifetimes. Smith wrote at a
time when guilds controlled access to most professions under the guise of protecting
the public; Hayek wrote in the shadow of Nazi and Soviet totalitarianism. Their
writings should be understood in those contexts. It is a sizeable leap from their
criticism of the misguided regulation they witnessed to the kind of idealized free
electricity markets being advocated by some conservatives today, markets which
Judge Cudahy long ago accurately described as “folklore” [32]. To the contrary, one
could argue that Smith and Hayek would endorse the kind of electricity markets
we see now: markets into which regulators have introduced competition and market
pricing cautiously and iteratively, coupled with regulatory experimentation to ensure
an adequate supply of infrastructure and to internalize the externalities of energy
production [68].

Both Smith and Hayek recognized a role for government in addressing public
goods and externality problems and in incentivizing investment where markets
fail to supply enough of any good that society needs. Here is Hayek (quoting
Smith) on the importance of “intelligently designed and continuously adjusted”
legal institutions in an efficient market:

To create conditions in which competition will be as effective as possible, to supplement
it where it cannot be made effective, to provide the services which, in the words of Adam
Smith, “though they may be in the highest degree advantageous to a great society, are,
however, of such a nature, that the profit could never repay the expense to any individual or
small number of individuals”, these tasks provide indeed a wide and unquestioned field for
state activity. In no system that could be rationally defended would the state just do nothing.
An effective competitive system needs an intelligently designed and continuously adjusted
legal framework as much as any other. Even the most essential prerequisite of its proper
functioning, the prevention of fraud and deception (including exploitation of ignorance)
provides a great and by no means yet fully accomplished object of legislative activity. [66]

Hayek also endorsed health and safety regulation and regulation that mandates
the provision of information that “can never be adequately provided by private
enterprise” [66]. For his part, Adam Smith envisioned for government “the duty
of protecting . . . every member of the society from the injustice or oppression of

24Nobel laureate Oliver Williamson chastised this kind of slavish adherence to economic theory in
the wake of the California electricity crisis, arguing that designers of the California market applied
theory “naively” without regard to “the realities of the political and regulatory process” ([158], p.
384).
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every other member . . . [and] of erecting and maintaining certain public works and
certain public institutions” which the market will not provide [133].

Nor would Smith or Hayek be comfortable with the mathematical version of
modern neoclassical economics that was cause and consequence of the ordinal
revolution: Smith because he would reject its narrow view of homo economicus and
Hayek because he was skeptical of the ability of mathematical economists to capture
the dynamics at work inside markets [90].25 According to economist Alan Krueger,
“Smith was a Rawlsian before . . . Rawls,” implying that Smith cared so much about
distributional justice that he would have rejected Pareto optimality as a goal [96,
120]. Rather, Adam Smith’s [132] was the behavioral view of human nature, one
that embraced social preferences: “How[ever] selfish soever man may be supposed,
there are evidently some principles in his nature, which interest him in the fortune
of others, and render their happiness necessary to him, though he derives nothing
from it, except the pleasure of seeing it” [132]. Unfortunately, too many modern
economists have jettisoned classical economists’ broader understanding of human
nature and of the interdependence of politics and markets in their attempts to make
the discipline more scientific (and hence more rigorously logical and mathematical).
Hayek’s contemporary and rival John Maynard Keynes wrote that “the master-
economist” is not only a logician or mathematician but also a “historian, statesman,
[and] philosopher” [88, 152]. Hayek disagreed with Keynes on most things, but not
on this point. In an address at the London School of Economics, Hayek lamented
narrow specialization within economics, noting that “‘if you know economics and
nothing else, you will be a bane to mankind, good, perhaps, for writing articles for
other economists to read, but for nothing else” ([139], quoting Hayek).

Some scholars trace the ancestry of the ordinal revolution back to Smith’s
contemporary David Hume and his admonition that an “ought” cannot be derived
from an “is” [63]. But Hume did not believe human nature was fully captured by
homo economicus any more than Smith did; nor would Hume endorse the modern
public choice view of the policy process. When Hume famously described reason
as a “slave to” passion, he was making a descriptive statement about human nature
that echoes modern behavioralists [73], one central to his (and James Madison’s
theory of government [100]. The American Founders were students of mathematical
theories of collective choice that predated Arrow’s theorem, but the Madisonian
theory of government was (and is) about more than mere preference aggregation.
Rather, it is about structuring the delegation of decision authority by voters to
a deliberative government. Despite their clear-eyed view of human ambition and
selfishness, the Founders aimed to create a decision process that minimizes rent-
seeking and favors deliberation and that pushes policy toward “the permanent . . .

25In his 2014 best-selling book on wealth and income inequality, Thomas Piketty made a similar
point: To put it bluntly, the discipline of economics has yet to get over its childish passion for
mathematics and for purely theoretical and often highly ideological speculation, at the expense
of historical research and collaboration with the other social sciences. . . . This obsession with
mathematics is an easy way of acquiring the appearance of scientificity without having to answer
the far more complex questions posed by the world we live in ([112], p. 32).
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interests of the community” [100]. In that sense, Madison’s goal for government
resembled that of his contemporary Edmund Burke: government should decide as
the people would decide if the people could devote the resources and time necessary
to understand the problem [22, 43].

The problem we face in today’s polarized American polity is that the meaning
of the permanent interests of the community is particularly hotly contested. But that
does not negate the worthiness of pursuing that goal. In American energy policy
that contest seems to be between two visions of the good: a top-down vision of
ever-greener electricity markets, on the one hand, and bottom-up vision of ever-freer
electricity markets, on the other. Both visions can be naive, at times. Proponents of
both visions lament the lack of “an energy policy” in line with their vision and the
fact that American energy policy falls somewhere in between.

However, American energy policy is forever destined to lie in between, because
it appears that that is what the well-informed median voter wants. Voters want a
reliable, affordable, and clean energy supply. Energy and environmental regulators,
working within constraints imposed by statutes and courts, have proven quite adept
at the kind of cautious experimentation by which the permanent interests of the
community can be identified and realized. Defying the caricature of the power-
hungry central planner, American regulators have long balanced the benefits of
markets against their dangers in ways that reflect the goal of serving the well-
informed median voter [161, 168]. This has been particularly true in the modern
era of congressional gridlock [56].

By contrast, it has been elected legislators, and sometimes even courts [167], who
have been much more prone to clumsy interventions in markets. State legislators
have tried to “correct” energy prices they perceive to be discriminatory against their
citizens, from the earliest days of public utility regulation to the present day.26 While
today’s legislators must curry votes by paying verbal lip service to one or the other
ideal visions of our energy future, public utility commissions and environmental
agencies are free to do the hard work of reconciling markets with community
needs in an industry that produces what is often described as “the lifeblood of the
economy.”27 Thus, in solidly Republican Texas, policymakers pursue a vision of
free electricity markets but are willing to compromise that vision in order to ensure
the security of energy supply or to promote wind development. And in solidly
Democratic California, policymakers pursue a vision of green electricity markets
but are willing to compromise that vision in order to ensure that prices do not
get too high [23]. Despite a policy debate fought using the language of ideological
archetypes, regulation is a collective project involving continual interaction between

26In the early 2000s, New Jersey and Maryland grew dissatisfied with wholesale electricity
prices in eastern PJM. Policymakers in both states concluded that the PJM capacity market was
not inducing sufficient investment in new generation facilities in eastern PJM and undertook to
subsidize construction of new natural-gas fired generation within their state borders. Reasoning
that these subsidies would distort prices in the PJM market, the Supreme Court struck them down
in Hughes v. Talen Energy Mktg., LLC, 136 S. Ct. 1288 (2016).
27A Google search of this phrase reveals more than 400,000 results (last searched Nov. 8, 2016).
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policy and markets [17]. As human beings, we participate in this project in two
ways: homo politicus participates in the policy process in order to place limits on
homo economicus in the market. We bring different concerns and motives to each
role, and it is little wonder that the best tools we have to analyze markets provide
such an incomplete picture of the policy process. We recognize the virtues of the
market, but we do not entirely trust it to maximize social net benefit, and so we retain
the option to regulate [58]. In this way American electricity policy is an ongoing,
contested effort to define which costs and benefits will be allocated by the market
and which will be allocated by law and policy.
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Capacity Markets: Rationale, Designs,
and Trade-Offs

Alfredo Garcia

Abstract Many electricity markets around the world have implemented capacity
markets (e.g., PJM, New England, New York, UK, Colombia), and many more are
in the process of finalizing capacity market designs. In this chapter we will review
the rationale behind capacity markets, the basic traits of the most popular designs
and some outstanding design issues.

1 Introduction

In the last decade, many electricity markets have put into operation new “capacity
markets” which aim to ensure an adequate level of investment in generation
capacity expansion by supplementing generator revenues. Evidently, this regulatory
intervention is motivated by a firmly held belief that expected energy payments
do not promote the right levels of investment in new generation capacity. To
provide context, consider the case of Colombia’s power system which largely relies
on hydroelectric generation for supplying demand. In years with average to high
precipitation levels, thermal plants with a high marginal cost have exceedingly low
utilization factors. However, in a dry year (which occurs on average, every 5 years)
these generation resources are badly needed to ensure reliable supply. In a market
with only energy transactions, this type of generation technology only receives
significant income 1 out of every 5 years when spot prices often equal the price
cap (i.e., maximum allowable bid in the spot market) imposed by the regulator. Due
to vertical disintegration between generation and retail, load-serving entities cannot
cope with this risk by maintaining a portfolio of hydro and thermal generation
assets. Therefore, in a market with energy-only payments and vertical disintegration,
the risks related to volatile revenues due to cyclic precipitation patterns, price, and
availability of fuels make private investment in peaking technologies very unlikely.
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Why would a situation like this call for regulatory intervention? One could argue,
for example, that a market for forward contracts (with duration longer than 5 years)
could provide a solution to this conundrum: peaking technologies could price-in
the risk hedging service, and load-serving entities could manage their exposure to
high prices by procuring forward contracts from investors in peaking technologies.
There are however significant caveats to this story. For instance, a thin or poorly
subscribed forward contract market would be associated with insufficient investment
in peaking technologies. Under intense price competition in the retail market, load-
serving entities would have weak incentives to pay a risk premium in high to average
precipitation years. It seems therefore that a forward contract solution would require
some form of systemic risk regulation.

The structure of this document is as follows. In the first section we briefly
review the different arguments that have been used to justify the creation of capacity
markets. The second section describes the basic design structure of several capacity
markets. In the final section, I offer some concluding thoughts.

2 Rationales for Capacity Markets

2.1 Price Caps and the Missing Money Problem

The most frequently cited reason to justify the introduction of capacity markets is
known as the problem of missing money. To describe this problem, it is necessary
to review the functioning of a perfectly competitive market with a spot price equal
to the marginal cost of the marginal technology. A useful visual rendition is known
as a screening curve (see Figure 1). The top describes the different technologies in
terms of total cost per unit if installed capacity (e.g., MW) versus the total number
of hours of operation in a year. Peak technologies have lower capital (fixed costs)
but higher variable costs (fuel). Mid-merit and base technologies are more capital
intensive but lower variable costs. Assuming the spot market operates efficiently
(i.e., the spot price equals the marginal cost of the marginal technology), then one
can examine which capacity configuration is equilibrium (i.e., capacity levels such
that no incremental investment in any of the available technologies is profitable).
The bottom figure describes the spot prices for the given capacity configuration.
Note that there are realizations of demand (with a duration in [0,H0)) for which
there is not enough capacity and the spot price equals the marginal value of lost
load (VOLL) (which is assumed constant here for ease of exposition). This is the
maximum per unit amount consumers are willing to pay to avoid outage.

To see why the capacity levels described in Figure 1 are in equilibrium, consider,
for example, the highest values of demand with durations in [0,H0). As we
mentioned before, there is not enough capacity to meet these values of demand.
Investors in peak technology earn a rent equal to difference between the VOLL and
the marginal cost of the peaking technology times the duration H0. This rent equals
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Fig. 1 Screening curves for capacity expansion under perfect competition

the average cost associated to this investment level. Any additional investment in
this technology is not profitable. For demand values with durations in [H0,H1) in
equilibrium, the marginal technology is the peak technology (i.e., for these demand
levels, the spot price equals the marginal cost of the peaking technology). As before,
the mid-merit technology earns a rent that is proportional to the durations H0 and
H1, and there is no incentive for additional investment in this technology. For
demand levels associated with durations greater than H1, the technology with the
lowest average cost is the mid-merit. Hence, for demand values with durations in
[H1,H2), the mid-merit technology is at the margin. Finally, the base technology
(lowest marginal cost, highest fixed cost) is marginal for load levels with durations
exceeding H2. A similar argument can then be made to show that there is no
incentive for additional investment in this technology.

For diverse reasons (e.g., political, market power mitigation), electricity reg-
ulators around the world have price caps for the spot price of electricity. In an
electricity market where the price of spot energy is subject to a price cap (set at
a value that exceeds the marginal cost of the peaking technology but that is lower
than the (per unit) value of lost load VOLL), the aggregate levels of investment in
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all technologies (in equilibrium) are distorted. In particular, the equilibrium levels
of investment in the peaking technology are reduced inducing a market failure: the
individual return of investors in peaking technology is lower than the social value of
this type of investment (See [6]). In a similar fashion, the imposition of a price cap
also distorts the equilibrium mix of mid-merit and base technologies.

The missing money argument crucially depends on the assumption that demand
is inelastic. This assumption may have been well justified in the past, but it seems no
longer tenable as novel technologies are enabling consumers to shift consumption
over time. For example, a combination of distributed generation (e.g., solar) and
storage capacity may enable consumers to respond to intraday price changes. If
demand is sufficiently elastic, there is no need for a price cap to protect consumers.
And without a price cap, there would not be a missing money problem.

Another key element in the missing money argument relates to the assumption of
a perfectly competitive market. With market power the relationship between price
caps and equilibrium spot prices is rather complicated. For example, a lower price
cap may increase average spot prices when there is market power (see [2]). The
evidence during the California market crisis (Summer 2000) seems to support this
conclusion (see table below).

PriceCap$/MWh AvgSpotPrice$/MWh
750 106
500 126
250 134

(1)

2.1.1 A Counter Argument: Energy-Only Markets and High Price Caps

A simple counterargument to the “missing money” argument for capacity markets
is to relax the price cap constraint. This is the case of the markets in New Zealand,
Australia, and Texas in which the spot market is capped with relatively high values
(e.g., 10000 US $ / MWh in Texas and even higher in Australia and New Zealand).
A relaxed price cap constraint implies that situations of scarcity induce significant
rents on available capacity, thus allocating risk to consumers. Without any further
regulatory intervention, consumers may be exposed to the risk of extremely high
prices. Without proper incentives, load-serving entities may not actively hedge
against high price events. To protect consumers, load-serving entities must be
hedged via contractual commitments and subject to steep penalties if they fail to
comply with this commitment. This induces a demand for long-term contracting
that in turn drives investment in generation capacity and prudent management of
fuel price risk.
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2.2 Systemic Risk

Under vertical disintegration between generation and retail, load-serving companies
have weak incentives to sign long-term forward contracts. The competitive pricing
pressure in a business with low markups for commercial intermediation makes a
relatively myopic procurement strategy fairly attractive. However, it is precisely
long-term forward contracts that facilitate the financing of new generation plants.
By failing to hedge against a potential but low probability scenario of scarcity and
high prices, load-serving companies may be exposed to the risk of insolvency. A
myopic procurement strategy induces a systemic risk: investment in new capacity is
likely to be insufficient.

It is convenient here to make an analogy to the banking sector since it presents
an analogous situation. Banks may have lending portfolios with risk levels that
in aggregate pose a real threat to the viability of the system. In order to control
this systemic risk, several schemes of prudential regulation have been implemented
through, for example, stress tests that limit the levels of exposure to portfolio risk.
The analogy is imperfect because there is no central bank in the electricity market
that acts as a lender of last resort. Capacity markets in electricity aim to provide the
market with a tool of last resort by forcing all load-serving entities to have some
form of protection against critical system (high price) conditions.

2.3 Market Power

Another argument (which is perhaps less cited to justify a capacity market) relates
to the incentives to limit entry by incumbent generation firms with market power. In
an energy-only electricity market, there is an inverse relationship between the total
amount of available generation capacity and the energy spot price: the higher the
levels of excess capacity (i.e., the difference between available capacity and peak
demand), the more competitive pressure is exerted in the short-term market leading
to lower spot prices in the energy market. Low levels of excess capacity are typically
associated with higher spot prices for energy and stronger incentives for entry. In
this setting, spot market sales are the most important source of revenue for small
or independent power plants. This is due to the fact that (i) vertically integrated
utilities may self-procure electricity by having forward contracts between affiliates
in generation and retail and (ii) large incumbent generators (with diverse assets)
demand lower premiums for price-risk hedging via forward contracts. Therefore,
in an oligopolistic market with entry costs, generation companies in the market
can (indirectly) control entry by maintaining a level of excess capacity that is
high enough to discourage entry by new investors. Thus, there may be a free-entry
equilibrium in which oligopolists maintain a level of surplus capacity that is lower
than that which would be socially optimal but high enough to deter entry (see [4, 5]).
In these conditions there would also be a market failure: it is socially optimal to
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invest in greater levels of excess capacity, but it is not profitable to do so either for
an independent investor or for firms already installed in the market. The investment
strategy mentioned by the oligopolists acts as a barrier to entry. Capacity market
designs aim to eliminate this barrier to entry by subjecting all investment alternatives
for new capacity to a competitive tender process.

3 Taxonomy of Capacity Market Designs

Before describing different regulatory approaches for capacity markets, it is impor-
tant to outline the differences between resource adequacy and security of supply.
Resource adequacy refers to the guarantee that there will be enough available
generation and network capacity to meet forecasted demand. This long-term goal
differs from security of supply which is the ability of the power system to deal
with real-time disturbances in the short run. In the previous section we described
arguments to support the claim that electricity markets subject to price caps may fail
to ensure resource adequacy, hence the need for capacity markets. In what follows
we will describe the different capacity designs which can be classified as depicted
in Figure 2 below.

PriceQuantity

Strategic
Reserves

Market
Mechanism

Capacity
Obligation

Capacity
Auction

Sweden

France PJM, NEISO, UK

Spain, Portugal, Ireland

Fig. 2 Taxonomy of Capacity Market Designs
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3.1 Quantity-Based Mechanisms: Capacity Obligation

A common approach to ensuring adequate investment in new generation capacity is
quantity-based: load-serving utilities are obligated by regulation to procure an ade-
quate level of generating capacity. For example, in the capacity obligation scheme
to be implemented in France and the Southwest Power Pool (SPP), load-serving
utilities are required to contract a certain level of capacity from certified generators
or certified consumers (with the ability to reduce demand upon command) at a price
negotiated between the parties. A load-serving utility that fails to comply with this
obligation is subject to a fine that is proportional to the unmet requirement. This
scheme includes checks and penalties in the event that the capacity guarantee is not
honored by the issuer when required.

A capacity obligation induces an artificial demand for capacity guarantees. In a
similar manner, a certification process (coupled with penalties for nonperformance)
regulates the supply of capacity certificates. Market clearing for capacity certificates
is decentralized though in certain designs, certificates can also be traded via periodic
public auctions.

A recurrent criticism of this capacity market design is related to vertical
integration between generation and retail by certain incumbents. Under decentral-
ized market clearing, vertically integrated incumbents may self-supply, and this
constitutes a barrier for more efficient entrants. A related criticism pertains to the
duration of capacity certificates. A relatively short-duration certificate (e.g., 1 year)
imposes a significant risk on new entrants thus increasing their cost of capital. In
order to alleviate these concerns, the capacity design in France includes certificates
with a 7-year duration for new capacity that are traded through a public auction.
To prevent possible market manipulation (e.g., capacity withholding), the design
includes active market monitoring of capacity certificates issuers with respect to
historical benchmarks. In addition, large generation firms will be mandated to
supply minimum amounts of capacity certificates to ensure liquidity in centrally
run auctions.

3.2 Quantity-Based Mechanisms: Strategic Reserves

In this capacity market design, an independent system operator is in charge of
determining the total amount of capacity reserves needed to meet a reliability target
based on estimated demand and what the market would otherwise provide in terms
of capacity without the mechanism. 1 Typically, the ISO is in charge of procuring via
a competitive auction contracts for capacity that must be deployed upon command.
These capacity resources are often exclusively dedicated for reserves purposes so
that the strategic reserve acts as generator of last resort.

1The notion of maintaining strategic reserves is not novel. For example, the USA has kept for
several decades an inventory of oil reserves for national security purposes.
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This mechanism is relatively easy to implement. However, it is not clear that it
effectively addresses the resource adequacy problem since a relatively short contract
duration may only attract interest from the owners of installed capacity. On the other
hand, a long contract duration may render some ISO forecasts into a self-fulfilling
prophecy: if large amounts of reserves are deemed necessary, then most new entry
will likely be structured around reserves contracts thus reinforcing the need for large
amounts of reserves.

In addition, the mechanism may create a nontrivial linkage between spot prices
and the clearing price for reserves as incumbent generators with relatively large
market shares may arbitrage between the spot and the reserves market. In this case,
the mechanism induces a transfer of capacity from one market to another without
necessarily providing incentives for new capacity.

3.3 Quantity-Based Mechanisms: Reliability Options

This scheme is centered around the procurement of reliability options by load-
serving entities. Typically procurement is done in a centralized fashion by the
ISO (on behalf of all load-serving entities) through a descending clock price
auction. Under a reliability option contract, contracted capacity providers must
make capacity available when the spot price exceeds a strike price (or scarcity
price) which defined ex ante or pay the contracted capacity times the difference
in prices. The duration of these contracts may vary between 1- and 5-year-long
terms. This scheme has been adopted in New England and Colombia (see [1, 7]).
Determining the aggregate demand for reliability options is an important aspect
of this design. Since there is no demand-side bidding in the auction, a proxy for
demand appropriately reflecting consumers’ willingness to pay for reliability is
needed. A starting point for computing this proxy demand curve is the engineering
target of meeting a given loss of load expectation (LOLE) (e.g., for the New England
Market, this target is 1 day in 10 years). A pivotal (quantity, price) two-tuple used in
constructing a proxy for demand corresponds to the level of capacity needed to meet
the given reliability target at the estimated cost of the marginal technology (this is
sometimes referred to as cost of new entry). A linear function is then obtained by
using a slope around this point that is again set by the regulator (see [8] for a more
elaborate estimation of a proxy for the capacity demand curve).

This relatively complex design exhibits significant benefits: (i) it reduces long-
term generator’s risk for both incumbents and new entrants, (ii) consumers are
hedged against high spot prices, and (iii) it mitigates market power that would
otherwise emerge in times of scarcity. However, the implicit bundling of resource
adequacy and high price concerns may result in a flawed instrument as we shall
review in the ISO-NE capacity market performance during the Polar Vortex of 2014.
(Figure 3).
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Fig. 3 ISO-NE spot prices vs strike price during polar vortex 2014

The Problem of Indexing the Strike (or Scarcity) Prices: Indexing or
updating the scarcity price over time has proven to be quite problematic in
both New England and Colombia. At the of the outset of the forward capacity
market (FCM) in New England, the strike price was based on the marginal
cost of a generator using natural gas (priced at the Henry Hub price index)
and under a given (relatively high) heat rate. Due to the significant increase in
shale gas production, natural gas prices dropped so that strike or scarcity price
fell significantly. However, in early 2014 an extremely cold wave caused by a
southward shift of the North Polar Vortex affected New England. Record-low
temperatures implied an increased demand for natural gas for heating. Limited
pipeline capacity implied extremely high gas prices and thus an extremely
high strike price. The marginal plants in the market dispatch were burning
liquid fuel at a cost that though relatively high was lower than the strike price.
As a result of failing to properly capture the cost of the marginal technology,
the reliability options were not exercised during this highly critical event.
After a long process of consideration, in May 6, 2015, FERC approved the
elimination of peak energy rent (the mechanism protecting consumers against
high prices) by raising of the strike price to 1000 US $ /MWh.

Another recurrent concern associated with this mechanism pertains to the
uniform price auction design and the possibility of strategic behavior. With a single
clearing price, there are incentives to withhold capacity from the auction in order
to induce higher prices. This issue has become readily apparent to regulators and
independent system operators alike. For example, in a recent ISO-NE report (Dec
2015), it is stated that:
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. . . the current FCM rules do not address the potential for a capacity supplier to exercise
market power by retiring a resource prematurely in order to decrease supply, artificially
increase prices and benefit the remainder of the suppliers portfolio.

Evidently, more active demand-side participation in the auctions for reliability
options can mitigate this risk. Finally, proponents of this market design argue
the capacity market does not affect in any way the price formation in the spot
market. The trouble with this argument is the fact that scarcity events always affect
generators differently so that during critical event some generators are short of
capacity to meet their reliability option obligation and some have excess capacity.
Those with excess capacity can exercise market power by bidding excess capacity
at the price cap. The resulting spot price is therefore affected by the capacity market
as we illustrate in the following simple example:

Interaction Between Capacity and Spot Markets: To illustrate the inter-
action between capacity and spot markets, we will describe a simple hydro-
thermal system with two periods. In the system there are two hydroelectric
generators each with generation capacity of 100 and reservoir capacity of
150. In addition, there is one (price-taker) thermal plant with capacity 75.
We assume there are no water inflows to the reservoirs in the first period, but
reservoirs are filled up to capacity after the second period. Assuming initially,
reservoir 1 has 150 units (energy) and reservoir 2 has 50. If demand is 150 per
period, minimum cost dispatch is 100 units (hydro) and 50 thermal in each
period. We also assume the marginal cost of the thermal plant is several orders
of magnitude less than the strike price. Even if generators behave strategically,
the equilibrium market dispatch is equal to the minimum cost dispatch, and
the forward capacity obligations are not exercised since the spot price for
energy is below the exercise or strike price (see Figure 4 (a)).

Consider now the case in which hydro-generators behave strategically and
each one has a forward capacity obligation for 50 units. With the same initial
conditions as above, in equilibrium, in the first period, reservoir 1 offers
capacity (100 units) at the price cap while reservoir 2 offers its available
capacity (only 50 units) at strike price. As a result of first period’s market
dispatch, reservoir 2 has no capacity left and reservoir 1 has monopoly over
residual demand. In the second period, reservoir 1 offers capacity at a price
slightly below scarcity price. In the first period, capacity obligations are
exercised since spot price exceeds strike price. In the second period, the spot
price is set by reservoir 1 at a price that is slightly below strike price and
the capacity obligation is not exercised (see Figure 4 (b)). This strategy is
an equilibrium provided the strike price is greater than half the price cap. The
asymmetry of initial reservoir levels coupled with the forward obligation gives
reservoir 1 significant market power.
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Fig. 4 Interaction between spot market and capacity market

3.4 Incentives for Performance and Moral Hazard

There are two approaches to limit the possibility that generators that are awarded
reliability options fail to honor their contractual obligation. The first is preventive:
constraints are placed on how much capacity each generator can bid into the
capacity market. For example, initially gas-fired units could only participate in
the capacity market when backed by a firm contract for natural gas supply (UK,
PJM). This requirement is particularly as astringent on the underlying gas network.
In countries with significant hydroelectric capacity (Colombia), hydro-plants with
large reservoirs are subject to statistical analysis to determine which fraction of their
energy could be reliably called on under a reliability option contract under scarcity
scenarios.

Preventive schemes have not worked as well as expected. For example, in Colom-
bia during the 2009–2010 drought (due to “El Niño”), hydropower plants continued
to operate early in the dry year to meet their bilateral energy commitments,
progressively emptying reservoirs. This was a clear indication that hydropower
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companies preferred the risk of future underperformance on their reliability options
obligations over the failure to honor their contractual obligations in the energy
market.

Another approach involves performance incentives. For example, in PJM’s relia-
bility pricing model (RPM), a peak-hour period availability (PHPA) charge is used
based on actual performances during 500 peak hours. The scheme may have proved
inadequate: during the polar vortex of 2014 with record-breaking peak demand,
PJM experienced an abnormally high forced outage rate with underperformance of
committed capacity resources of roughly 40%. This led to a strong criticism of the
scheme in place [3]:

. . . capacity resources rarely face financial consequences for failing to perform, and
therefore have little incentive to make investments to ensure that they can reliably provide
what the region needs: energy and reserves when supply is scarce.

As a result PJM is phasing in a capacity performance requirement. It is fair to say
that finding the optimal design combining preventive with incentives is still a work
in progress.

3.5 Price-Based Mechanisms

The main idea in a price-based mechanism is to provide an additional source of
revenue for certain types of peak units which receive a payment per unit capacity
usually pre-set, for all or a fraction of their available capacity. This capacity
premium aims to encourage generators to invest. It is the regulator that sets the
capacity price and the market that determines the amount of capacity. There are
different ways to determine the capacity price. For example, in the mechanism that
operated in the UK up until 2000, the capacity payment was computed as the product
of the likelihood of system failure (calculated based on the supply-demand balance)
and the difference between the value of lost load and the market spot price. The
experience was not satisfactory: by withholding capacity, incumbents were able to
manipulate the market by reducing their available capacity particularly during peak
periods. Here again we find very weak incentives for performance. Unlike a capacity
market based on reliability options in which generators must assume the difference
between spot prices and strike price when failing to honor their reliability obligation,
in this design the penalties for underperformance are relatively weak as they are
proportional to the capacity payment per unit.
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4 Future Issues

4.1 Renewable Technologies and Capacity Markets

Renewable technologies are becoming increasingly competitive in the spot (energy)
market. From a security of supply perspective, this trend raises a number of issues.
For example, there might be a situation in which cheap renewable resources may not
be used in an economic dispatch constrained by network transmission capacity and
other reliability considerations. Evidently this situation can be addressed by having
enough reserves (e.g., fast-ramping gas-fired turbines or demand response). This is
an ancillary service, the cost of which must be taken into account in spot market
clearing in order to identify efficient dispatch.

Though it may defy intuition, renewable resources may also contribute to
resource adequacy because a certain level of capacity can be expected to be
available with high enough probability. However, the contribution to resource
adequacy by renewable resources may only be assessed by using sophisticated
system-wide models of stochastic dispatch in the medium and long-run. Evidently,
there is a risk involved in crediting renewable capacity as contributing to resource
adequacy. This risk depends upon the specific characteristics of each power system
and the overall renewable capacity configuration. Hence any capacity market that
incorporates renewable resources must be price discriminatory. Such prices would
vary greatly between energy-constrained (e.g., Colombia) and capacity-constrained
systems (e.g., ISO-NE, PJM). Designing a capacity market that can incorporate
renewable technologies is an open research question.

4.2 Interaction Between Capacity Market Designs in
Interconnected Markets

The integration of interconnected electricity markets which face capacity constraints
for cross-border trade has emerged as an important source of efficiency gains for
all market participants. This integration has been achieved by means of market
coupling protocols (e.g., France-Belgium-Germany). However, if the integration is
limited to the short term (day-ahead to real-time trades), the failure to coordinate
capacity market designs may induce inefficiencies that may be much greater in
magnitude. However, the coordination between capacity markets is far from trivial.
To illustrate consider the hypothetical case of two markets with coupled trading.
Suppose one market has a capacity design in place and the other has no capacity
market but a relatively high price cap. In this setting, a “leakage” of capacity may
occur: under scarcity it may be best for a generator to fail to honor a reliability
option in its home market in order to sell its capacity in the neighboring market.
In conclusion, the interactions between capacity markets (or lack of) may create
incentives for inefficient operation and/or location decisions. The harmonization of
capacity markets for coupled markets is an important goal for regulatory agencies.
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Redesign of US Electricity Capacity
Markets

Robert W. Moye and Sean P. Meyn

Abstract This paper surveys the different approaches in use today to ensure grid
reliability and incentivize new resources. Market challenges are surveyed, as well
as empirical findings that suggest that current market approaches do not provide
proper incentives. It is argued that the primary problem is that organized capacity
markets today do not consider risks and uncertainty over the proper time frame –
decades instead of months or years. Because of this, the analyses ignore risks and
other factors that are key to making optimal investment decisions. Solutions are
proposed based in part on concepts from traditional resource planning.

1 Introduction

Much of the social history of the Western world over the past three decades has involved
replacing what worked with what sounded good. – Thomas Sowell

Driven by claims during the last quarter of the twentieth century of anticompet-
itive behavior by electric utilities, frustrations by consumers having to bear much
of the risk of large electric generation investments, and a desire by many to create
a more economically efficient market for the electric power industry, the United
States began to deregulate (or “reregulate”) certain aspects of the electric power
industry. Starting with the Public Utilities Regulatory Policies Act (PURPA) in 1978
and continuing with energy policy acts in 1992 and 2005, the US wholesale power
markets (and in some states, the retail markets) were opened to more competition.
Much like the deregulation of AT&T in the 1980s, these actions were expected to
spur innovation and reduce costs to consumers. And like the experience with AT&T,
opinions on the results of the deregulation of the electric power industry are mixed.
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Today, the wholesale power markets in the United States represent a patchwork
of policies and approaches that impact, if not outright dictate, how capacity,1 energy,
and related products are bought and sold. While some aspects of all markets appear
to function well, there continues to be much debate about the efficacy of some.
This is particularly true for the markets designed to ensure that sufficient electric
generation is in place today and being planned and constructed for future use. These
capacity markets currently take many and varied forms across the United States.
Most markets, but not all, define a minimum resource requirement that entities
directly serving customer load are required to meet. Some rely on bilateral markets
to meet these requirements. Others have very structured processes (e.g., auctions)
to facilitate the purchase and sale of generating capacity. At least one market relies
entirely on energy price signals to provide the necessary incentives for investment
in new generation.2 And while there are many prominent individuals involved in the
market structure debate today who believe long-term markets will self-optimize3 if
only we can be patient, this issue is far from being settled.

There is little scientific basis to predict that long-term optimality will emerge
from short-term decision-making by generation operators. One challenge to analysis
is that there is no agreement on how to quantify risk to society or to an individual
agent in the market. Another challenge is the enormous uncertainty over planning
horizons of many decades. The risk to a generator operator is obvious in today’s
technological environment: the lifetime of an efficient gas turbine generator may
be a half century, and its purchase price over one billion dollars. At the same time,
revenue over this time horizon depends on uncertain energy prices and policy.

The importance of capacity planning cannot be overstated. Some of the most
famous electric utility failures are associated with poor selection of resources,
failure to adequately address potential future market scenarios that ultimately mate-
rialized, or simply poor management of the design and construction of resources [28,
35]. Furthermore, a primary argument of capacity market proponents, and market
reregulation in general, was to get away from a rate-of-return approach to incentivize
investment (wherein consumers bore essentially all capital and operational risks)
and instead have the companies that build the generation bear these risks.

Few, if any, electric utilities have failed because of poor operating conditions.
These can be rectified in short order. However, resource investments can long outlive
the engineers, analysts, and managers that propose such projects. Perhaps the most
famous failure regarding resource expansion was the Washington Public Power
Supply System. In the 1970s, this group, owned by a consortium of municipal
utilities committed to build five, large nuclear power plants in the Pacific Northwest.

1Capacity represents the amount of power a resource is capable of delivering at a point in time,
or over a period of time. Variations in this term are used in the markets to reflect availability,
deliverability and other characteristics important in a particular setting.
2The Electric Reliability Council of Texas (ERCOT), the electricity market covering most of Texas,
uses an energy-only market as a means of incentivizing resource investments.
3Throughout this chapter, the use of the terms optimize, optimum, or optimal follow the general
definitions provided by the Cambridge Dictionary and others to mean “best” or “most effective in
a particular situation.” In many cases used herein, it will simply mean “least cost.”
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Cost overruns and delays, along with a significant drop in load growth, led to the
cancelation of four of these units and the largest default on municipal bonds in
history at the time ($2.25 billion) and still the second largest default today [35].
Another famous failure was the construction of the Shoreham nuclear unit on Long
Island, completed in 1984 at a cost of $6 billion. Due to the lack of an approved
evacuation plan, the plant never operated and was eventually sold for $1 [28]. An
even more recent failure is the impending cancelation of the Kemper County clean
coal plant by Southern Company and Mississippi Power, with the utilities potentially
realizing losses of over $3 billion [19]. Failures like these are often pointed to when
discussing the importance of market deregulation.

The remainder of this chapter is organized as follows: The evolution of regulation
of the electric power industry is discussed in Section 2 to provide a backdrop for
the state of the market today. Traditional power supply planning is the topic of
Section 3. The methods and objectives employed in this approach are still in use
today in several parts of the United States and provide a comparison to the capacity
market solutions implemented in the organized markets. Section 4 contains a short
history of marginal cost theory and its use in today’s energy and capacity markets.
This theory is based on the notion of efficiency and competitive equilibria, whose
definitions are based on a hypothetical social planner’s problem.

Current market structures are surveyed in Section 5, with emphasis on the
elements of mechanisms used to incentivize investment in generating resources.
It is here where we find potential gaps between the hoped-for optimal social
planner’s solution and the outcomes of markets in a real-world setting. Some of
these shortcomings are discussed in Section 6, and potential solutions are presented
in Section 7.

Because this chapter requires history of “traditional” power system planning and
more recent organized markets, it may be useful for the reader to consult the glossary
[16] for terminology.

2 Evolution of the Electric Power Industry

Today, electricity is so basic to the world economy that certain electricity indices are
used to express a country’s economic standing (consumption or production of elec-
tricity per capita) and the standard of living enjoyed by consumers (per capita elec-
tricity consumption in the domestic sector) [18]. As such, the availability and cost
of electricity is fundamental to the economic well-being and prosperity of a society.

Primarily as the result of competitive market forces, the electric power industry
has evolved significantly over time. Generating resources have become more
reliable and efficient. High-voltage transmission networks, nonexistent at the birth
of the industry, are now extremely reliable and highly efficient.

Practices and procedures, both for system operation and for long-term planning,
have also improved greatly and now contribute to the overall value and efficiency of
the industry. While many improvements were realized in the early days through trial
and error, today’s systems benefit from the extensive use of computers to optimize
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both short-term operation and longer-term system expansion. These tools have been
particularly helpful in enhancing short- and long-term planning techniques and
practices.

The regulatory paradigm has also changed significantly over the history of the
electric power industry – starting first with regulation by municipalities through
the granting of franchises. This was followed by the creation of public service
commissions in each state and eventually regulation of wholesale market activities
at the federal level. In general, these changes were made to protect electric power
consumers from anticompetitive behavior.

In addition to the changes in the manner in which utilities were regulated, several
federal laws have had significant impact on the structure of the industry. In the first
half of the twentieth century, antitrust laws forced the breakup of larger investor-
owned utilities and the creation of many smaller utilities. During this period, other
regional electric utilities were created to serve areas not covered by the investor-
owned utilities. These included electric power cooperatives that were formed to
serve rural areas and federal power marketing agencies like the Tennessee Valley
Authority and the Bonneville Power Administration to harness the energy from large
hydroelectric projects at federal dams.

In the second half of the twentieth century, the industry was again changed to pro-
mote more competition. The Public Utilities Regulatory Policy Act of 1978 for the
first time allowed companies other than regulated utilities to sell electricity into the
wholesale power market (limited to renewable energy and cogeneration4 resources).

The passage of the Energy Policy Act of 1992 marked a significant evolution
of the industry. Following development of rules by the Federal Energy Regulatory
Commission (FERC), the high-voltage transmission systems that interconnect the
utilities in the United States began providing open access to all existing utilities and
wholesale generators, and nonutilities would be allowed to own and operate electric
generation for sale into the wholesale market. In addition, entities called power
marketers (in the 1990s these were typically affiliates of utilities and investment
banks) could participate freely in the market by purchasing electricity from one
entity and selling to another.

The rules implemented by FERC also provided for regional organizations (albeit
on a voluntary basis) to operate the high-voltage transmission systems on a statewide
or multistate basis and to implement electricity markets for the purchase and sale of
electricity products. While not all regions of the United States elected to create these
organizations, those that have continue to evolve.

3 Traditional Electric Power Supply Planning

In the early days of the electric power industry, little formal analysis was done to
evaluate existing systems and even less was done to evaluate system expansion [8].

4Cogeneration is a generating system where a single fuel source is used to simultaneously produce
two or more forms of energy output – typically electricity and steam.
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Without access to sophisticated computer models, design and system operation
decisions were based on trial and error and heuristics developed over time. The
systems were not “optimally” designed or operated in the sense that we think of
today. Even if the means were available at that time to take a more analytical
approach to planning, the pace at which technology was changing would have
likely made any plan developed meaningless in a very short period of time. Load
was growing exponentially, and new generators made old generators obsolete well
before the end of their otherwise useful lives.

Prior to 1960, engineers and operators used judgment and primitive tools to
evaluate the system. In addition to specialized slide rules, systems were evaluated
using analog network analyzers. These were working-scale models of the major
components of a power system and allowed engineers to test operating scenarios,
study system contingencies, and evaluate system expansion plans. Questions like
what is the best location for a new generator, a new transmission line, or even a
reconfiguration of the entire network could be only partially answered.

These simulators were expensive to build and maintain and often difficult
to use. Like many other scientific areas, it took the invention and use of the
computer and the development of computer models to make a significant upgrade
to the quality of power system evaluation and design. In addition to significantly
improving the analysis of existing systems through network reconfigurations and
operating practices, computers made possible the longer-term analysis of system
expansion. Power flow5 (or load flow) models helped operations but also quickly
lent themselves to longer-term optimization. Production costing programs6 also
began to be used to estimate short-term operating costs of the generation fleet. This
expanded to long-term power system analysis and the development of tools to deal
with uncertainty as the power and use of computers expanded.

3.1 Resource Investments in “Traditional” Markets

While the focus of this chapter is more directed to the methods used in organized
markets, many parts of the country continue to operate under a “rate-of-return”
regime. That is, a utility determines an optimal generating expansion plan to meet
future load requirements and secures approval of this plan by the Public Service

5A power flow model is used to simulate the operation of a high-voltage transmission system.
Given assumptions for the topology of the transmission system, the complex impedances of all
significant transmission elements, estimates of the real and reactive power loads at each node, and
the real and reactive power output of each generator, the model estimates real and reactive power
flows through each element of the system modeled and estimates voltage at every bus (magnitude
and angle).
6A production costing program uses assumptions for loads and generation cost characteristics to
simulate various operating scenarios (e.g., optimum hourly resource commitment and dispatch over
the study period) in order to estimate individual resource and total system operating costs over
the study period. Longer-term models also incorporate cost assumptions for resource additions,
retirements, and repowering.
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Commission that regulates their service territory. Once approved, these utilities are
allowed to incorporate the cost of new resources in their rate base,7 and stock
holders earn a return on equity invested over the entire useful life8 of the facility.
This rate-of-return method of incentivizing investments is what today’s organized
markets are attempting to replace.

The traditional approach to developing generation expansion planning is to
determine the combination of resources that, given the assumptions used, will result
in the least total system cost over an extended period of time (e.g., 30 years) and over
a range of scenarios. However, it will not necessarily represent the absolute least cost
plan given the most likely scenario, but will represent a plan that is deemed “best”
based on the evaluation criteria (both quantitative and qualitative) and reflects some
robustness around a range of uncertain future outcomes.

Current-day power system planners consider a wide range of factors when
developing and eventually selecting a final generation expansion plan. These factors
include economies of scale attainable from larger resources, economies attainable
from interconnection to other systems, progress associated with newer technologies,
substitution among input factors, resource replacement, the risk-reward nature of
investment decisions, and expected future operating conditions [34]. The process
employed typically involves the following [1]:

1. Forecast of the system electric load for 30 or more years into the future.
2. Evaluation of the energy resources (generation and demand-side resources)

presently available and expected to be available in the future.
3. Forecast and evaluation of the economic and technical characteristics of the

existing system and of potential expansion scenarios. These characteristics
include capital investment costs, fuel costs, operation and maintenance costs,
efficiencies, and construction times.

4. Determination of technical and cost characteristics of the resources available for
expansion.

5. Determination of the economic, financial, and technical parameters affecting
decisions. These include reliability standards, borrowing rates, required return
on equity estimates, and financial discount rates.

6. Choice of a procedure to determine the optimal expansion strategy within the
imposed constraints.9

7. Qualitative review of the results to estimate the viability of the proposed solution.

This analysis takes into account the present and future economic and technical
environments within which the electric sector is expected to operate. Thus, available
resources and fuel prices are related to the energy policy of the country. Economic
development policies, existing and foreseeable, are considered in the demand
forecast.

7Rate base represents the total value of facilities on which a public utility is permitted to earn a
specified rate of return, in accordance with rules set by a regulatory agency.
8Useful life is the estimated lifespan of a depreciable fixed asset, during which it can be expected
to contribute to utility operations.
9In this case “optimal” does not necessarily mean absolute “least cost” because other strategic
considerations are included in the planning process.
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Traditionally, the demand by consumers for electricity was assumed to be
exogenous, and the objective was always cost minimization. The approach used
in the past to address the interactions between supply and demand was usually
an iterative one, where future demand was typically based on an initial pricing
policy, the planning engineers developed least-cost solutions based on these demand
estimates, and then the demand forecasts were revised based on marginal costs
and prices. The search for an investment program was therefore one that satisfied
engineering and economic criteria in an iterative, multidisciplinary process [1].

3.2 Long-Term Planning Models

Traditional methods for determining resource investments involve optimization of
an objective function for a power system planning model that includes forecasts over
many years [11]. A brief survey is presented here on the optimization methods for
short-, intermediate- and long-term analysis of power systems because it is germane
to the discussion that follows regarding “energy-only” markets and their potential
to provide incentives for resource investment.

As will be made clear, optimization models used for long-term optimization
take into consideration the long-term capital requirements associated with the
addition and retirement of resources needed to provide a reliable supply of energy
to consumers. An effective model also takes into account elements of short-
term optimization: the same hour-by-hour simulation present in today’s organized
markets (i.e., used to define locational marginal prices (LMPs)) is an important
component of the traditional planning methodology.

One way to frame the nature of power system costs, and therefore the optimiza-
tion problem to be addressed, is to consider these costs over differing time periods.
Why certain costs are relevant in optimization analysis and other costs are not will
be made clear in the remainder of this section.

• Short-term periods (covering the next few minutes to the next few hours), where
only fuel and variable operation and maintenance (O&M)10 costs are relevant.

• Intermediate-term time periods (a few hours to several days or even months),
where, in addition to fuel and variable O&M costs, unit startup costs and no-load
energy costs must be considered.

• Long-term periods (periods from several months to many years), where all costs
must be considered. These include fixed operating costs that can be avoided if
a resource is shut down for an extended period, costs to overhaul or repower
existing resources, and costs of new resources that can be brought online to
replace or supplement existing resources.

10Variable O&M refers to nonfuel resource costs that vary with resource operation. While the
determination of some components of variable O&M is very subjective, some components are
easily quantified. Examples include lubricating oil and make-up water for cooling towers – each
of which can be significant for small generators. Utilities can directly tie these costs to operating
hours or MWh production. For simplicity, they are often reflected entirely in units of $/MWh.
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For the period we have described as short-term (ST), the optimum cost (OC)
function used to develop an optimal solution for a system of J resources over a time
period T can be represented as follows:

STOC = min
G

{ T∑
t=1

J∑
j=1

Vj (t)Gj (t)Ij (t)

}
, (1)

subject to numerous constraints, such as generation matching demand and resources
being dispatched within their allowable operating ranges. In this minimization,
Vj (t) represents the variable operating costs (fuel plus variable O&M costs, in
$/MWh) for resource j during time t ,11 Gj(t) represents the average output of this
resource during the same period (expressed in MWh), and Ij (t) ∈ [0, 1] indicates
whether resource j is online during time t . Because the other costs associated with
the ownership and operation of a system cannot be avoided during shorter time
periods, they are considered “fixed” or “sunk” in this formulation.

For the period we have described as intermediate-term (IT), the cost function
used to develop an optimal solution should take into consideration other costs
(namely, those that can be avoided during such periods). The extent to which such
additional costs are taken into consideration depends on the length of the time
period being evaluated and the characteristics of each resource. Modifying (1) to
incorporate these costs yields:

ITOC = min
F,G

{ T∑
t=1

J∑
j=1

[
Vj (t)Gj (t)+ Fj (t)

]
Ij (t)

}
, (2)

subject to the same constraints described for Equation 1 but also other constraints
such as minimum start times, minimum run times, maximum run times, and fuel
limitations. In this equation, Fj (t) represents startup costs, no-load energy costs,12

and other avoidable operating and maintenance costs of resource j during the
period being evaluated (T ), and Ij (t) now indicates if a resource is available to
be committed and dispatched during the period being considered, given the above
constraints. While these costs are often expressed in units of $/kW-mo or $/MW-day,
for our use here we have assumed that they are reflected on the same timescale as t .

Note that when transmission constraints are taken into consideration, Equa-
tion (1) is essentially the form used in organized markets today for determining
LMPs in real-time markets. When the startup times, ramping constraints, and other
operational and reliability considerations are taken into consideration, Equation (2)
is essentially the form used in day-ahead markets.

11As used here, t represents a period of 5 minutes, 15 minutes, or 1 hour – all commonly used in
power system analysis.
12No-load energy costs represent the fuel and variable O&M costs to operate a resource at 0 MW
of output.
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For analysis over time periods of years or even decades, the cost function
used becomes even more complex. Over such long-term (LT) periods, additional
avoidable operating and maintenance costs must be taken into account, but also
costs associated with overhauling, repowering, or replacing existing resources must
be considered:

LTOC = min
C,F,G

{ T∑
t=1

J∑
j=1

βt

[
Vj (t)Gj (t)+ Fj (t)+ Cj (t)

]
Ij (t)

}
, (3)

subject to the constraints described for Equations 1 and 2, but also subject to
permitting and construction times limitations, limits on the ability to finance
projects, and other related constraints. For this minimization, Cj (t) is the amortized
capital cost of future resource j (or the amortized costs of capital improvements
made to existing resource j ), β is a discount factor used to transform the results
into the present-value costs more typically used in long-term analyses, and Ij (t)

indicates if a resource can be installed and made available for operation during the
period under consideration.

It should be clear from (3), and an understanding of the size of the investment
required by most generating technologies (that determines Cj (t)), that the choice
of T can greatly influence the optimal solution. Because capital investments can
represent a significant portion of the total cost for a resource over its lifetime (nearly
100% for solar and wind resources), the time period over which an investment must
recover these costs is critical. For resources with service lives of several decades, the
analysis must cover such periods to ensure the solution to the optimization problem
is meaningful.

Traditional methods for determining resource investments employ the optimiza-
tion formulation, albeit in more complex terms, shown in equation (3). However,
traditional methods also incorporate probabilistic techniques to reflect the uncer-
tainty and risks (to both the market and investors) that are associated with many
assumptions and input variables used in the analysis. These include load uncer-
tainty tied to future weather and economic conditions, resource availability, fuel
availability and prices, technology changes, capital costs, regulatory uncertainty,
and many others. To the extent such factors can be quantified, they are included
in the numerical analyses performed. To the extent they cannot be quantified
with sufficient accuracy, they are typically incorporated in a high-level subjective
assessment. Often, multiple hypothetical scenarios are run to better understand the
impact of key events before arriving at a final plan.

It is troubling that the methods used in today’s organized markets ignore much
of the above complexity and instead assume that a very short-term, so-called
competitive market will realize results as good or better than from the use of
traditional long-term optimization methods.
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4 Marginal Analysis and Efficiency

[E]very tub must stand on its own bottom, and that therefore the products of every industry
must be sold at prices so high as to cover not only marginal costs but also all the fixed costs,
including interest on irrevocable and often hypothetical investments. . . Hotelling [21, pg.
242].

Since, when average costs are decreasing, marginal costs are less than average costs, the
total amount paid for the product will fall short of total costs. Coase [10, pg. 169].

An hourly spot price (in dollars per kilowatt hours) reflects the operating and capital costs
of generating, transmitting and distributing electric energy. [emphasis added] Schweppe, et
al [37, pg. xvii].

Short- and long-term optimization of resources in today’s organized markets lean
heavily on marginal cost theory and the concepts of economic efficiency. A major
weakness we have identified is the reliance on short-run marginal costs to provide
long-run investment signals. A review of the research regarding the use of marginal
costs to set the price for factors of production reveals that some other means of
addressing the fixed cost of assets is needed; this fact was recognized by commonly
cited authors in this field, such as Coase and Schweppe.

4.1 Marginal Costs

The discussion of the use of marginal cost pricing for public utility projects began
with a French engineer in the 1800s. Jules Dupuit introduced the concept of
marginal utility in an 1844 article concerned with the optimum toll for a bridge [12].
This theory was further formalized by Alfred Marshall in 1890 when he combined
the ideas of supply and demand, marginal utility, and costs of production [26].
Marshall was also the first to introduce the concept of market equilibrium (used
frequently in discussions regarding the design of today’s electricity markets) and
the ideas of consumer and producer surpluses.

In 1937, Harold Hotelling presented an update to the work of Dupuit (and used
the supply and demand curves of Marshall) to argue, among other things, that the
use of tolls on bridges in New Jersey was resulting in less-than-optimal use [21].
Hotelling argued that because the amount of the toll was above the marginal cost
to allow people to use the bridge (which was essentially $0), it prevented some
from utilizing the bridge that would otherwise benefit from such use (because their
marginal value was above $0, but less than the amount of the toll). Because of this
fact, Hotelling argued that the overall welfare of the potential users of the bridges,
and indirectly the welfare of the community as a whole, was not being optimized.

In 1946, R. H. Coase addressed the issues presented by Hotelling and others and
specifically focused on the “conditions of decreasing costs” [21, 22]; see also [25,
29]. Coase agreed that the amount paid for goods and services should equal the
marginal cost to produce or provide the goods and services. However, he pointed
out that whenever marginal costs are less than average costs, the total amount paid
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for a product will fall short of total costs. In the case of power systems, average
total costs are well above average marginal costs. For bridges, water systems, and
other public infrastructure investments (that were the primary focus of Dupuit and
Hotelling), the solution to this shortfall was to use taxation or some other means to
make up the difference. What then is the solution for electric power systems?

Marginal analysis was first applied to investments in electric power supply by
the Electricité de France (EDF) in the late 1940s and in the 1950s. While most
efforts in the United States were focused on the theoretical aspects of marginal
pricing, EDF was concerned more with the practical implementation [32, 42]. This
work led EDF to implement a transmission tariff in 1957 that utilized marginal cost
pricing and incorporated these same concepts into long-term investments. Marcel
Boiteux (during this time an engineer at EDF and later its chairman) studied the
relation between short- and long-run marginal cost pricing. Boiteux states in [13]
that “provided there is an optimal investment policy, short-term pricing is also long-
term pricing and there is no longer any contradiction between the two” [13, pg 70].
While this appears to support the position taken by some regarding the design of US
Organized Markets today, it is contradicted by the following statement by Turvey:
“If a price equal only to marginal operating costs creates excess demand. . . efficient
short-run resource allocation requires a price higher than this [42, pg 429].” The
solution provided by Boiteux et al. was to increase the price beyond marginal costs.
Unfortunately, this leads to less than an optimal allocation of resources as argued by
Dupuit et al.13

In the 1970s, work in this area continued by Baumol and Bradford [2] and Feld-
stein [15], where Ramsey-Boiteux pricing14 was used to derive how prices should
be increased above marginal cost in order to meet “social revenue requirements.” In
1971, Vickrey introduced the concepts of “real-time pricing”15 for a product, albeit
for telephone service pricing [2]. However, it wasn’t until the 1980s when work by
Schweppe et al. focused specifically on electricity [5].

This work, along with other work done by his co-authors [3, 4, 40], led up to the
book that many today point to as the basis for the use of marginal cost pricing in
organized markets – Spot Pricing of Electricity [37].

It is a crucial fact that all of the prior research and analysis into the use of
marginal costs from Dupuit to Schweppe et al. are consistent with the idea that while
prices for electricity at marginal cost optimize the general welfare in the short-run,

13Any amount added to marginal cost will, in theory and in practice, lead to lower consumption
and will therefore not maximize social welfare (producers will have surplus energy at a cost that is
less than what customers value).
14Ramsey-Boiteux pricing is a policy concerning what price a monopolist should set, to maximize
social welfare, subject to a constraint on profit.
15In general, real-time pricing refers to the price for energy over a relatively short period of time –
typically between 5 minutes and 1 hour. In the organized RTO markets, real-time pricing refers to
the LMPs calculated by the market for energy bought and sold at a specific location and for a set
period of time (e.g., 5 minutes).
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basing revenues entirely on short-run marginal costs is not sufficient to recover fixed
costs and therefore insufficient to incentivize investment in generation.

4.2 Social Planner’s Problem on Engineering Timescales

Economic systems are said to be Pareto optimal if there is no alternative way to
“organize the production and distribution of goods that makes some consumer better
off without making some other consumer worse off” [27].

From a power supply perspective, a power system is said to be operating
under optimal conditions if there is no alternative way to lower short-run16 costs
by redispatching or modifying the commitment of available generating resources.
However, as discussed above, over the long run, a system can be said to be optimal
only if investment decisions are also incorporated as shown in equation (3). That is,
a long-term power supply plan can be said to realize Pareto optimality only if there
is no other combination of existing and potential resources, along with the optimal
commitment and dispatch once given these resources, over the useful life of the
resources.

The primary challenge with incentivizing investments in today’s electricity mar-
kets centers around the time frame covered by our decisions. Operating decisions
are short term, from a few minutes to a few years. Investment decisions are long
term, from a few years to several decades.

In neoclassical welfare economics, the social planner is a hypothetical “benev-
olent dictator” who endeavors to achieve the best result for both producers and
consumers. The optimal solution of the social planner is the maximization of a
social welfare function – defined as the sum of the welfare of the suppliers and
the consumers. By definition, this solution is Pareto optimal: no one’s economic
status can be improved without worsening someone else’s. A market that achieves
this optimum is called efficient.

While there is theory to support the emergence of efficiency as the result of short-
term optimization by selfish agents in the market, this theory is not likely to be
predictive on the timescales of interest in this chapter. We believe that a long-term
investment scenario that is consistent with Pareto optimality can be achieved only
with a certain level of long-term planning.

5 Organized Markets in the United States

The electricity markets in the United States today can be viewed as falling into one
of two paradigms. There continue to be “bilateral markets” in which buyers and
sellers negotiate the purchase and sale of energy and capacity directly with each

16“Short-run” in this context refers to the period from the next five minutes through the next few
years (i.e., as limited by the time it takes to install additional generating resources).
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other.17 These transactions can range in timescale from the next hour up to several
decades, and the characteristics (e.g., firmness, delivery location, and of course
price) can be different for every transaction. And while under current regulations,
any entity can participate in these transactions, it takes a certain set of knowledge
and skills to be effective in this market.

Outside of the bilateral markets, and covering most of the United States,
organized markets have been established to provide for the buying and selling
of energy, ancillary services, and, in some cases, capacity, via a central clearing
mechanism. The primary purpose of these markets is to separate generation and
retail electric service from the natural monopoly functions of transmission and
distribution.

The primary agents in these models are generation companies that supply the
electric power and the load-serving entities (LSEs) that are responsible for providing
electric service to retail customers [16]. Examples include investor-owned electric
utilities such as Pacific Gas and Electric and not-for-profit community-choice
aggregators (CCAs) such as Marin Clean Energy. The term “customer” is reserved
for the end consumer of electricity – either residential or commercial.

5.1 Marginal Pricing in RTOs

Both Independent System Operators (ISOs) and Regional Transmission Orga-
nizations (RTOs) are organizations formed with the approval of the FERC to
coordinate, control, and monitor the use of the electric transmission system by
utilities, generators, and marketers. More specifically, an ISO, as specified in FERC
Order 888, is a nonprofit organization that is designed to provide nondiscriminatory
service to all market participants and is independent of the transmission owners and
the customers who use its system.

RTOs, defined in FERC Order 2000,18 also provide nondiscriminatory access
to the transmission network but have some additional responsibilities dealing with
transmission planning and expansion for the entire region served by the RTO. One
key distinction is that an RTO structure is used when the footprint of the organization
covers more than one state.19

Today there are nine ISOs/RTOs operating in North America. They manage
the systems that serve two thirds of the customers in the United States and over
half the population of Canada. Over time, the distinction between ISOs and RTOs
in the United States has become insignificant. Both organizations provide similar
transmission services under a single tariff at a single rate, and they operate energy

17Bilateral markets for all capacity and energy products continue to operate in the southeast and
parts of the western United States. Most of the country continues to utilize bilateral markets for
capacity – at least for meeting part of the markets’ needs.
18While the functions of RTOs are similar to those of ISOs, FERC chose to use a new name in
Order 2000 for its desired form of transmission organizations in the United States.
19All organized markets can be structured as an ISO (and most are), but only multistate organized
markets can be structured as an RTO.
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Fig. 1 ISO/RTOs in the United States and similar systems in Canada

markets within their footprints. For brevity, we refer to either ISOs or RTOs, or
collectively organized markets, simply as “RTOs.” See Figure 1 for a depiction of
the existing RTOs in North America (excluding Mexico) and note that the white
regions represent areas in the United States and Canada where the utilities are not
currently organized as an RTO (i.e., they remain entirely bilateral markets).

The locational marginal price (LMP) used in RTOs is intended to be the
cost of supplying, at least cost, the next increment of electric demand at a
specific location (node) on the electric power network, taking into account both
supply (generation/import) offers and demand (load/export) bids and the physical
aspects of the transmission system including transmission and other operational
constraints [41]. By design, when the lowest-priced electricity can be delivered to
all locations in the market footprint (i.e., there are no transmission constraints), and
ignoring electrical losses, prices are the same across the entire RTO. However, when
power flows over the transmission system reach limits designed to ensure reliable
operation, the lowest-priced energy cannot flow freely to some locations, and more
expensive generation is required to serve the load in the constrained regions. Under
this scenario, LMPs are subsequently higher in those locations.

A key element of the structure of energy markets within all RTOs is that resource
owners and LSEs submit offers to sell and bids to buy hourly blocks of energy
for all 24 hours of the next operating day. The RTO takes these offers and bids
and determines the least cost, security-constrained commitment, and dispatch of
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resources to serve the LSEs for the next operating day. Out of this process, day-
ahead LMPs are created from the prices offered and bid by the participants.20

In addition to this day-ahead markets, RTOs also operate real-time energy
markets. In most RTOs, “real-time” LMPs are calculated every 5 minutes and
represent the price that LSEs will pay or generation will be paid for the next 5-
minute period. This enables market participants to factor the information into their
operational decision-making.21

When subject to transmission constraints or ramping constraints on generation,
prices in excess of marginal cost and even negative prices are consistent with
economic efficiency [9, 43]. Figure 2 illustrates one example of real-time energy

20Note that this day-ahead market activity falls into the “intermediate” optimization problem we
describe in Section 3.2. However, it covers only a portion of this time period. Balancing Authorities
outside of RTOs typically optimize resource commitment over a rolling, seven-day period.
21For example, in a typical RTO operation, an LMP posted at 5 mins after the top of the hour
reflects the price for all energy consumed or produced during the period from 10 minutes after the
hour until 15 minutes after the hour.
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LMPs that can occur in RTOs. This represents a 5-minute interval beginning
September 24, 2015, at 2:55 PM Central Time. While the blue- and green-shaded
areas represent relatively low LMPs (generally below $50/MWh, but some less than
$0/MWh), the darker red areas represent prices that exceeded $1,000/MWh.

5.2 “Administrative Actions” Adversely Affect LMPs

Many entities involved in the RTOs (RTO staff, market participants, market
monitors,22 regulators, and market advisors) believe that an “economically efficient”
market is one in which the only compensation paid to a generator is tied to a
markets’ short-term LMP [7, 20]. Whether or not this is true, they universally
recognize that problems with the markets’ design keep the markets from operating
efficiently. They believe these problems include:

1. A lack of direct participation by the customers within the same timescales as the
generators (e.g., hourly).

2. The use of price caps to limit the maximum price an LMP can rise to and thus
limit the potential revenue a generator can receive.

3. The use of “administrative actions” by system operators (e.g., committing or
dispatching otherwise uneconomical units) to ensure reliable system operations.

While by design, LMPs are not subject to manipulation by market participants, in
practice, system operators have substantial discretion over LMP results through the
ability to classify units as running in “out-of-merit dispatch.”23 When this occurs,
these units are excluded from the LMP calculation which often results in depressing
market prices.24 In most systems, units that are dispatched to provide reactive power
to support transmission grids are declared to be “out-of-merit.” System operators
also normally bring units online to hold as “spinning reserves” to protect against
sudden outages or unexpectedly rapid ramps in demand and declare them “out-of-
merit.” The result is often a substantial reduction in clearing prices at a time when
increasing demand would otherwise result in escalating prices.

The missing money problem refers to a class of failures in organized markets:
expected net revenues from sales of energy and ancillary services provide inade-
quate incentives for investors in new generating capacity (or equivalent demand-side
resources) to invest in sufficient new capacity to match administrative reliability
criteria [23]. The consequence is that prices paid to generators in the energy and
ancillary service markets are substantially below the levels required to stimulate
new entry.

22Market monitors are independent entities hired by the RTOs to monitor market operations.
23This indicates that one or more resources being dispatched are done so for reasons other than
economics.
24What happens under these circumstances is that more expensive generation is brought online
but not allowed to set the market LMP. What is worse is that other generators are then required to
reduce output so as to maintain the required instantaneous power balance, thus lowering the overall
market’s LMP.
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Organized markets have therefore been useful in bringing efficiencies to short-
term system operations and dispatch but, in the opinion of some, have been a failure
in what was advertised as a principal benefit: stimulating suitable new investment
where it is needed and when it is needed. Some blame this lack of sufficient revenues
to incentivize investments on features of organized markets, such as energy price
caps, “out-of-merit” dispatch decisions, and the use of techniques such as voltage
reductions during scarcity periods with no corresponding scarcity price signal.

5.3 Scarcity Pricing

Scarcity occurs when available generation is insufficient to cover the expected
energy and operating reserves required for reliable operation. Scarcity pricing
provides for an increase in the LMP during defined scarcity conditions – such
conditions being tied to the level of reserves (regulating, spinning, standby, etc.)
available to be called upon if needed. As touted by the supporters of this approach,
this is a means to stimulate a more competitive market and to better provide
incentives for investments in supply-side and demand-side resources.

Some of the RTOs have implemented versions of scarcity pricing. The design of
pricing mechanisms are based on two concepts from traditional system planning: 1.
the value of lost load (VOLL), in units of $/MWh, that is intended to represent the
cost to the ultimate electricity consumers when load is interrupted and 2. loss of load
probability (LOLP), defined as the probability that the entire load cannot be served.
Electric systems have traditionally been planned so that the probability of having
insufficient capacity to meet their daily peak load is less than “1 day in 10 years.”

As an example of one scarcity pricing design, ERCOT utilizes an operating
reserve demand curve (ORDC) which adds an additional price (the scarcity price)
to the LMP during any defined periods of scarcity. Figure 3 illustrates the basic
structure of the ORDC of the type used in the ERCOT market.

The primary components of an ORDC include (i) a price, assumed equal to
the VOLL, to be paid to all resources participating in the real-time market when
operating reserves fall below a set level (assumed equal to the market’s minimum
operating reserve level) and (ii) a price to be paid to all resources participating in
the real-time market as operating reserves approach the minimum designated level.
For example, for any given settlement period:

• When operating reserves exceed 7%, the real-time locational marginal price
(LMP) is not adjusted and remains equal to the actual LMP calculated for that
period.

• When operating reserves fall to 3% or below, the real-time LMP is set equal to
the higher of the actual real-time LMP calculated for that period or the VOLL.

• When operating reserves fall to a level below the initial threshold (e.g., 7%) but
are above the minimum level (e.g., 3%), the LMP equals the higher of the actual
real-time LMP or the product of a “real-time” LOLP and the VOLL.
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Fig. 3 Operating reserve demand curve

Though the ERCOT report is not clear, it is assumed that the market operator would
determine a real-time LOLP that corresponds to the settlement period in question.
The VOLL is assumed to be applicable to all customer classes and independent of
time. Research has indicated a significant range of VOLL in practice, with values
depending on the time of day, day of week, customer class, and also duration [24,
36]. Consequently, the real-time LOLP and stationary VOLL are parameters that the
markets are currently not equipped to precisely define or calculate.

Proponents of scarcity pricing believe this market mechanism will i) improve
system reliability, ii) be easily implemented within the framework of the current
economic dispatch approach, iii) be fully compatible with other market-oriented
policies, and, iv) through better scarcity pricing signals, contribute to long-term
resource adequacy [20].

5.4 Incentivizing Investments in Organized Markets

The methods used in the RTOs in the United States to incentivize investment in new
generation fall into three categories:

• Energy-only: An approach wherein revenues from the energy markets (and
ancillary services markets) are expected to provide sufficient compensation and
price signals to optimize resource investments.

• Energy + capacity markets: The above energy-only pricing approach, plus
formal capacity markets, which together are expected to provide sufficient
compensation and price signals to optimize resource investments.
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• Traditional: Least-cost, long-term resource planning methods discussed in
Section 3 have been used by utilities for decades as “incentives” for investment
decisions. For utilities whose generation investments are still regulated by
state utility commissions, this approach involves demonstrating that a proposed
expansion plan is “best” (e.g., least cost or close thereto) of the plans evaluated.
For such entities, the revenues to the utility will be based on a traditional rate-of-
return methodology. For utilities and other power supply entities not under the
jurisdiction of state utility commissions, long-term bilateral supply agreements
are expected to support investment decisions.

Outside of the RTOs, the traditional method is being employed and with good
success. Over the past 15 years, for example, the largest investor-owned utility in
the state of Florida (Florida Power & Light or FPL) has invested in some of the
most efficient and cost-effective combined-cycle facilities in the country [17].25 And
while FPL still operates under a cost-of-service, rate-of-return paradigm, even with
this significant expansion of its generation base, it has seen very little increase in
retail rates over this same period.

Within the RTOs in the United States, each of the above methods of incentivizing
investment is being employed. Of the seven RTOs:

• One RTO (ERCOT) utilizes the energy-only approach
• One RTO (the Southwest Power Pool (SPP)26) establishes a resource requirement

for each LSE to meet and expects all market participants to secure the capacity
needed via traditional, bilateral means.

• Four RTOs operate formal capacity markets but with significant differences
among the group with regard to market structure and overall approach.

Figure 4 provides a high-level summary of the characteristics of each of the RTOs
in the United States. As this table indicates, there are many similarities among the
markets:

• Most markets have a Resource Adequacy Requirement. (ERCOT is the sole
exception.)

• All markets require that capacity be physical and not financial.27

• Most markets have price caps linked to a “demand curve” that is based on each
market’s estimate of the cost of new entry (CONE28). See Figure 4.29

25Since 2002, FPL has added over 15,000 MW of highly efficient, natural gas-fired generation.
26SPP serves all of the states of Kansas and Oklahoma and portions of New Mexico, Texas,
Arkansas, Louisiana, Missouri, Mississippi, and Nebraska.
27Physical capacity is capacity provided by an actual operating generating resource. Financial
capacity only provides a guarantee to make the purchaser of such capacity financially whole for
any market losses. It does not ensure the actual delivery of electricity.
28The Cost of New Entry is an estimate of the cost to build the least-cost resource in each market.
29Figure 4 is taken from PJM’s 2014 Triennial Review of their “demand curve,” called the Variable
Resource Requirements (VRR) curve in the PJM market.
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CAISO ERCOT ISO-NE MISO NYISO PJM SPP
Capacity Market Structure

Formal Market No1 No Yes Limited2 Yes Yes No

Name Forward
Capaci ty Auc on

(FCA)

Planning
Resource

Auc on (PRA)

Insta l led
Capacity Market 

(ICAP)

Base Res idual
Auc on (BRA)

Resource Requirement Yes No Yes Yes Yes Yes Yes

Reserve Margin (%) 15% "Target" of 13.75% 153 14.7 17.0 15.93 12.0

Bilateral Market Yes Yes Yes Yes Yes Yes Yes

Market Par cipa on Mandatory Voluntary Mand. & Vol . Mandatory

Scarcity Pricing (Energy Market) Yes

Energy Market Price Cap4 $1,000/MWh $9,000/MWh $850/MWh $3,500/MWh $500/MWh $550/MWh $1,100/MWh

Capacity Performance Yes no no Yes

Market Timing
Product Term

New Resources 7 years 1 year 6 mo/1 mo 1 year

Exis ng Resources 1 year 1 year 6 mo/1 mo 1 year

Auc on Timing
Ini al 3 years prior 30 days prior 3 mo prior 3 years prior

Incremental 1 1 year prior 1 mo prior 1 year prior

Incremental 2 3 mo prior days prior 3 mo prior

Incremental 3
Price Caps

Maximum 1.6 x CONE 1.4 x CONE 2.0 x CONE 1.5 x CONE

Demand Curve Structure

Notes:

D
es

cr
ip

on

1. Imposes a capacity requirement on load-serving en es (LSEs), and has a standardized capacity procurement mechanism
 but, at present, has no formal capacity market.
2. Limited capacity mechanism in the form of capacity auc ons.
3. Es mated. Resource Adequacy set by LOLE analysis.
4. All RTOs approach Scarcity or "Shortage" pricing differently, and have prices for varying amounts of the actual shortage,
 and type of shortage (e.g., Spinning Res. vs. Non-Spinning Res).

U.S. Market:

Fig. 4 Summary of RTO capacity markets

Figure 5 shows capacity supply and demand curves at PJM. The system supply
curve represents the capacity supply offers submitted by market participants: Point
a represents a point on the curve where PJM’s reserves are 3% below the “1 day in
10 years” LOLP criterion. The capacity market price is capped at 1.5 x Net CONE
at this point. Point b represents a point on the curve where PJM’s reserves are 1%
above the “1 day in 10 years” criterion. The capacity market price is capped at 100%
of the Net CONE at this point.

However, there are also significant differences among these markets:

• In some markets, participation is mandatory (PJM and ISO-NE). In others,
participation is voluntary (MISO and, to a lesser degree, NYISO).

• Some markets have strict performance metrics, wherein penalties are incurred if
the resources that cleared the market and receiving capacity payments are not
available at the time of critical market conditions (PJM & ISO-NE).30 Some
markets have no performance metrics at all and there are little to no consequences
if capacity is unavailable when needed.31

30The consequence of nonperformance may require that the defaulting party pay for any energy
not provided at up to $5,000/MWh.
31Typically, the only consequence is that if the unavailability is repeated, future capacity payments
will be reduced until capacity availability can be demonstrated.
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• The term of the capacity commitments in the capacity markets varies from as
short as 6 months (NYISO) to as much as 7 years (ISO-NE, for new capacity).32

• The market price caps (both for resource offers and maximum allowable LMPs)
vary significantly among the markets.

• Scarcity pricing, in place to some degree in all markets, also has significantly
different thresholds and price caps.

5.5 Market Results

Figure 6 depicts the results (in terms of the capacity price that cleared) for major load
regions in the PJM, ISO-NE, and MISO markets. As this figure indicates, capacity
prices have been volatile over the first decade of market operation, at least for PJM
and ISO-NE. With the Cost of New Entry estimated to be roughly $230/MW-day,
it is unclear if these markets are providing sufficient revenues to incentivize new
resources. This will take additional analysis.33 MISO, a next-month only capacity
market, may not be comparable to PJM’s and ISO-NE’s markets and also requires
additional analysis.

32As a point of reference, capacity markets in the United Kingdom cover a term of 15 years.
33Resources are expected to realize margins from the sale of energy and ancillary services and from
Scarcity Pricing in some markets. These margins offset the need to otherwise be fully compensated
via the capacity markets.
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6 Analysis and Critique of Methods Used to Incentivize
Resource Investments in RTOs

Because the RTOs in the United States cover a significant percentage of all
generation and load in the country and because most of these have implemented
capacity markets, the economic impact of these markets, and the importance of their
design, is significant. The value of the capacity bought and sold each year in the US
capacity markets is several, if not tens of billions of dollars.34

The fundamental assumption behind today’s RTOs is that if competitive market
forces are allowed to take place in the daily and hourly energy and ancillary services
markets, the resulting prices (LMPs) will provide all of the incentives needed for
supply side resources. That is, these markets alone can optimize the social welfare.
The theory supporting this assumption is flawed, and moreover there is no empirical
evidence that short-term markets will lead to long-term optimality.

34During the last decade (2001–2010), over 265,000 MW of generating capacity was installed in
the United States for an estimated cost of $199 billion [14].
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6.1 Critique of Energy-Only Market Designs

For the energy-only market theory to work, fundamental changes need to occur in
the market design.

1. Eliminate reserve margin criteria – The reserve margin criteria in place
in the markets, wherein defined levels of generating capacity in excess of
what is necessary to serve the forecasted peak load, must be relaxed, if not
eliminated. Without this change, the markets will rarely be without sufficient
installed capacity to serve peak loads.35 However, considering the economic and
political ramifications of customers in the United States experiencing frequent
and possibly prolonged outages, it is unlikely this criterion can be relaxed.

2. Provide for direct retail participation – Retail consumers of electricity must
be given the ability, and have the desire, to participate directly in the market. It
is claimed that they must in fact respond in real time to market price signals (see
Borenstein’s survey [6] and Wolak’s testimony to the California state government
[44].) While significant technological advances have been made (e.g., with smart
meters), it is still difficult to see how price signals can be of value to customers
or of value to the grid operator [30, 31].

3. Eliminate administrative actions – Administrative actions (market price caps
and reliability-based, out-of-merit dispatches of resources) would have to be
eliminated. Both of these have been pointed to as reasons the energy-only market
approach is not working properly.

In the unlikely event that any of these changes could be made, we would still
be challenged by other issues. Even if regulators go along with the plan, will
customers accept the reliability construct required to create the price spikes needed
to incentivize generation? Will the trigger prices set by retail customers for limiting
service equal or exceed those required by resources to be adequately incentivized?
Will demand-side solutions crush any price spikes expected as a result of lower
reliability standards? Like the scarcity pricing construct, without crisis there will
be no opportunity!

Because an energy-only structure would likely operate in a manner similar to that
of today’s scarcity pricing approaches, it is worthwhile to point out some significant
shortcomings in that pricing scheme.

• Scarcity pricing in ERCOT and other markets is linked directly to conditions
related to a lack of operating reserves36 and not planning reserves.37 Therefore,

35Current reserve margin requirements in place across most of the United States (12% to 20% of
projected annual peak load) ensure that generation is available to serve load 99.97% of the time.
36Operating reserves represent resource capability above firm system demand required to provide
for regulation, load forecasting error, equipment forced and scheduled outages, and local area
protection.
37Planning reserves represent installed capacity above the forecasted peak-hour firm system
demand for a defined period in the future.
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scarcity conditions occur when generation or transmission resources become
unavailable or limited during the operating conditions. This rarely relates to the
total capacity of resources installed in the market. In theory, the market could
have many thousands of megawatts of capacity that are available, but offline and
not able to be brought online in sufficient time to resolve the operating reserve
deficiency. So, how is such an approach a proper investment signal?

• In the current market approach, scarcity pricing is only applied to generation and
loads that deviate from the amount cleared in the day-ahead market. Therefore,
any resources that submit offers in the day-ahead energy market, clear this
market, exactly generate the amount during the scarcity event that they cleared
in that market, and which have no surplus capacity beyond what cleared have
no ability to receive the scarcity price for energy. They therefore receive none of
these incentive revenues. This is an odd construct given that in most markets
resources are expected, if not required, to submit offers into the day-ahead
market. Shouldn’t the objective be to incentivize all resources (generation, LSEs,
and customers) to respond if possible during a scarcity event?

• By design, scarcity pricing is tied to one price (or percent of one price) that is
assumed to represent the value to consumers for reliable service. The use of one
value for the VOLL, regardless of the time of day, time of year, class of customer,
and duration of outage, is inconsistent with a reasonable understanding of this
parameter [24].

• Up until recently, LOLP has been used as an annual, long-term planning metric.
The application in ERCOT and other markets to operating timescales and
conditions is misguided. Therefore, unless the markets develop a mechanism to
determine an LOLP-type metric given the exact operating conditions in place
during the scarcity conditions, there is no foundation for its use in today’s
markets.

• Finally, the reliance on the energy markets to provide investment signals is
inconsistent with the fundamental marginal cost theory as developed by Dupuit,
Hotelling, Coase, et al. Marginal costs cannot be used to incentivize investments
when such costs are lower than average costs.

6.2 Critique of Capacity Markets

The capacity markets in use in PJM, ISO-NE, NYISO, and, to a limited degree,
MISO also suffer from poor design concepts. These include:

• Short-term market horizon– Thirty- to fifty-year investments cannot be opti-
mized in a market that only provides for 1–7-year contracts. The consequence
is that potential investors demand higher returns on equity due to the uncertain
long-term economics of the arrangements (i.e., they shift the cost of these risks
to the consumers), and they will naturally be biased toward resources that have
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lower capital costs and higher variable costs (favoring peaking resources over
base load resources) [33, 38].

• Transmission investment coordination– Current market designs provide no
explicit co-optimization with potential transmission improvements nor much,
if any, implicit co-optimization. Investors look only to existing and potential
transmission topologies to decide on resource locations and have little to
no control or influence over what the transmission owners may or may not
do in the future. In fact, the value that a generating project believes it can
realize through congestion revenues,38 can be completely eliminated by a future
transmission project, thus significantly impacting the generating project’s long-
term economics.

• Natural gas infrastructure coordination – Like with transmission, the lack of
coordination with natural gas investments can significantly hamper the market
from realizing the ultimate economically efficient solution.

• Reliance on historical energy prices to set capacity price caps – The demand
curves developed by each capacity market and based on the CONE for that
market nets out the expected value of energy revenues that such a hypothetical
resource would realize in the market. However, these estimates are based on
historical prices (PJM, e.g., uses an average of the past 3 years). Because the
demand curve covers a period 3 years in the future (for PJM), this means there is a
6-year difference. Such a difference could mean that future energy market prices
could be significantly higher or lower than those assumed for the demand curve.
These changes could be due to natural gas prices, which could easily double in
such a relatively long period of time. This could be either a windfall or a disaster
for the investors.

The historical methods used to plan for and optimize resource expansion are
not without faults. Projects were sometimes planned and built to serve load that
never materialized. Some projects experienced significant cost overruns, with these
costs typically passed on to consumers under the cost-of-service, rate-of-return
paradigm. Some of these cost overruns were due to changes in regulations during the
development and construction of projects, but some were due to poor management,
or worse.

The primary complaint about the traditional, rate-of-rate method dealt with the
assignment of risk – consumers bore the risk of uneconomical decisions made by
utilities. If this can be solved, is this all we need? If this was the only complaint,
are there better solutions to incentivizing investments in generation than the myriad
approaches in place or proposed in RTOs today?

38Congestion revenues are revenues realized in the energy markets that are associated with
occasional or frequent transmission system congestion.
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7 Resource Investment Solutions

The solution to the problems identified with today’s capacity markets lie in one
or more hybrid approaches that borrow from the methods perfected over time by
traditional resource planners but which utilize open competitive markets for those
aspects that are best suited for such activity.

Three specific options are presented below that implement this proposed con-
struct.

• Laissez-faire – Allow LSEs to secure sufficient capacity to meet their capacity
requirements (defined as serving their load, plus a level of reserves prescribed of
the RTO) by any means they deem acceptable, as long as the capacity acquired
meets criteria established by the RTO.

• Long-term capacity markets – Require each LSE to have a portion of their
capacity requirements (perhaps the majority of their requirements) secured for a
longer-term period (e.g., 20+ years instead of 1 year).

• RTO as the system planner – Have the RTO plan for the entire market footprint,
competitively bid for generation to meet requirements, and allocate costs to
market participants.

7.1 Laissez-Faire

This approach39 would require that any LSE within the market footprint secure suf-
ficient capacity to meet defined obligations, either through self-build of generating
resources or via a bilateral market of willing buyers and sellers. The RTO’s role
would be to:

• Establish minimum resource requirements – This could be for any period the
RTO deems prudent (e.g., the next year, the next 3 years, different percentages of
projected peak loads for different future periods, etc.).

• Require that each LSE demonstrate capacity performance via periodic testing
and demonstration that the required capacity will be available at the time of the
RTO’s annual peak demand.

• Validate reserve margin compliance through independent calculations based
upon data submitted by LSEs.

• Validate that demand values submitted for reserve margin requirements are
consistent with prior year actual data and forecasts.

• Validate that resources are accredited in accordance with the market criteria
• Establish and manage a performance program to ensure reliability criteria

are met. If necessary, impose penalties to market participants that are not in
compliance.

39The approach described here is similar to that currently in use by SPP, wherein LSEs have
specific reserve requirements, but the RTO operates no formal capacity market [39].
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7.2 Long-Term Capacity Markets

Under this approach, many of the mechanisms and methods from the current
capacity markets would be retained, but LSEs would be required to secure capacity
for longer periods of time (e.g., 15–30 years) – if not for all of their projected loads,
than at least a percentage of their load. For example: Require that all LSEs secure
at least 50% of their forecasted requirements for the next 20 years, at least 75% of
their requirements for the next 10 years, at least 90% of their requirements for the
next 5 years, and 100% of their requirements for the next 3 years.

The market under this design should also provide for the reselling of capacity
as the load forecasts change over time (and potentially less capacity is required),
or other capacity resources become available to market participants. This should
accommodate the needs of the smaller market participants.

7.3 RTO as System Planner

Under this solution, the RTO will act as a system planner and develop an optimal
resource expansion plan for the entire market footprint. A competitive process
would then follow that would determine who would provide the desired resources
and what the final prices for these resources would be.

Like the approach still utilized in the “non-organized” markets in the Western
and Southeastern United States, this approach would involve a process where the
following are determined through a market-wide planning process that is conducted
by the RTO itself.

• Reliability requirements will be established and tracked.
• Future load requirements are forecasted.
• Planned generation and transmission assets are identified and incorporated.
• Long-term analyses are performed by the RTO that identify:

– the amount of capacity needed,
– the desired location of the capacity considering existing and potential trans-

mission and natural gas (or other fuel supply) infrastructure, and
– the desired technology of resources used to provide the capacity (supply

or demand side), with proper assessment of risks associated with newer
technologies.

• Following development and agreement on a plan for the market, competitive
auctions will be held for suppliers to build the desired resources.

• The RTO will contract with the successful bidders for the purchase of capacity
and associated energy under long-term (e.g., 20-year+) agreements.

• LSEs will be allocated the cost of capacity required to reliably serve the market
based on their load-ratio share.
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While we believe the above approaches are all superior to those currently adopted
in the capacity markets in the United States today,40 it is the last approach that RTOs
should implement. Under this best-of-both-worlds approach, the most valuable
features of the traditional expansion planning approach would be retained, while
competition for the development, ownership, and operation of the resources as seen
in today’s RTO capacity markets would be preserved.

A key element of this approach parallels what was used by RTOs in the
development and current operation of the energy and ancillary services markets.
Those markets borrowed heavily from the methods and processes to optimally
commit and dispatch resources that were developed and refined in the electric
power industry for the 100+ years prior to reregulation of the electric power
industry. In many ways, the RTOs took these tried-and-true methods and simply
applied them to a larger footprint.41 And while it is understood that the RTOs have
implemented more advanced analysis methods (e.g., involving security-constrained
unit commitment and security-constrained economic dispatch), these are due more
to advances in computer hardware and software and the fact that some of the
methods only have value over a larger footprint,42 than they are due to a better
market structure or a new regulatory regime.

With the RTO as the overall system planner, it can incorporate all the “good”
from traditional planning experience and take advantage of economies of scale to
develop market-wide: (i) load and fuel price forecasts, (ii) technology assessments,
(iii) transmission and fuel supply infrastructure studies, and (iv) assessments of
political, legal, and regulatory frameworks within which that markets may operate
in the future. And like the energy markets, these can all be done using best-in-class
systems, models, and methods.

Critics of the traditional approach to expansion of power systems should also
be satisfied. While such plans will be developed by the RTO, construction and
performance risks will be borne by the independent developers and owners of the
resources. Cost overruns and performance penalties will therefore not be directly
passed through to eventual customers.

8 Conclusions

The organized markets in the United States continue to develop and implement
solutions to incentivize market investments. In many cases, they struggle to find
the best solutions as evidenced by the market results and the frequent changes to

40SPP is excluded, because it is essentially the laissez-faire approach and not a “formal” capacity
market per se.
41One notable exception is that the traditional energy optimization approach used at least a 7-day
optimization period and was therefore not limited to just a day-ahead market.
42For example, co-optimizing transmission use with generation commitment and dispatch.
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market rules. Even if the economic theories used to support the market rules were
sound, the significant departure in reality from key assumptions appears to make
the approaches untenable. The active participation of the great majority of the retail
electric consumers necessary to support an energy-only market approach seems
elusive and may never materialize. Political pressure to protect consumers have
also led to the use of “administrative actions” that have distorted market prices and
therefore the signals to resources in the market. Because of these shortcomings (and
because of weaknesses in the marginal cost theories used in general), the markets
have resorted to the use of proxies to simulate demand-side response. Scarcity
pricing is utilized in some form in both the energy markets and capacity markets
for several of the RTOs. However, its design and use is less than ideal at best and
significantly flawed at worst.

Because, by design, the capacity market solutions used by four of the RTO
markets in the United States fail to incorporate many of the engineering principles
used in long-term resource acquisition, they are unable to provide adequate invest-
ment signals to existing and potential resource owners. This includes the lack of a
contract term consistent with the engineering timescales associated with generation
investments. They also ignore most, if not all, of the strategic aspects concomitant
with long-term planning (impacts on transmission, fuel supply infrastructure, fuel
diversity, etc.). The solutions provided address these shortcomings.

Negative aspects of capacity markets has been the focus of this chapter. While
short-term energy and ancillary markets are not perfect, the outcome is largely as
intended: the RTOs took long-developed engineering methods and approaches used
by electric utilities to optimize power supply systems in the short term and simply
applied them to larger systems. They have also taken advantage of improvements in
enhanced computing power to simultaneously optimize energy, reserves, and trans-
mission over these larger systems – something not possible until relatively recently.

However, unlike the energy and ancillary services markets, the RTOs, either
intentionally or unintentionally, ignored most of the long-developed engineering
methods and approaches to optimizing power system expansion plans that covered
longer time periods. This error adversely impacts the investment incentives for all
market participants. In essence, and again unlike the energy markets, the RTOs did
not take a well-functioning system and make it better – they have made it worse.

Finally, when it comes to the creation of capacity markets, perhaps it is
appropriate to borrow a quote from a popular movie related to the cloning of
dinosaurs: policy-makers and power economists “were so preoccupied with whether
or not they could, they didn’t stop to think if they should.”43
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A Swing-Contract Market Design for
Flexible Service Provision in Electric
Power Systems

Wanning Li and Leigh Tesfatsion

Abstract The need for flexible service provision in electric power systems has
dramatically increased due to the growing penetration of variable energy resources,
as has the need to ensure fair access and compensation for this provision. A swing
contract facilitates flexible service provision with appropriate compensation because
it permits multiple services to be offered together in bundled form with each service
expressed as a range of possible values rather than as a single point value. This
paper discusses a new swing-contract market design for electric power systems that
permits swing contracts to be offered by any dispatchable resource. An analytical
optimization formulation is developed for the clearing of a swing-contract day-
ahead market that can be implemented using any standard mixed-integer linear
programming solver. The practical feasibility of the optimization formulation is
demonstrated by means of a numerical example.

1 Introduction

The increased penetration of variable energy resources in electric power markets has
increased the volatility of net load (i.e., load minus non-dispatchable generation) as
well as the frequency of strong ramp events. Variable energy resources (VERs) are
renewable energy resources, such as wind and solar power, whose generation cannot
be closely controlled to match changes in load or to meet other system requirements.

In consequence, flexibility in ancillary service provision has become increasingly
important to maintain the reliability and efficiency of power system operations.
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This has encouraged power system operators to introduce new products and market
processes designed to permit more flexibility in ancillary service provision, thus
enhancing net load following capability [12].

Nevertheless, three important issues arising from increased VER penetration
still need to be resolved. First, power and reserve products are variously defined
and compensated across the different energy regions; see, e.g., [10]. This lack of
standardization makes it difficult to compare and evaluate the reliability, efficiency,
and fairness of system operations across these regions.

Second, product definitions are specified in broad rigid terms (e.g., capacity,
energy, ramp rate, regulation, spinning reserve). These rigid categorizations do
not permit resources to be further differentiated and compensated on the basis of
additional valuable flexibility in service provision, such as an ability to ramp up and
down between minimum and maximum values over very short time intervals.

Moreover, the valued services provided by energy resources in power systems
largely arise from one source: generated power paths. Since the attributes of power
paths are highly correlated, attempts to unbundle these attributes into separately
defined and priced products are conceptually problematic. For example, how can
“ramp rate” be properly valued apart from a consideration of other power path
attributes, such as start time, duration, and power range?

Third, attempts to accommodate new products have led to the introduction of
out-of-market (OOM) compensation processes. In 2011 the US Federal Energy
Regulatory Commission (FERC) issued Order 755 to address OOM payment
problems for one particular product category in US centrally managed wholesale
power markets, namely, regulation with different abilities to follow electronic
dispatch signals with high accuracy [11]. However, given its limited scope, Order
755 does not fully eliminate the need in these markets to resort to OOM processes.
As stressed in [4], the additional complexity resulting from OOM compensation
processes provides increased opportunities for market participants to gain unfair
profit advantages through strategic behaviors.

A group of researchers has been working to develop a new swing-contract market
design for electric power systems that permits greater flexibility in service provision
while at the same time addressing the above three issues [14, 22]. This work builds
on important earlier work [2, 3, 7, 19] that stresses the relevance of options and
two-part pricing contracts for electricity transactions.

The swing contract (SC) proposed in [14, 22] permits a resource with dis-
patchable power to offer into an electric power market a collection of available
power paths with a wide range of specified services, such as location, start time,
power level, ramp rate, duration, and volt/VAR support. Each of these services
can be offered as a range of values rather than as a point value, thus permitting
greater flexibility in real-time implementation to meet both power and reserve needs.
Moreover, permitting the resource to offer its services into the market in bundled
form, as a collection of available power paths, helps to ensure that all of its valued
services receive appropriate compensation.

Simple examples are used in [14, 22] to illustrate how the trading of SCs could
be supported by a sequence of linked centrally managed forward markets in a
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manner that permits efficient real-time balancing of net load subject to system
and reserve requirement constraints. In comparison with existing wholesale electric
power market designs, the following key policy implications of this SC market
design are highlighted:

• permits full market-based compensation for availability and performance
• facilitates a level playing field for market participation
• facilitates co-optimization of power and reserve markets
• supports forward market trading of power and reserve
• permits service providers to offer flexible service availability
• provides system operators with real-time flexibility in service usage
• facilitates accurate load forecasting and following of dispatch signals
• permits resources to internally manage unit commitment and capacity constraints
• permits the robust-control management of uncertain net load
• eliminates the need for out-of-market payment adjustments
• reduces the complexity of market rules

Left unresolved in this previous conceptual work, however, is whether the
determination of optimal market-clearing solutions for SCs can be reduced to a
routine operation suitable for real-world application. The present study provides
an affirmative answer to this question for a general SC day-ahead market design
permitting swing contracts to be offered by any dispatchable resource.1

Section 2 presents and motivates an illustrative form of SC permitting the
flexible provision of power and reserve services in electric power markets. The
basic operational features of existing US day-ahead and real-time market designs
are outlined in Section 3. Section 4 discusses in broad terms a new market design
for the support of SC trading, with a particular focus on a centrally managed SC day-
ahead market design that permits SCs to be offered by any dispatchable resource.
Key distinctions between this SC day-ahead market design and existing US day-
ahead market designs are highlighted.

Section 5 then presents a new optimization formulation for the market clearing
of SCs in the SC day-ahead market. This formulation constitutes a mixed-integer
linear programming (MILP) problem that can be solved by means of the same
MILP solution software currently in use for standard security-constrained unit
commitment optimization formulations [5, 13, 20, 24]. A numerical example is pro-
vided in Section 6 to demonstrate the practical feasibility of this new optimization
formulation.

Concluding remarks are given in Section 7. A nomenclature table listing symbols
and symbol definitions, Table 5, is provided in an appendix.

1The present study is a substantial extension of an earlier preliminary study [17] by the authors
appearing in an electronic conference proceedings.
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2 An Illustrative Swing Contract in Firm Form

Four types of contracts are proposed in [14] to facilitate power and reserve trading,
namely, firm contracts and option contracts taking either a fixed or swing form. A
firm contract (FC) imposes specific obligations on the buyer and seller regarding
how the buyer will procure services from the seller in accordance with contractually
specified terms. In contrast, an option contract (OC) gives the buyer the right, but not
the obligation, to procure services from the seller in accordance with contractually
specified terms. The right can be activated by exercise of the OC at a contractually
permitted exercise time, at which point the contractual terms of the OC become firm.

An FC or OC is a fixed contract if each of its offered services is expressed as
a single value. An FC or OC is a swing contract (SC) if at least one of its offered
services is expressed as a set of possible values, thus permitting some degree of
flexibility in its implementation.

For concreteness, this study focuses on SCs in firm form that offer a particular
spectrum of services expressed in time-domain terms.2 The form of these SCs is as
follows:

SC = [b, ts, te,P,R, φ] (1)

b = location where service delivery is to occur;

ts = power delivery start time;

te = power delivery end time;

P = [Pmin, Pmax] = range of power levels p;
R = [−RD, RU ] = range of down/up ramp rates r;
φ = Performance payment method for real-time services.

In (1), the location b would typically refer to a bus or node of a transmission grid.
The times ts and te denote specific calendar times expressed at the granularity of
time periods of length �t (e.g., 1 hour, 1 minute), with ts < te. The power interval
bounds Pmin ≤ Pmax can represent pure power injections (if 0 ≤ Pmin), pure
power withdrawals or absorptions (if Pmax ≤ 0), or bidirectional power capabilities
(if Pmin ≤ 0 ≤ Pmax). The down/up limits −RD and RU for the ramp rates r

(MW/�t) are assumed to satisfy −RD ≤ 0 ≤ RU .
The location b, the start time ts , and the end time te are all specified as single

values in (1). However, the power levels p and the down/up ramp rates r are
specified in swing form with associated ranges P and R.

The performance payment method φ designates the mode of ex post compensa-
tion to be paid to the seller of the SC if this seller is called upon to provide actual
services. This performance payment method can take a wide variety of forms.

2As stressed in [1], the services extracted from resources can alternatively be expressed in terms
of their frequency bandwidth characteristics. The general concept of a swing contract does not
depend on the exact manner in which services are characterized.
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For example, φ could be a flat-rate price ($/MWh) to be applied to the total
amount of energy (MWh) injected into the grid between ts and te. Alternatively, φ
could specify that the price ($/MWh) to be paid for power (MW) injected into the
grid between ts and te is contingent on the realization of some future event, such
as the spot price of fuel between ts and te. Also, φ might include a metric for the
compensation of ramping, such as some form of “mileage” metric based on the
length of any delivered down/up power path.3 In addition, φ could include penalty
or incentive payments to encourage accurate following of dispatch instructions
between ts and te, thus permitting a market-based determination of these payments.4

To understand the obligations of the seller and buyer of an SC (1), should it be
cleared, a numerical example might be helpful. Consider the following SC offered
for sale in an ISO-managed day-ahead market by a market participant m in return
for a requested availability price α = $100,5 where �t = 1 hour.

b = bus b;
ts = 8:00am;
te = 10:00am;
P = [Pmin, Pmax] = [10MW, 40MW];
R = [−RD, RU ] = [−38MW/h, 28MW/h];
φ = $35/MWh.

This SC implies that market participant m is offering to provide power at bus
b from 8:00am to 10:00am on the following day. The power levels at which m

is willing to be dispatched range from 10MW to 40MW, but the required down/up
ramp rates r to achieve these power levels must satisfy−38MW/h≤ r ≤ 28MW/h.
The performance payment method φ designates that m is to be paid the price
φ =$35/MWh for each MWh of energy it delivers under this SC.

3For example, CAISO defines the mileage of a planned power path for a dispatchable resource to
be the summation of the absolute changes in the successive automated generation control (AGC)
set points that are used to communicate power dispatch instructions to this resource [15].
4Current penalties for failure to follow dispatch instructions are administratively determined. For
example, CAISO uses a comparison of AGC set points to actual telemetry in order to judge the
accuracy with which dispatch instructions have been followed. It then adjusts mileage payments
when a resource fails to provide the power movements called for by dispatch instructions [15].
5The availability price α requested by the seller of an SC, i.e., the SC’s offer price, is not considered
to be part of the SC itself. In economics, physical commodities (e.g., apples) are considered
separately from their offer prices. Similarly, standardized financial contracts (e.g., bonds) are
treated as commodities that can be purchased in various market settings at possibly varying offer
prices. In principle, this separation between a commodity/contract and its offer price facilitates
price competition among commodity/contract sellers, thus increasing the likelihood that prices
will be driven to efficient levels. See [21] for further discussion of this point.
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MW

Pmax = 40

Pmin = 10

ts = 8

RD

RU

te = 10 Hour

Fig. 1 A possible dispatched power path for the SC numerical example

Suppose the ISO announces that this SC has been cleared. The seller m is then
immediately entitled to receive its availability price α = $100. In return for this
payment, m is “committed” for next-day operations in the following sense: m is
obligated to ensure it will be available to perform the services promised in its cleared
SC if called upon to do so in next-day operations between 8:00am and 10:00am. In
turn, the ISO is obligated to ensure that m is compensated fully, ex post, for any
such service performance, in accordance with m’s performance payment method φ.

Figure 1 depicts one possible power path that the ISO could dispatch in real-time
operations, in accordance with the terms of this SC. The darker (green) area under
this power path is the resulting energy (MWh) delivery, to be compensated ex post
at the rate of $35/MWh.

It is the responsibility of market participant m to ensure it is able to fulfill the
terms of this offered SC. Two aspects must be considered: physical feasibility and
financial feasibility. With regard to physical feasibility, the power delivery start time
ts =8:00am must precede the power delivery end time te=10:00am, which is clearly
the case. In addition, [te−ts] = 2h must be at least as great as m’s minimum up time.6

With regard to financial feasibility, market participant m should make sure that
all of its “avoidable costs” are covered. Avoidable costs are costs that can be avoided
if an activity is not undertaken but that are incurred if it is undertaken.

Specifically, market participant m should make sure that its offered availability
price α = $100 covers all of the avoidable costs that m would have to pay in
order to guarantee service availability. Also, m should make sure that its offered
performance payment price φ = $35/MWh is sufficient to cover all avoidable
costs that m would have to pay if called upon to perform actual services. Examples
of avoidable service availability costs include avoidable unit commitment (UC)
costs, such as start-up/shut-down and no-load costs, as well as lost-opportunity

6To help ensure the physical feasibility of offered SCs, an ISO might want to require all offered
SCs to include in their performance payment methods some type of standardized failure-to-perform
penalties. The severity of these penalties could be conditioned on the severity of past and current
transgressions.
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costs arising from m’s inability to receive revenues for its services in a next-best
alternative use. Examples of avoidable service performance costs include avoidable
costs for fuel and labor time.

3 Existing US Wholesale Power Market Designs

As depicted in Figure 2, seven US energy regions (CAISO, ERCOT, ISO-NE,
MISO, NYISO, PJM, SPP) encompassing over 60% of US generation capacity cur-
rently have centrally managed wholesale power markets.7 Although specific market
rules differ across these seven energy regions, particularly with regard to reserve
procurement, their basic operational design can be roughly summarized as follows:

Private generation companies (GenCos) sell bulk power to other private com-
panies called load serving entities (LSEs), who in turn resell this power to retail
customers. The transactions between the GenCos and LSEs take place within a
wholesale power market consisting of a day-ahead market (DAM) and a real-time
market (RTM), operating in parallel, which are centrally managed by an Independent
System Operator (ISO) or Regional Transmission Organization (RTO). Day-ahead
generation schedules are determined in the DAM based on estimated next-day net

Fig. 2 Energy regions in North America that have ISO/RTO-managed wholesale power markets.
Public domain source: [8]

7For background readings on current US wholesale power market operations pertinent for issues
raised in the current study, see [6, 9, 16, 18], and [23].
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loads. Any discrepancies that arise between DAM generation schedules for next-
day operations and actual next-day needs for generation based on actual next-day
net loads are handled in the RTM, which thus functions as a real-time balancing
mechanism.8

The physical power flows underlying these transactions take place by means of
a high-voltage transmission grid that remains centrally managed by the ISO/RTO in
order to ensure open access at reasonable access rates. Transmission grid congestion
is managed in the DAM and RTM by locational marginal pricing (LMP).9

During the morning of each day d, the GenCos and LSEs submit into the DAM
a collection of power supply offers and power demand bids, respectively, for all
24 hours h of day d+1. Given these offers and bids, the ISO/RTO solves security-
constrained unit commitment (SCUC) and security-constrained economic dispatch
(SCED) optimization problems subject to standard system constraints10 in order
to determine the following planned outcomes at each transmission grid bus b for
each hour h of day d+1: (i) GenCo unit commitments, (ii) scheduled dispatch levels
(MW) for committed GenCos, and (iii) a locational marginal price πDAM(b, h, d)

($/MWh). A committed GenCo located at bus b is paid πDAM(b, h, d) for each
MW of power it is scheduled to inject at b during hour h of day d+1, and an LSE
must pay πDAM(b, h, d) for each MW of power its retail customers are scheduled
to withdraw at bus b during hour h of day d+1.

The ISO/RTO undertakes an RTM SCED optimization at least once every five
minutes during each day d. At the start of an RTM SCED on any day d, immediately
prior to some operating period t , the ISO/RTO forecasts the net load for t . The
ISO/RTO then conducts the RTM SCED optimization to resolve any discrepancies
between the dispatch schedule determined in the day-(d-1) DAM for t on day d and
the ISO/RTO’s current forecasted net load for t on day d. Any dispatch adjustment
and/or load curtailment needed to ensure load balancing at a particular bus b for
operating period t on day d is settled at the LMP determined for bus b in the RTM
SCED optimization conducted for operating period t on day d.

For later purposes, four key features of this existing wholesale power market
design need to be stressed. First, the design does not provide for the coverage of
UC costs through market-based processes. Rather, start-up/shut-down, no-load, and

8A GenCo is an entity that produces (supplies) power for an electric power grid. The term load is
used in two senses: (i) to refer to an entity that consumes (absorbs) power from an electric power
grid and (ii) to refer to the power demands of such entities. The term net load is defined to be power
demand net of non-dispatchable generation, such as wind or solar power. An LSE is an entity
that secures power, transmission, and related services at the wholesale level in order to service
the load (power demands) of its retail customers. An ISO/RTO is an organization charged with
the primary responsibility of maintaining the security of an electric power system and often with
system operation responsibilities as well. The ISO/RTO is required to be independent, meaning it
cannot have a conflict of interest in carrying out these responsibilities, such as an ownership stake
in generation or transmission facilities within the power system.
9LMP is the pricing of electric power according to the timing and location of its withdrawal from,
or injection into, an electric power grid.
10These system constraints include power balance constraints, line and generation capacity limits,
down/up ramping restrictions, minimum down/up-time requirements, and reserve requirements.
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other forms of UC costs incurred by GenCos are compensated by various forms of
out-of-market (OOM) payments, generally referred to as uplift payments.

Second, DAM/RTM settlements (including uplift payments) do not carefully
distinguish between avoidable costs and unavoidable (sunk) costs. All of the
avoidable costs incurred by DAM/RTM market participants due to their fulfillment
of DAM/RTM service obligations should be compensated through DAM/RTM
settlements. However, the unavoidable costs of these participants – i.e., the costs
they would incur whether or not they participated in the DAM/RTM – should not be
compensated through DAM/RTM settlements.

Third, settlement obligations for scheduled next-day service performance are
incurred in the DAM in advance of actual service performance. These DAM
settlement obligations are based on DAM net load estimates formed from LSE
demand bids and from ISO/RTO forecasts for next-day non-dispatchable generation.
Thus, subsequent RTM dispatch and settlement adjustments are typically needed in
order to balance actual next-day net loads. Having multiple points in time (DAM,
RTM) at which settlement obligations are incurred for the same operating period
increases the chance that market inefficiency (deadweight loss) will arise.

Fourth, considered together, the above three features result in extremely complex
market rules. This, in turn, opens up opportunities for market gaming.

4 The SC DAM Design: Overview

As discussed in [14, 22], swing-contract (SC) trading can be supported by a
sequence of linked centrally managed forward markets whose planning horizons
range from years to minutes. Forward markets with very long planning horizons
can be used to encourage new capacity investment, while forward markets with
very short planning horizons can be used to correct last-minute imbalances between
available generation and forecasted real-time net loads.

In this study, for concreteness, we demonstrate how an ISO-managed SC DAM
can be designed that permits SC trading by the set M of all market participants
(MPs) with dispatchable resources. The entities in M can include GenCos, demand
response resources (DRRs),11 electric storage devices (ESDs), and dispatchable
variable energy resources (VERs). Additional market participants include non-
dispatchable VERs and LSEs with fixed (must-serve) loads.

To retain the ISO’s nonprofit status, all costs incurred by the ISO for SC
procurement must be passed through to market participants. This cost pass-through

11An example of a DRR would be an entity that manages a collection of distributed energy
resources (DERs), such as household appliances. Even if individual DERs have relatively small
amounts of down/up flexibility in their power usage due to local goals and constraints, a sufficiently
large collection of these DERs could permit the extraction of down/up demand response services
with substantial flexibility.
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Fig. 3 Comparison of the SC DAM design with current DAM designs

could simply require all procurement costs to be allocated to the LSEs in proportion
to their share of real-time loads. However, the presence of performance payment
methods φ in offered SCs permits more sophisticated cost-sharing arrangements.
For example, reserve requirement costs could arise in part due to the inability of
some resources with cleared SCs to follow dispatch instructions with high accuracy.
The ISO could require standardized failure-to-perform penalties to be included in
the performance payment methods of SCs to help defray these costs.

Figure 3 provides a summary comparison of our proposed SC DAM design to
current DAM designs. The basic features characterizing current DAM designs are
explained in Section 3. To understand the similarities and differences highlighted in
Figure 3, it is important to recall the key attributes of SCs discussed in Section 2.
These key attributes are summarized below:

(i) The swing in the contractual terms of SCs permits these contracts to function as
both power and reserve products. This eliminates the need to provide separate
pricing and settlement processes for power versus reserve services.

(ii) The two-part pricing of SCs permits full separate market-based compensation
for service availability and service performance. The availability price of an
SC permits the seller to be compensated for all avoidable costs associated with
service availability, while the performance payment method included among
the terms of an SC permits the seller to be compensated ex post for all avoidable
costs arising from actual real-time service provision.

(iii) SCs require sellers to internally manage unit commitment and generation
capacity constraints for their resources. By offering an SC into an SC DAM,
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a seller is communicating to the ISO in charge of this SC DAM that it can
feasibly perform the services represented in the SC if called upon to do so.

(iv) The performance payment method φ included among the contractual terms of
an SC can designate special incentives and/or penalties to assure the ISO that
the seller of the SC will fulfill the terms of the SC if the SC is cleared.

5 The SC DAM Design: Analytical Formulation

5.1 SC DAM Analytical Formulation: Summary Description

As discussed in Section 3, current DAM designs rely on standard SCUC/SCED
optimizations to determine unit commitment, economic dispatch, and pricing solu-
tions. In a sharp break from this practice, we propose a new analytical optimization
formulation for the SC DAM that permits the optimal clearing of SCs.

Figure 4 highlights key distinctions between our proposed optimization formu-
lation for the SC DAM and traditional SCUC/SCED optimization formulations.
Section 5.2 clarifies these distinctions by setting out our proposed SC DAM
optimization formulation in concrete equation form.

Fig. 4 Comparison of the SC DAM optimization formulation with current SCUC/SCED DAM
optimization formulations
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5.2 SC DAM Analytical Formulation: Equations

Consider an ISO-managed SC DAM to be optimally cleared over a set T =
{1, . . . , T } of successive next-day operating periods t with length �t . For clarity
of exposition, five assumptions are made.

First, it is assumed that all loads serviced by the LSEs are fixed (must-serve)
loads that do not provide dispatchable services. Second, it is assumed that LSE
demand bids have a simple block-energy form, i.e., an LSE’s demand bid for any
given period t consists of a power demand (MW) that is not responsive to price.
Third, it is assumed that each market participant m with dispatchable resources,
i.e., each m ∈ M, offers a single swing contract SCm into the SC DAM, where
SCm takes form (1).12 Fourth, it is assumed that the performance payment method
φm appearing within SCm takes the form of a collection of flat-rate energy prices
φm(t) ($/MW�t), one price for each t ∈ T. Fifth, it is assumed that only system-
wide down/up spinning reserve requirements are imposed; contingency reserve
requirements for generator or line outages are not considered.13

Given these simplifications, the objective of the ISO managing the SC DAM
reduces to the minimization of total cost ($) over T subject to system constraints.
Total cost is the summation of SC availability cost plus expected performance cost
arising from the need to balance expected net loads {NLb(t) : b ∈ B, t ∈ T}
as determined by LSE demand bids and ISO-forecasted generation from non-
dispatchable VERs. Total cost is expressible as follows:14

∑
m∈M

αmcm +
∑
t∈T

∑
m∈M

φm(t)|pm(t)|�t (2)

The ISO minimizes (2) by appropriate selection of the following ISO decision
variables:

• Market participant contract clearing indicators:

cm ∈ {0, 1}, ∀m ∈M

• Market participant power dispatch levels:

pm(t), ∀m ∈M, t ∈ T

12See [14] for a discussion of the more general case in which offers can take the form of portfolios
consisting of multiple SCs.
13As discussed in [14], option SCs seem to be a more suitable vehicle than firm SCs for handling
contingency reserve requirements.
14See Table 5 in the Appendix for definitions of all terms appearing in the following equations.
Although power levels pm(t) for all market participants m ∈ M nominally appear in the objective
function (2), it will be seen below that the constraints for this SC DAM optimization formulation
restrict the power amounts for market participants with non-cleared SCs to be zero.
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• Bus voltage angles:

θb(t), ∀b ∈ B, t ∈ T

The system constraints for the minimization of (2) are as follows:

ISO decision variable bounds:

cm ∈ {0, 1} , ∀m ∈M (3)

− π ≤ θb(t) ≤ π , ∀b ∈ B, t ∈ T (4)

Unit commitment constraints:

vm(t) = cm · Am(t), ∀ m ∈M, t ∈ T (5)

Voltage angle specification at angle reference bus 1:

θ1(t) = 0, ∀t ∈ T (6)

Line power transmission constraints:

w
(t) = SoB(
)
[
θO(
)(t)− θE(
)(t)

]
, ∀
 ∈ L, t ∈ T (7)

−Fmax

 ≤ w
(t) ≤ Fmax


 , ∀
 ∈ L, t ∈ T (8)

Power balance constraints at each bus:

∑
m∈Mb

pm(t)+
∑


∈LE(b)

w
(t) = NLb(t)+
∑


∈LO(b)

w
(t),

∀b ∈ B, t ∈ T (9)

Market participant capacity constraints:

p
m
(t) ≤ pm(t) ≤ p̄m(t), ∀m ∈M, t ∈ T (10)

p̄m(t) ≤ Pmax
m vm(t), ∀m ∈M, t ∈ T (11)

p
m
(t) ≥ Pmin

m vm(t), ∀m ∈M, t ∈ T (12)

Market participant down/up ramp constraints:

p̄m(t)− pm(t − 1) ≤ RU
m�tvm(t − 1)+ Pmax

m [1 − vm(t − 1)],
∀m ∈M, ∀t = 2, · · · , T (13)
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pm(t − 1)− p
m
(t) ≤ RD

m�tvm(t)+ Pmax
m [1 − vm(t)],

∀m ∈M, ∀t = 2, · · · , T (14)

System-wide down/up spinning reserve requirement constraints:

∑
m∈M

pm(t) ≥
∑
b∈B

NLb(t)+ RRU(t), ∀t ∈ T (15)

∑
m∈M

p
m
(t) ≤

∑
b∈B

NLb(t)− RRD(t), ∀t ∈ T (16)

5.3 More Detailed Explanations of Key Terms

The absolute value terms |pm(t)| appear in the objective function (2) because a
market participant m with dispatchable resources might be called upon to provide
power curtailments pm(t) < 0 as well as power injections pm(t) > 0 in support
of period-t net load balancing requirements. The power curtailments provided by m

are assumed to be compensated at the same flat rate φm(t) as m’s power injections.15

The contract clearing indicator cm ∈ {0, 1} indicates whether SCm has been
cleared (1) or not (0). The offer service indicator Am(t) ∈ {0, 1} indicates whether
time period t is (1) or is not (0) within the contract service times covered by SCm.

Note that Am(t) is a derived value, calculated by the ISO from the information
provided within SCm. Consider, for example, the numerical SC example presented
in Section 2. In this example, a market participant m submits an SC consisting of
an offer to provide service between 8:00am and 10:00am during the following day.
Thus,

Am(t) =
{

1 if t = 8, 9

0 if t = 1, . . . , 7, 10, . . . , 24

As seen in Section 5.2, the unit commitment constraints take the form

vm(t) = cm · Am(t), ∀ m ∈M, t ∈ T (17)

15The absolute value terms |pm(t)| in the objective function (2) do not pose any computational
difficulty. Because the goal is to minimize this objective function, these absolute value terms can
equivalently be represented in terms of linear inequality constraints, as follows. First, introduce
new decision variables for the ISO: pa

m(t),∀m ∈ M, t ∈ T. Second, in the objective function (2),
replace |pm(t)| by pa

m(t), ∀m ∈M, t ∈ T. Third, include the following additional linear inequality
constraints in the constraint set: pa

m ≥ pm and pa
m ≥ −pm , ∀m ∈ M, t ∈ T. Any solution for the

resulting constrained minimization problem will then require pa
m(t) = |pm(t)|, ∀m ∈M, t ∈ T.
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The unit commitment vm(t) ∈ {0, 1} for each market participant m ∈ M in each
time period t is thus determined by two factors:

(a) Has SCm been cleared by the ISO or not?
(b) Does SCm include service for time period t or not?

The contract clearing indicator cm ∈ {0, 1} represents condition (a), and the offer
service indicator Am(t) ∈ {0, 1} represents condition (b). If conditions (a) and (b)
are both met, then m is available to provide service in time period t . Otherwise, if
at most one of these conditions is met, m is not available to provide service in time
period t .

The market participant capacity constraints take the form

p
m
(t) ≤ pm(t) ≤ p̄m(t), ∀m ∈M, t ∈ T (18)

p̄m(t) ≤ Pmax
m vm(t), ∀m ∈M, t ∈ T (19)

p
m
(t) ≥ Pmin

m vm(t), ∀m ∈M, t ∈ T (20)

Also, the market participant down/up ramp constraints take the form

p̄m(t)− pm(t − 1) ≤ RU
m�tvm(t − 1)+ Pmax

m [1 − vm(t − 1)],
∀m ∈M, ∀t = 2, · · · , T (21)

pm(t − 1)− p
m
(t) ≤ RD

m�tvm(t)+ Pmax
m [1 − vm(t)], (22)

∀m ∈M, ∀t = 2, · · · , T (23)

The terms p
m
(t) and p̄m(t) appearing in constraints (18) through (23) are derived

values; they give the run-time lower and upper bounds on down/up power availabil-
ity from market participant m ∈ M in each time period t = 2, . . . , T as a function
of the ISO’s unit commitment decisions vm(t − 1) and vm(t).

To see this, note from (18)–(20) that vm(t) = 0 implies pm(t) = 0 for each t ∈ T.
Also, the binary unit commitment vector (vm(t − 1),vm(t)) can take on only one of
the four possible value combinations for t = 2, . . . , T , namely, (0,0), (1,0), (0,1),
or (1,1). Given each of these four possible value combinations, it is straightforward
to show that constraints (18) through (23) reduce to a distinct set of restrictions on
(p

m
(t),p̄m(t)) for t = 2, . . . , T , as indicated in Table 1.

Finally, it is interesting to note that an “inherent reserve range” can be derived
for the power system in each time period t , as a function of the solution for the SC
DAM optimization. Define

RRmax(t) =
∑
m∈M

pm(t), ∀t ∈ T (24)

RRmin(t) =
∑
m∈M

p
m
(t), ∀t ∈ T (25)
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Table 1 Min/max available power output from m under different unit commitment combinations

vm(t) 0 0 1 1

vm(t − 1) 0 1 0 1

p̄m(t) 0 0 p̄m(t) ≤ Pmax
m

p̄m(t) ≤ Pmax
m

p̄m(t) ≤ pm(t − 1)+ RU
m�t

p
m
(t) 0 0 p

m
(t) ≥ Pmin

m

p
m
(t) ≥ Pmin

m

p
m
(t) ≥ pm(t − 1)− RD

m�t

By construction, the MW amounts RRmax(t) and RRmin(t) are the maximum and
minimum amounts of power available for the system in each time period t during
implementation of the SC DAM optimization solution. The inherent reserve range
(IRR) for time period t thus takes the form

IRR(t) = [RRmin(t), RRmax(t) ] . (26)

5.4 Size Comparison with Standard DAM SCUC Formulations

As noted in Section 3, two optimizations are undertaken in current US ISO/RTO-
managed DAMs to determine unit commitment, economic dispatch, and pricing
solutions, namely, security-constrained unit commitment (SCUC) and security-
constrained economic dispatch (SCED). SCUC is formulated as a mixed-integer
linear programming (MILP) problem, and SCED is formulated as a linear program-
ming problem.

Instead of conducting two optimizations, our proposed new SC DAM optimiza-
tion uses a single optimization process to determine which SCs are cleared; hence
which dispatchable market participants are obligated (committed) to ensure service
availability for the following day. As seen in Section 5.2, this SC DAM optimization
is formulated as a MILP problem.

The sizes of the standard DAM SCUC MILP problem and the SC DAM MILP
problem can be approximately measured by the number of integer decision variables
and constraints in their problem formulations. To permit direct comparisons,
suppose the current day is d and the planning horizon for each problem consists
of all 24 hours h of day d+1.

Consider, first, the relative number of integer decision variables. For the DAM
SCUC MILP problem, the ISO has 24 integer decision variables (unit commitment
indicators) for each market participant m with dispatchable resources, one for each
hour h of day d+1. In contrast, for the SC DAM MILP problem, the ISO has one
integer decision variable (contract clearing indicator) for each market participant m
with dispatchable resources that covers the entire 24 hours of day d+1.

Now consider the relative number of constraints. For the standard DAM SCUC
MILP problem, unit commitment restrictions (e.g., start-up/shut-down, minimum
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down/up time) must be included among the MILP problem constraints. In contrast,
for the SC DAM MILP problem, each market participant m is responsible for
ensuring the physical feasibility of SCm, its offered swing contract, which requires
in particular that all services offered in SCm must satisfy m’s unit commitment
restrictions. Thus, unit commitment restrictions are implicitly imposed through
the forms of the submitted SCs; they do not appear among the MILP problem
constraints.

Consequently, measured in terms of integer decision variables and numbers of
constraints, the size of the SC DAM optimization formulation is smaller than the
size of the standard DAM SCUC optimization formulation, substantially so if the
number of dispatchable market participants is large.

6 Illustrative Example

This section reports illustrative SC DAM optimization findings for a simple power
system with three dispatchable GenCos and no transmission congestion. Each
GenCo m submits one swing contract SCm to the ISO-managed SC DAM, as
depicted in Table 2.

Time periods t are measured in hours, and the net load NL(t) for each hour t
of the following day is as depicted in Figure 5. The system-wide down/up spinning
reserve requirements are set at 10MW below/above net load for each hour t , i.e.,
RRD(t) = RRU(t) = 10MW, for each hour t .

The ISO applies a MILP solver to determine an SC DAM optimization solution
for the following day, conditional on the three submitted SCs. Simulation results
show that the SCs submitted by GenCo 2 and GenCo 3 are cleared: i.e., cm1 = 0,
cm2 = 1, and cm3 = 1. The optimal unit commitment vm(t) and dispatch level pm(t)

for each GenCo m in each hour t are shown in Tables 3 and 4, respectively.
The DAM prices for the cleared SCs are their submitted availability prices,

and the payments to be received for any actual services performed under these
SCs the following day are based on the energy prices specified by the cleared SC
performance payment methods: that is, φm2 = $10/MWh and φm3 = $20/MWh.

The results show that GenCo 2 serves as base load due to its relatively low-
performance price, similar to a coal or nuclear plant. The reasons why GenCo 3’s

Table 2 SCs submitted by the three GenCos in the illustrative example

Service Availability

period Power range Ramp rate range Performance price price

GenCo [ts , te] [Pmin, Pmax ] (MW) [−RD,RU ] (MW/h) φ ($/MWh) α ($)

1 [1, 24] [0, 80] [-60, 60] 25 1500

2 [1, 24] [0, 200] [-30, 30] 10 2000

3 [8, 24] [0, 120] [-50, 50] 20 1000
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Fig. 5 24-hour net load profile for the illustrative example

Table 3 Optimal SC DAM unit commitments for the illustrative example

Periods

GenCo 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

3 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

submitted SC is also cleared are as follows: First, there is a big ramp-up in net load
from hour 15 to hour 16. Due to GenCo 2’s limited ramp capability, the maximum
available power output for GenCo 2 at hour 16 is 160MW. Thus, GenCo 3 is cleared
although it is relatively more expensive. Second, the net load for hour 18 is 210MW,
which exceeds GenCo 2’s upper output limit 200MW. Thus, GenCo 3 is needed to
provide additional power.

Although GenCo 3’s available power is not used until hour 16, the unit
commitment for GenCo 3 in fact spans from hour 8 to hour 24. The reason for
this is that GenCo ’s SC commits this GenCo to be available to provide power from
hour 8 through hour 24. Thus, if the ISO clears the contract, GenCo 3 must be
synchronized to the grid during each of these hours.16

Figure 6 depicts the inherent reserve range resulting from the cleared SCs for
GenCo 2 and GenCo 3, together with the down/up spinning reserve requirements.

16As in any market, increased competition among SC providers should reduce the need of an ISO
to clear SCs that entail excess resource availability.
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Fig. 6 Comparison of the 24-hour inherent reserve range IRR = [RRmin, RRmax ] depicted by
solid lines with the 24-hour down/up spinning reserve requirements RRD and RRU depicted by
dashed lines

Note that the inherent reserve range satisfies the down/up spinning reserve require-
ments while at the same time providing valuable additional flexibility to the ISO for
use in real-time balancing operations.

7 Conclusion

A new mixed-integer linear programming (MILP) optimization formulation has
been developed for an ISO-managed day-ahead market (DAM) based on swing
contracting that could facilitate the flexible provision and efficient pricing of power
and reserve services. A limitation of the current study is that we have not yet
implemented and tested our proposed new SC market design for large-scale systems
or for systems involving a DAM and a real-time market (RTM) operating in parallel.

In future work, we will extend our SC market design formulation to encompass
combined DAM/RTM operations, and we will undertake systematic feasibility and
cost comparisons with existing DAM/RTM operations. We will also explore the
potential of swing contracts, offered into wholesale power markets by managers of
distributed energy resources, to facilitate the integrated operation of transmission
and distribution systems.
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Appendix

Table 5 Nomenclature table listing symbols and symbol descriptions

Symbol Description
Sets and intervals:
B Set of bus indices b

L ⊂ B× B Set of transmission line indices 


LO(b) ⊂ L Subset of lines 
 originating at bus b

LE(b) ⊂ L Subset of lines 
 ending at bus b

M Set of indices m for market participants with dispatchable resources

Mb ⊂M Market participants at bus b with dispatchable resources

P Interval of power levels p offered in a swing contract

R Interval of ramp rates r offered in a swing contract

T Set of time period indices t = 1, . . . , T

Parameters and functions:
Am(t) 1 if m in time period t is within its contract service period; 0 otherwise

B(
) Inverse of reactance (pu) for line 


E(
) End bus for line 


Fmax

 Power limit (MW) for line 


NLb(t) Net load (MW) at bus b in time period t

O(
) Originating bus for line 


Pmin
m Lower power limit (MW) of m

Pmax
m Upper power limit (MW) of m

RD
m Ramp-down limit (MW/�t) of m

RU
m Ramp-up limit (MW/�t) of m

RRD(t) System-wide down spinning reserve requirement (MW) in time period t

RRU (t) System-wide up spinning reserve requirement (MW) in time period t

So Positive base power (in three-phase MVA)

te Power delivery end time offered in a swing contract

ts Power delivery start time offered in a swing contract

(continued)
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Table 5 (continued)

Symbol Description
�t Time period length

αm Availability price ($) requested by m for a swing contract

that offers service availability

φ Performance payment method for real-time service offered in a swing contract

φm(t) Energy price ($/MW�t) used in illustrative SC examples as a simple form

of performance payment method for the compensation of real-time down/up

power services performed by a market participant m

SC DAM optimization variables:
cm 1 if the swing contract offered by m is cleared; 0 otherwise

vm(t) 1 if m is online in time period t ; 0 otherwise

pm(t) Power output (MW) of m in time period t

pm(t) Maximum available power output (MW) of m in time period t

p
m
(t) Minimum available power output (MW) of m in time period t

θb(t) Voltage angle (radians) at bus b in time period t

w
(t) Line power (MW) for line 
 in time period t
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A Dynamic Framework for Electricity
Markets

Anuradha Annaswamy and Stefanos Baros

Abstract The current transformation towards a cyber-enabled power grid consists
of two dominant features, one of which is a high penetration of distributed energy
resources (DER) and the other is an increasing participation of demand response
(DR), the concept of adjustable power consumption. As much of the DERs are
renewable energy resources, their increased penetration introduces intermittencies
and uncertainties, which encompass a large range of timescales. DR-compatible
devices bring in new degrees of freedom that lead to decision-making over multiple
timescales as well. Both of these features necessitate the need for revisiting the
electricity market structure, its mechanisms and its overall coupling with the
physical power grid. In this paper, we propose a dynamic framework for market
mechanisms in the wholesale electricity market at fast timescales. In particular, we
propose a dynamic market mechanism and a dynamic regulation market mechanism
for the operation of a real-time market and a regulation market, respectively.
Taking into account various physical constraints for generation, transmission and
consumption, we design these mechanisms so that efficient market equilibrium can
be realized. Performance metrics that reflect the social cost as well as physical costs
of frequency regulation and area control errors are taken into account. Both market
mechanisms are shown to be implementable and exhibit good performance through
case studies on a modified IEEE 118-bus system and a three-area system where each
of the areas is a modified IEEE 300-bus system.

1 Introduction

Electricity markets represent an important building block of the foundation for a
reliable and affordable electricity infrastructure. Electricity markets lie in the inter-
section of two systems, the financial and the physical, as the products and services
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transacted in power system markets have to interact with the physical grid and
satisfy its constraints. While economic theory is the underlying tool utilized in order
to govern the principles of electricity markets, such a tool alone is not sufficient,
especially in the context of the current transformation that the grid is experiencing
towards a cyber-enabled architecture with increased penetration of renewable
energy resources and increased participation of customers in flexible consumption.
This transformation is therefore providing cause for revisiting the electricity market
structure, its mechanisms and its overall coupling with the physical power grid.

Following efforts at deregulation, which occurred in Latin America, the UK and
the USA around the 1990s, electricity markets began to play an important role in
power systems. In the USA, electricity markets appeared in various zones such
as California, New York and New England [28]. The market goals herein were to
ensure efficient pricing of electricity generation and use as well as incentivizing
enhanced grid services and infrastructure maintenance. Efforts to realize these goals
led to a hierarchical power system architecture where wholesale electricity market
transactions conducted by an independent system operator (ISO) form the top level
and automated closed-loop control constitutes the lower levels [10, 17, 29].

An efficient market is one where electricity is traded at a price that minimizes the
cost of generation while supplying the entire demand. Current practice in the USA
is for the ISO to determine, usually through auction mechanisms, power and energy
allocations for three markets that function at different timescales that include day-
ahead, real-time and regulation markets. These market clearings include, among
other decisions, set points for generating companies, who subsequently produce
power that follows these set points. The overall market goals are to ensure
efficient pricing of electricity generation and incentivize enhanced grid services and
infrastructure maintenance. The outputs of the electricity market can therefore be
viewed as set points for the actual units that generate or consume electricity. As
electricity cannot be stored in large quantities at the current cost of energy storage,
the amount of electricity generated must match the demand at every instant of
time to ensure reliability. It is therefore not surprising that these electricity markets
range over a broad timescale, from years to seconds, to accommodate planning
as well as operations. Examples include markets for forward capacity, energy
and ancillary services. With the current transformation that the grid is witnessing,
towards modernization, towards a cyber-enabled grid, with new stakeholders that
are subject to various dynamic constraints and uncertainties, the question is if the
same market structure as above is sufficient. Two major players that are driving
this transformation are renewable generation and flexible demand. Motivated by
environmental and sustainability concerns, the penetration of renewable energy
resources (RER) such as wind and solar is expected to increase significantly world
over in the coming decades. The intermittent nature of these resources introduces
challenges across all aspects of power system planning and operations. The typical
operation of a power grid consists of achieving power balance where load is assumed
to be fixed, and generation assets are assembled to equal the load, with voltage and
frequency control achieved through inertial and terminal voltage stabilization of a
large number of synchronous generators. The very first step in this operation, of
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power balance, is directly affected by the introduction of RERs due to the fact that
power generation from RERs is subject to uncertainties and intermittencies.

One of the most promising concepts that is being increasingly discussed is
demand response (DR), a concept which allows demand to be adjustable, to
cope with variations in RERs. A fairly vast literature exists on demand response,
its potential and associated challenges and opportunities [4, 5, 8, 15, 20–22].
The concept of introducing flexible consumption in market operations has long
been recognized as a highly beneficial one [16, 22]. The idea is then to offset
uncertainties in generation with control of consumption. The question that arises
is if a coordination of RERs and DRs can be enabled so as to ensure an optimal
economic dispatch of generation for power balance.

The introduction of intermittency and uncertainty in a smart grid as well as the
increasing potential of adjustable demand via DR necessitates a dynamic frame-
work to address the operation, scheduling and financial settlements of electricity
markets. The former brings in issues of strong intermittency and uncertainty and
the latter a feedback control structure where demand can be modulated over a
range of timescales. Both of these components are dictating a new look at market
mechanisms, with a control viewpoint enabling a novel framework for analysis and
synthesis. This paper proposes one such alternative to the current structures of real-
time market and regulation markets in the form of dynamic market mechanisms.

1.1 Current Practice

Figure 1 shows typical timescales of the most commonly found markets in the USA
with respect to other power system planning and operation processes.

Because of the multi-year lead times for building electric power plants and
transmission projects, planning markets exist in many places in the USA in order to
ensure that the overall supply of electricity will be able to meet projected demand.
Markets that govern operation, termed day-ahead (DA) and real-time (RT) markets,
ensure that the instantaneous supply of and demand for electric power are balanced

Fig. 1 Illustration of typical planning and operation market timescales
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in a least-cost manner. The DA market clears a day prior to operation for 24 hourly
intervals, while the RT market clears an hour ahead of operation for 5- to 15-minute
intervals [7]. The DA energy market also needs to ensure that certain security
constraints are accommodated so as to keep line flows within specified limits.
The results of the DA market are a binding agreement to buy, sell or reserve the
cleared energy, defined as the specified power set point over a 1-hour interval, at the
locational marginal price (LMP).

The focus of the real-time (RT) markets is to augment the DA market actions
so as to accommodate the physical operation of the transmission network in real
time. This augmentation occurs in the form of set-point commands issued every
5 minutes (e.g. in ISO-NE) to generation units (and in a few regions in the USA,
consumption units) that bid into this market. Regulation markets allow units to bid
for capacity and service, with the former to enable robust operation around the RT
set points and the latter to ensure that the units are dispatched in real time in order to
ensure power balance, which is typically carried out through frequency regulation.
Frequency regulation is attained through automatic generation control (AGC) which
occurs at a secondary control level, at the timescale of 2–4 seconds, and serves as
a secondary loop following the primary control loop that ensures stability at the
sub-second level.

In this paper, we propose an alternative structure to the RT market and the
regulation market that allows decision and control to occur at faster timescales
(see Figures 2 and 3). Rather than using the solutions of a relevant constrained

Fig. 2 Real-time market: current practice and the proposed dynamic market mechanism
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Fig. 3 Regulation market: current practice and the proposed dynamic regulation market
mechanism. Reproduced from [26] © 2018 IEEE and used with permission

optimization problem as the market set points, we propose an iterative solution
of the optimization problem itself as a dynamic market mechanism. This mech-
anism is represented as a set of negotiations between the market stakeholders
including generation and consumption units that bid into the market and ISO
that publishes their schedules and determines their prices. The counterparts to
real-time market and regulation market, denoted as dynamic market mechanism
(DMM) and dynamic regulation market mechanism (DRMM), are described in
detail in the subsequent sections. As is evident from the discussions below and
results reported, both DMM and DRMM have the potential to provide an improved
response, both from a control-centric and an economic point of view, which
is mainly enabled through their ability to incorporate real-time information and
mitigate the effect of uncertainties and intermittencies. While the details of the
DMM and DRMM can be found in references [25] and [24], respectively, this
paper provides a comprehensive discussion of an overall dynamic framework for
electricity markets.

The importance of such a dynamic framework is underscored by two reasons.
The first is the increasingly renewable-rich environment that is anticipated in the
power grid. As forecast errors that are associated with renewables drastically reduce
in near real time, the use of a dynamic framework can translate into better load
following and reduced needs for frequency regulation. Second, compared with static
centralized mechanisms, a dynamic framework including mechanisms such as the
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DMM and DRMM has the ability to distribute the computation among all the market
participants and significantly reduce the computational effort imposed on the single
central entity, the ISO. Finally, the DRMM requires the generators and consumers
to implement the intermediate values of the set points at every iteration as actual
set points instead of anticipating convergence of the algorithm. This enables the
units to provide optimal frequency regulation by dynamically tracking the system
optimal point. That means in the intra-dispatch intervals, the set points deployed by
the generators and DR units get close to the optimal ones, and the system as a whole
operates at a point close the overall optimal.

2 Dynamic Market Mechanisms

In order to describe the DMM, we start with market clearing, the procedure
by which economic dispatch is carried out [9]. Participants in this market are
generation companies (GenCos) that seek to recover their fuel costs, consumer
companies (ConCos) who seek to procure electric energy for their needs and ISO
who acts on behalf of ConCos and GenCos, maximizing the utility of ConCos while
minimizing the cost of GenCos. The objective function that the ISO uses to solve
this optimization problem is commonly termed social welfare, denoted here by SW
and defined as

SW =
∑
i∈Dr

UDri (PDri )−
∑
i∈Gc

CGci (PGci )−
∑
i∈Gr

CGri (PGri ),

where quadratic utility curves of flexible consumers and quadratic cost curves of
conventional and renewable generators are given in (1), (2) and (3), respectively.

UDri (PDri ) = bDriPDri +
cDri

2
P 2
Dri

, ∀i ∈ Dr (1)

CGci (PGci ) = bGciPGci +
cGci

2
P 2
Gci

, ∀i ∈ Gc (2)

CGri (PGri ) = bGriPGri +
cGri

2
P 2
Gri

, ∀i ∈ Gr (3)

Parameters b(·) and c(·) in the above equations reflect base and incremental
cost-utility parameters, respectively, while PDri is the power demand of flexible
consumers, and PGci and PGri are the power supplied by conventional and
renewable generators. Letting the decision variables be collectively denoted by the
vector x = [δT P T

Dr P T
Gc P T

Gr ]T , the overall market clearing can then be written as
the following optimization problem:
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minimize
x

− SW (4)

subject to

P̂Dcn +
∑
i∈φn

PDri −
∑
i∈θn

PGci −
∑
i∈ϑn

PGri

+
∑
m∈n

Bnm(δn − δm) = 0, ∀n ∈ V (5)

PDri
≤ PDri ≤P̄Dri ∀i ∈ Dr (6)

PGci
≤ PGci ≤P̄Gci ∀i ∈ Gc (7)

PGri
≤ PGri ≤ ˆ̄PGri ∀i ∈ Gr (8)

Bnm(δn − δm) ≤P̄nm ∀n ∈ V, ∀m ∈ n (9)

In this problem, prediction of inflexible power consumption at node n is denoted
by P̂Dcn , and δn denotes the voltage angle at node n. One of the nodes must be
designated as the reference node that is also known as slack bus, at which the voltage
angle is defined to be zero. This is a typical assumption for finding a unique solution
for power flow problems. Since the true wind generation is not known beforehand,

based on wind predictions, an estimate ˆ̄PGri is used in (8). Here, we consider that
the renewable energy generators bid, in the same manner as conventional generators,
to the market which is happening close to real time. This is entirely reasonable as
close to real time, the wind forecast errors, which can be argued are stochastic, are
minimized and the available wind power becomes known. The motivation behind
allowing renewable energy generators bid to the market is that, rather than inject all
of the power that they produce directly to the grid, it is much more advantageous
to have them bid (and deliver) as needed and utilize this extra degree of freedom
towards a more efficient grid.

The optimization problem is then solved to compute the solution vector x,
where all of the variables comprising vector x are themselves vectors, e.g. δ =
[δ1, . . . , δn]T . Throughout this paper we assume vector notation by omitting the
corresponding index.

One can accommodate the inequality constraints through the use of barrier
functions [3]. For this purpose, we express the constraints in (6)–(8) as g1i (x) ≥
0, i ∈ Dr ∪Gc ∪Gr and note that these constraints stem from GenCos and
ConCos. We express the constraints in (9) as g2j (x) ≥ 0, j ∈ V , which stem
from the transmission system limitations. We now define barrier functions β1(x)

and β2(x) as

β1(x) =
∑

i∈Dr∪Gc∪Gr

ν

g1i (x)
, β2(x) =

∑
j∈V

ν

g2j (x)
(10)
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where ν is a small positive constant used to adjust the slope of the barrier.
We observe that the barrier functions get infinitely steep at zero, and so with a
sufficiently small step size, they force the algorithm to search for a solution in the
feasible set where the constraints are positive. Using these barrier functions, which
penalize the solution as it approaches the boundaries of the constraints in (6)–(9),
we construct a modified cost function of the form

f (x) = −SW (x)+ β1(x)+ β2(x). (11)

The power balance in (5) can be written as

h(x) = P̂Dc + [AT BlineAr ADr − AGc − AGr ]x = 0 (12)

in which system parameter matrices A, Ar and Bline, defined in the nomenclature,
are a part of a standard DC power flow representation in matrix form [11]. Since our
focus is on the wholesale market and primarily on active power, we focus on the DC
optimal power flow where the parameter matrices ADr , AGc and AGr are incidence
matrices used to map generation and consumption to their respective nodes. For
example, ADr(i, j) = 1 if flexible consumer j is at node i and 0 otherwise. The
reader is referred to [11] for further details.

The overall underlying optimization problem can be summarized as

minimize
x

f (x)

subjectto h(x) = 0.
(13)

By choosing ν to be small, the optimal solution of (13) approaches that of
problem (4)–(9). The Lagrangian of the optimization problem can be expressed as

L(x, λ) = f (x)+
∑
n∈V

λnhn(x) (14)

The typical procedure in the OPF method is to find the optimal solution x and
the corresponding Lagrangian multipliers λn to determine the optimal dispatch and
locational marginal prices.

Today it is common practice for the RTO to run the markets on an operating
hour schedule, where bids and offers are collected for an entire hour at once. The
market will close at least 30 minutes before the operating hour begins, meaning
all inputs from market participants must be collected before this time. Throughout
the operating hour, the ED is solved, typically every 5 minutes, to determine the
dispatch and LMP. Figure 4 shows the timeline for real-time market operation and
dispatch of the second operating interval in the operating hour.
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Fig. 4 Simplified RT market operation timeline

2.1 Derivation of DMM

The simplest numerical solution of the optimization problem in (13) can be obtained
using a primal-dual gradient algorithm in the form of

xk+1 = xk − αx · ∇xL(xk, λk) (15)

λk+1 = λk + αλ · ∇λL(xk, λk) (16)

where αx and αλ are suitably chosen step sizes. Under convexity of f and the fact
that the constraints h are affine, it follows that as k → ∞, (15) and (16) will
converge to the unique global optimum equilibrium point of (13) [3]. Our proposal
is to simply use the numerical iteration as the dynamic market mechanism, where
the iterations xk, λk at k correspond to the suggested generation, consumption
and price in real time, at time tk prior to the operating interval. That is, at time
tk , we assume that the suggested generation P k

Gc and P k
Gr and consumption, P k

Dr ,
correspond to a communication from ConCos and GenCos to the ISO and a
suggested price λk is sent from the ISO to the GenCos and ConCos. Such a real-time
communication between the main participants of the real-time market constitutes the
proposed DMM. The convergence properties of the DMM have been articulated in
several publications including [9, 13, 14, 25] with the primal-dual gradient algorithm
suitably replaced by second-order methods in later publications. The reason for
using a second-order instead of a first-order method is that first-order gradient-based
algorithms require significantly more iterations for convergence. In particular, the
algorithm given by (15) and (16) in [9] required on the order of 100,000 iterations
for convergence which can be reduced significantly through a Newton’s method
[25]. To apply the latter, one needs to compute the Hessian and gradient of the
Lagrangian, which can be determined as

∇2L(xk, λk) =
[

Hk Nk

NkT 0

]
(17)

∇L(xk, λk) =
[∇xL(xk, λk)

h(xk)

]
(18)
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where Hk = ∇2
xxL(xk, λk) and Nk = ∇h(xk). It follows by inspection that Nk =

N , a constant, for all k. To ensure that the Hessian remains non-singular, the Hessian
Hk is modified to H̄ k = Hk + cNNT where c is a positive scalar chosen so that
H̄ k is positive definite [2]. This results in a DMM given by

xk+1 = xk − αx · H̄ k−1∇xL(xk, λ̂k) (19)

λk+1 = λ̂k − αλ · c · h(xk) (20)

where

λ̂k = (NT H̄ k−1
N)−1(h(xk)−NT H̄ k−1∇f (xk)) (21)

In [25], we have shown that the DMM in (19)–(21) converges to the unique global
optimum of problem (13).

2.2 Distributed Implementation of DMM

Since the DMM in (19)–(21) is to be implemented by the ISO, GenCos and
ConCos in a distributed manner, we discuss exactly what is involved in each
iteration of DMM. We emphasize here that, by distributed, we mean that some
of the computations will be performed by the market participants in parallel and
in a distributed manner, not all. In fact, the ISO will still be responsible for
performing some computations—the ones that involve terms not separable among
the participants, e.g. the Hessian. We begin by analysing the gradient of Lagrangian
given by

∇xL(xk, λ̂k) =∇x(−SW(xk))+ ∇x(β1(x
k))

+ ∇x(β2(x
k))+Nλ̂k. (22)

Each of the terms in (22) is now expanded. The term ∇x(−SW (xk)) is composed of
cost-utility curves which belong to generators and consumers as

∇x(−SW(xk)) =

⎡
⎢⎢⎣

0
−bDr − cDrP

k
Dr

bGc + cGcP
k
Gc

bGr + cGrP
k
Gr

⎤
⎥⎥⎦ . (23)

Second, ∇x(β1(x
k)) is composed of barrier functions used to incorporate limits

of generation and demand as
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∇x(β1(x
k)) =

⎡
⎢⎢⎣

0
∇PDr

(β1(x
k))

∇PGc
(β1(x

k))

∇PGr
(β1(x

k))

⎤
⎥⎥⎦ . (24)

where

∇P

(β1) = ν

(P k

 − P̄
)2

− ν

(P k

 − P 
)

2
(25)

for 
 ∈ Dr ∪ Gc ∪ Gr . Each row in (23) and (24) is evaluated by a corresponding
generator or consumer. The combination ∇x(−SW (xk) + β1(x

k)) represents the
marginal cost of production (or marginal value of utility) for each entity at the
current negotiation.

Third, ∇x(β2(x
k)) is composed of barrier functions used to incorporate transmis-

sion system constraints as

∇x(β2(x
k)) = [∇δ(β2(x

k))T 0 0 0
]T

(26)

where

∇δn(β2(x
k)) =

∑
m∈n

νBnm

(Bnm(δn(k)− δm(k))− P̄nm)2

− νBnm

(Bnm(δn(k)− δm(k))+ P̄nm)2
. (27)

The gradient in (26) is entirely evaluated by the ISO.
Additionally, each iteration of DMM requires the updated Hessian:

Hk = ∇2
xxL(xk, λk)

= −∇2
xxSW (xk)+ ∇2

xxβ1(x
k)+ ∇2

xxβ2(x
k).

(28)

The last two terms may require private information about the barriers on generation
and consumption. To avoid this, the Hessian is approximated as Ĥ where

Ĥ ≈ −∇2
xxSW (xk) =

⎡
⎢⎢⎣

0 0 0 0
0 −cDr 0 0
0 0 cGc 0
0 0 0 cGr

⎤
⎥⎥⎦ . (29)

This approximation is of high accuracy when DMM state variables are away from
the barriers, since ∇2

xx(β1) ≈ 0 and ∇2
xx(β2) ≈ 0. We note that even with the

approximated Hessian, the DMM is still guaranteed to converge locally. To avoid
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sharing incremental cost-utility coefficients c(·), we propose that the ISO uses
estimates for the values in Ĥ , which could be a modification of the ones from the
day-ahead market clearing or obtained by inference based on the type of generator
or consumer. Regardless of the approach taken to obtain these coefficients, it is
important to note that the equilibrium of the DMM will not be affected, but the
paths that the state variables take, and hence the convergence time, will be altered.
Since the approximation Ĥ remains constant for all k, a single offline inversion of
ˆ̄H is sufficient to implement the proposed market clearing mechanism.

We see in (19) that to update xk to xk+1, we require the product of ˆ̄H−1 and
the vector ∇xL(xk, λ̂k). As this vector contains information about market players’
costs, care should be taken to not make ∇xL(xk, λ̂k) public. Also, communicating
∇xL(xk, λ̂k) to all players at every iteration requires extensive communication
infrastructure. Thus, to preserve privacy and to simplify the communication struc-
ture, we propose the following two-stage implementation for the DMM in (19)–(21):
i) the ISO sends out to each market player i participating in DMM a negotiation
state xki ; ii) each market player responds with ∇xi f (x

k
i ) which is the marginal cost,

including barrier functions, of market player i for the negotiation xk . After this
two-stage communication, the ISO can evaluate ∇x(β2(x

k)) for the transmission
constraints and can compute the next negotiation state xk+1. This negotiation
process continues until convergence is achieved. Such a two-stage implementation,
however, implies that every negotiation requires communication from the ISO to
the market players and back. This in turn implies that round trip communication is
required at each iteration. Ultimately, the DMM implemented through the above
process and described by (19)–(21) converges to the global optimum set points
P ∗
Dr, P ∗

Gc, P ∗
Gr which solve problem (13).

2.3 Integration with AGC

In addition to allowing the incorporation of real-time information, another advan-
tage of the DMM is its ability to readily integrate other control-centric objectives
such as the AGC. The purpose of AGC, as mentioned in the introduction, is to
deal with fluctuations in load and generation that occur at a faster timescale than
those of the real-time market. Here we associate with the fast AGC timescale the
index K and with the RT market timescale the index k where tK − tK−1 ≈ 2
secs and tk − tk−1 ≈ 30 msecs. As the fluctuations in load and generation lead
directly to deviations in frequencies, the focus of AGC is to restore power balance
at fast timescales using frequency deviations as a measure. Typically labelled as a
secondary control, the underlying model that captures the effect of the underlying
dynamics is of the form

ωK+1 =ωK + TK

Jeq
(PK

Gtotal
− PK

Dtotal
− ACEK) (30)
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where ACE is the area control error given by

(ACE)K = PTLΔTL + Beq(ω
K − ωref ), (31)

where PTL is the scheduled tie-line power flow (negative meaning into balancing
area) and ΔTL is the error in tie-line flow. Conventional generators automatically
adjust to changes in system frequency. This automatic adjustment is known as
primary control, the goal of which is to arrest changes in frequency following a
power imbalance. The sum of these effects is captured by the equivalent frequency
bias of the balancing area, denoted by Beq . Since this quantity is difficult to measure
accurately, most balancing authorities use a bias of 1% of peak load [27]. Also,

PK
Gtotal

=
∑
i∈Gc

PK
Gci,true

+
∑
i∈Gr

PK
Gri ,true

(32)

PK
Dtotal

=
∑
n∈N

PK
Dcn,true

+
∑
i∈Dr

PK
Dri ,true

, (33)

and Jeq is the total inertia of the balancing area, and it is assumed that ω0 = ωref .
Suppose that all conventional generators that are dispatched in the real-time market
participate in providing regulation services by supplying an incremental quantity of
power PK

regi
in response to ACE at each AGC update period tK . The total regulation

power is

PK+1
reg = PK

reg −KRACEK (34)

where KR is a control gain chosen so that closed-loop stability is ensured and the
settling time Ts and response time Tr are within certain specifications [17]. The true
power produced by a conventional generator then includes the market dispatch P ∗

Gc

as well as frequency regulation, that is,

PK
Gc,true = P ∗

Gc + PK
reg (35)

Suppose we assume that DR resources adhere to their market dispatch, so PDr,true =
P ∗
Dr .

2.3.1 Feedback from AGC to DMM

As the penetration of RER increases, even with the above secondary control
approach, a significant ACE may remain. In order to address this, we suggest an
aggregated measure of ACE to be fed back to the DMM. For this purpose, we
propose that the frequency error is aggregated over the period of a single DMM
market clearing Tm as
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ωm = 1

|�m|
∑

K∈�m

ωK. (36)

We note that all DMM negotiations at tk ∈ [tm−1, tm] use information obtained over
the previous period Tm−1, and hence the aggregated frequency information available

at tm−1 corresponds to ωm−2. The aggregated ACE for this period is ACE
m−2 =

PTLΔTL + Beq(ω
m−2 − ωref ). The resulting ACE

m−2
is fed back into the DMM

in the form of a modified power balance h′(x) = 0 that replaces h(x) = 0, defined
below:

h′(xk) = h(xk)−KLAGcB̄ACE
m−2

(37)

where B̄ is a vector of elements B̄n = ∑
i∈θn Bi,∀n ∈ V . Intuitively, the role of

vector B̄ is to disaggregate frequency error and to distribute it to the nodes with
generators who committed to provide regulation. Such implementation allows the
aggregated frequency error to be met optimally by the market. This means that
demand response resources can also participate in regulating grid frequency in an
economically efficient manner. In this paper, we assume that renewable generators
do not provide regulation.

The choice of the feedback gain KL in (37) is dictated, in general, by conditions
of stability and optimality. That is, KL should be chosen so that stability of the
combined DMM+AGC system is ensured while also ensuring that the quantity eACE

is as small as possible, which is defined as

eACE =
√

1

|τ |
∑
i∈τ

(ACEi)2 (38)

An analytical procedure for determining KL that guarantees stability can be
established along the lines of [14]. However, for the purposes of this paper, we select
KL empirically, such that both of the above requirements are satisfied. Details of this
choice are provided Section 4.

With the above feedback from AGC, the integrated DMM consists of solving (13)
with the equality constraint replaced by h′(x) = 0. The iterates of the integrated
DMM at the timescale tk take the form

xk+1 = xk − α · ˆ̄H−1∇xL(xk, λ̂k) (39)

λk+1 = λ̂k − α · c · h′(xk) (40)

λ̂k = (NT ˆ̄H−1N)−1(h′(xk)−NT ˆ̄H−1∇f (xk)). (41)

Equations (39)–(41) together with the AGC iterates (30) and AGC aggregation
defined by (36) constitute the overall DMM. In this DMM formulation, xk now
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Fig. 5 Power schedules over 25 minutes using the DMM (solid lines) and OPF (dashed lines). The
iterations between any two market clearings are not shown. Reproduced from [25] © 2018 IEEE
and used with permission

corresponds to the intermediate generation set points at tk prior to the operating
interval whose converged values jointly satisfy the predicted demand for the next
time horizon and eliminate the aggregated average ACE that has arisen since the
previous market clearing in an optimal manner. In other words, xk here corresponds
to the negotiated state variables that take into account both effects of economic
dispatch and average frequency regulation. The latter is realized by incorporating a
feedback from the aggregated ACE into the real-time market through the power
balance constraints which results in the modified equality constraints h′(xk) in
(40). Ultimately, through this correction, the proposed DMM described by Equa-
tions (39)–(41) leads to tighter bounds on the real-time ACE which can significantly
reduce the burden on the AGC system.

In [25], we applied the proposed DMM on the modified 118 bus test case
which includes wind generation and flexible consumption. Next, we summarize the
key results while the reader can find a more comprehensive and detailed analysis
in [25]. In Figure 5, we demonstrate that the DMM is able to dynamically and
rapidly schedule conventional generators and flexible consumers in response to wind
predictions at the market level, through their set points P ∗

Gc, P
∗
Gr and P ∗

Dr over a 25-
minute period. Further in Figure 6, we zoom in and illustrate the evolution of the
individual DMM iterations for the flexible consumers within one market clearing.
Specifically, we show that, at 390 secs, the DMM utilizing new predictions about
the wind and demand that become available initiates a new iterative process that is
completed at 420 secs (when the market clearing occurs) leading to an increase
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Fig. 6 Sample iterations of flexible consumers for market clearings at t = 390 s and t = 420 s.
Reproduced from [25] © 2018 IEEE and used with permission

Fig. 7 ACE using OPF and DMM (KL = 1) over a 25-minute window. Reproduced from [25] ©
2018 IEEE and used with permission

in the set points of the flexible consumers, P k
Dr . It is important to realize that

convergence of the DMM is reached well in advance of the 30 secs dispatch window.
Finally, in Figure 7, we show that the DMM can alleviate the burden on the AGC
system as the peaks in ACE appear to be less severe in the simulations obtained
using the DMM than the ones using OPF.
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3 Dynamic Regulation Market Mechanisms

The regulation market is the mechanism for selecting and compensating market
participants to provide regulation—the capability of specially equipped generators
and other energy sources to increase or decrease output or consumption every 4
seconds. Participants allow their automatic generation control (AGC) resources to
be controlled by the ISO using automated signals to balance both second-by-second
variations in demand and the system frequency, which must be kept constant [6].
Financial settlements include both payments and charges. The real-time market
provides an energy payment to generators and accepts energy charges from DR
resources, where generators and DR resources are units that participate in the real-
time market. Current practice in the regulation market is to allocate and compensate
for capacity and service separately. For instance, in ISO New England, the system
operator clears both a capacity price and a service price once every hour, based on
estimates of the capacity and service needed to maintain system reliability [12].
These are denoted as reserve capacity payments and service payments to all its
participants [19]. Our thesis is that a dynamic regulation market mechanism that
keeps frequency errors in check at a faster timescale and simultaneously ensures
that the financial settlements are efficient needs to be designed as the dynamic
signature in a power grid becomes more and more dominant (see Figure 3 for a
comparison of the existing structure and the proposed DRMM). The structure of the
DRMM that we propose is described in more detail below.

3.1 Our Approach

Described in more detail in [23, 24], the DRMM achieves frequency regulation in
the presence of various physical disturbances in an optimal manner. The starting
point for this model is the description of the linearized physical dynamics of a power
system. The most important state variables of this system include the voltage angle
deviations Δδi and electrical frequency deviations Δωi dynamics (swing dynamics)
of the synchronous machines buses, the voltage angle deviations Δδi dynamics
(swing dynamics) of the load buses, the speed-governor valve position deviations
ΔYi dynamics of a synchronous generator and its power output deviations ΔPM,i

dynamics. As our problem statement includes flexible consumers as well, we also
include as an additional state, the power consumption ΔPC,i of the demand response
(DR) resources, which is assumed to respond to the command from say a DR
aggregator, with a lag. Altogether, they can be compactly stated in discrete-time
state-space form as

ψK+1 = ΦψK + ΓBuK + ΓEΔPL,K (42)

where ψ = [ΔωT ΔδT ΔYT ΔPT
M ΔPT

C ]T is the state vector that denotes
deviations of frequencies, phase angles, valve positions, mechanical power gen-
eration and flexible consumption from their equilibrium values and Φ, ΓB, ΓE
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are constant matrices. We refer the detailed derivation of these matrices and (42)
to [24]. In (42), the control input is given by u = [ΔPT

Gc ΔPT
Dr ]T where

ΔPGc = (PGc − P ∗
Gc), ΔPDr = (PDr − P ∗

Dr) are the secondary control set
points for the generators and DR units, respectively. In the current practice today
in power systems, only regulation of the PGc’s of the generators is considered at the
secondary control level, and its objective is to regulate the frequency of a balancing
area back to its nominal value. This is attained by designing the control input ΔPGc

as an integral control feedback of the area control error (ACE) which, for an area β,
is defined as a weighted sum of the frequency error ωβ and the tie-line error PT :

e
(β)
CK

= B(β)ωβ +N
(β)
T ΔPT,K = N

(β)
ψ ψK (43)

where N
(β)
T , N

(β)
ψ are constant matrices. The specific generators that participate

in the secondary control and their corresponding regulation capacities are defined
through a regulation market which is cleared once every hour. Further, the slow-
varying set points P ∗

Gc, P ∗
Dr are provided every 5 minutes by the real-time market,

often determined through the solution of an optimal power flow (OPF) problem.
In contrast to this practice, our proposed DRMM will result to optimal values

for both ΔPGc,ΔPDr by iteratively minimizing both the cost of generation and the
disutility of deferred consumption described by the function

f (a) = −S
(a)
W (44)

S
(a)
W :=

∑

i∈D(a)

UDri (ΔPDri )−
∑

i∈G(a)

CGci (ΔPGci ) (45)

subject to constraints in the network in the fast AGC timescale, i.e. solving the
following optimization problem (for an area a):

minimize
ξ

f (a) (46)

subject to

ΔP̂Li
+∑

j∈D(a)
i

ΔPDrj −
∑

j∈G(a)
i

ΔPGcj

+βiρ
(a) +∑

(i,j)∈E (a) Tij (Δθi −Δθj ) = 0 ∀i ∈ N (a)
(47)

ΔPmin
ij ≤ Tij (Δθi −Δθj ) ≤ ΔPmax

ij ∀(i, j) ∈ E (a) (48)

ΔPmin
Gci

≤ ΔPGci ≤ ΔPmax
Gci

∀i ∈ G(a) (49)

ΔPmin
Dri

≤ ΔPDri ≤ ΔPmax
Dri

∀i ∈ D(a) (50)

ΔEDri = 0, ∀i ∈ D(a) (51)
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where the decision variables are given by the vector ξ = [ΔθT ΔPT
Gc ΔPT

Dr ]T
and ΔEDri denotes the energy deviations of the DR units and is defined as the
integral of ΔPDri . Nodal power balance is enforced by (47), transmission line flow
constraints are enforced by (48), and generator and DR unit loading constraints are
enforced by (49)–(50) and energy payback for the DR units by (51). Since the load
disturbance ΔPL may not be known exactly, the market uses an estimate ΔP̂L.
Note that Δθi is a “virtual” variable as it is used only in the optimization algorithm.
This is distinct from Δδi which refers to the actual, physical voltage angle. The term
βiρ

(a) represents a feedback from primary control of frequency deviation, described
in greater detail next. The above optimization problem can be compactly written as

minimize
ξ

f (a) (52)

subject to

h(a) = 0 (53)

g(a) ≤ 0 (54)

ΔE
(a)
Dr = 0 (55)

To solve the above problem, we propose a DRMM [23, 24] which is implemented
as an ongoing negotiation process between generators, DR units and the ISO that
allows both generators and DR resources to bid for regulation services in real
time while also ensuring optimal allocation of these services. The negotiations are
realized through the iterative market dynamics stated below which, via a Newton-
like method, drive the market to the solution of Problem (52). At the same time, by
incorporating an ACE signal into the power balance equation (53), they realize real-
time optimal secondary control, while additionally, they guarantee energy payback
of the DR units through an additional energy equality constraint (55). Using a
Newton-like method, the DRMM iterative dynamics can be expressed as [23, 24]:

Set-point dynamics

ξK+1 = ξK − aĤ−1
γ (πK +Nhλ̂K) (56)

Multiplier dynamics

μK+1 = max{0,μK +KμgK} (57)

νK+1 = KννK +KEΔEDr,K +KηηD,K (58)
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Auxiliary dynamics

ΔEDr,K+1 = ΔEDr,K +NEξK (59)

ηD,K+1 = ηD,K +ΔEDr,K (60)

Regulation signal dynamics

ρK+1 = ρK −KfNψψK (61)

where

πK = ∇ξ fK +NgμK +NEνK (62)

λ̂K = (NT
h Ĥ

−1
γ Nh)

−1(hK(ξK, ρK)−NT
h Ĥ

−1
γ πK) (63)

DRMM realizes frequency regulation by incorporating the integral of ACE ρK
into the market dynamics through the modified power balance equality constraints
hk(ξK, ρK) in (63) as described by the function:

hk(ξK, ρK) := NT
h ξK + βρK (64)

The vector ξ represents the set points and μ, ν the multipliers of the inequality and
equality constraints, respectively. Moreover, the vector ΔEDr represents the energy
deviations state variables of the DR units, ηD the integrals of these states, ρ the
regulation signal, πK a price response signal and Ĥγ an estimate of the Hessian of
the Lagrangian function. Altogether, Equations (56)–(60) can be compactly stated as

ζK+1 = AζK ζK + BρρK + BPL
P̂L,K + Blg lg (65)

where ζ = [ξT μT νT ΔET
Dr ηTD]T . The DRMM for each balancing area is

executed as follows. The independent system operator (ISO) provides the set points
ΔPGc,K and ΔPDr,K obtained by the Equation (56) to the generators and DR units
every ΔtK seconds. When they receive these set points, the generators and DR units
use their multipliers μK, νK to compute their price response signal πK which they
communicate to the ISO. The ISO updates the regulation signal ρK and hK by
computing the ACE in its area and finally, upon receiving all πK , computes the
next set of set points ξK+1 with the whole process repeating in the same manner
as depicted in Figure 3. For a power system where the set of balancing areas is
denoted by B and each area indexed by β, the physical, DRMM and regulation
signal dynamics can be stated as [23, 24]:
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Physical dynamics

ψK+1 = ΦψK + ΓB

∑
β∈B

N
(β)
ζ ζ

(β)
K + ΓEΔPL,K (66)

DRMM dynamics

ζ
(β)
K+1 = A

(β)
ζK

ζ
(β)
K + B(β)

ρ ρ
(β)
K + B

(β)
PL

ΔP̂
(β)
L,K + B

(β)
lg

l(β)g (67)

Regulation signal dynamics

ρ
(β)
K+1 = ρ

(β)
K −K

(β)
f N

(β)
ψ ψK (68)

Collectively, the dynamical model describing the interconnected physical and
dynamic regulation market dynamics can be compactly written as

χK+1 = AχχK + BχvK (69)

where χ = [ψT ζ (1)
T · · · ζ (|B|)T ρ(1) · · · ρ(|B|)]T and v = [ΔPT

L ΔP̂ T
L lTg ]T .

Observe that the combined physical/market system (69) defines a cyber-physical
energy system (CPES) due to the two-way real-time cyber communication of the
set points ξ and price signals π among the ISO, generators and DR units.

The DRMM in (69) evolves at each K , which corresponds to a time instant tK .
The cyber components of information and communication determine the sampling
interval TK = tK+1 − tK . With technological advances in the underlying ICT
infrastructure, it is entirely possible that this period can be made shorter than the
current 2 to 4 seconds that is in vogue for AGC to perhaps a second or even smaller.

3.2 Results

The performance of the DRMM control strategy is verified by running a series of
tests on a 900 bus power system with three areas. Each area is a modified IEEE 300
bus test system with 411 transmission lines and 56 active generators [24]. Thirty
DR units were added at random locations in each area. The results of the aggregate
frequency measurements of three connected areas are shown in Figure 8. To assess
the cost of regulation, we define a regulation service cost function by combining
the social welfare function (44) and a quadratic function that includes the ACE
deviation. In more detail, we define the service cost function that corresponds to an
area a, S(a), as

S(a) = f (a) + cACE(e
(a)
C )2 (70)
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Fig. 8 Aggregate frequency measurements of three connected areas. Solid lines indicate the
response with DRMM, dashed lines indicate the response with conventional AGC, and dotted
lines indicate the response with primary control only. Reproduced from [26] © 2018 IEEE and
used with permission

Fig. 9 Impact of DRMM and DR units on regulation service costs. In this plot, the DR payback
time is 20 minutes. Reproduced from [26] © 2018 IEEE and used with permission

where cACE captures the reflected cost to the system due to nonzero ACE which
here is taken to be cACE = 0.02. This latter term is required in order to effectively
compare the system costs that are resulted by the secondary control and the primary
control alone (otherwise the optimal strategy would be to let the frequency fall). In
Figure 9, it is shown that the resulted operating cost using the DRMM (with and
without DR units) is less than using the conventional AGC.

The above results verify that the proposed DRMM is indeed a feasible and
viable approach that is practically realizable. In addition, it results in satisfactory
performance both with respect to control-centric metrics such as frequency
realization (see Figure 8) and with respect to market-centric metrics such as service
cost (see Figure 9) that may become increasingly important with high penetration
of RERs. In the following section, we connect this DRMM to an energy and reserve
capacity co-optimization framework that is currently carried out in the real-time
market and show that the performance of the DRMM results in improved financial
metrics [1, 18, 30].
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3.3 A Co-optimization Framework for DRMM

In order for the DRMM to effectively realize optimal frequency regulation, the
generators that participate in frequency regulation need to have adequate reserve
capacity levels. Today, the current practice for realizing this goal is by co-optimizing
energy and reserve capacities at the real-time market. Such a co-optimization can
be incorporated into the DRMM as well, as shown in [7]. This ensures that the
generators participating in the DRMM maintain enough reserve capacities to carry
out optimal frequency regulation, i.e. that the DRMM optimization problem is
always feasible. Our results show that a combination of the standard co-optimization
problem formulation and the DRMM can yield both optimal frequency regulations
with good performance (using standard control metrics) but also significantly
reduced regulation costs as shown in Figures 8 and 9, respectively. In particular,
due to the introduction of an optimization framework in secondary control, one can
realize lower make-whole payments in accordance with the reduced service costs
(see Figure 9), which correspond to payment to generators that provide frequency
regulation by the ISO (see [7] for further details).

4 Summary

With increasing DERs and DRs, there is a need to revisit decisions of electricity
markets and control of key physical variables in the design of a cyber-enabled grid,
especially at near real-time. In this paper, we described a dynamic framework for
market mechanisms in the wholesale electricity market at fast timescales including
a dynamic market mechanism and a dynamic regulation market mechanism.
Taking into account various physical constraints for generation, transmission and
consumption, we design these mechanisms so that efficient market equilibrium can
be realized. Rather than using the solutions of a relevant constrained optimization
problem as the market set points, we propose an iterative solution of the optimization
problem itself as a dynamic market mechanism. This mechanism is represented
as a set of negotiations between the market stakeholders including generation and
consumption units that bid into the market and ISO that publishes their schedules
and determines their prices. In the sections above, it was shown that the dynamic
market mechanisms have the potential to lead to improved performance metrics that
reflect the social cost as well as physical costs of frequency regulation and area
control errors. Both the DMM and DRMM were validated through case studies of a
modified IEEE-118 bus and a four-area system, each of which is a modified IEEE-
300 bus.

Several extensions remain to be carried out of the dynamic framework introduced
in this paper. Given that the penetration of DERs is shifting challenges substantially
towards the distribution grid, the extension of such dynamic mechanisms to distribu-
tion grids and microgrids is essential and poses a highly nontrivial problem. Given
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the absence of a decision-maker such as the RTO in retail markets in the USA, how
market-based decisions can be integrated into voltage control and reactive power
injection needs to be explored. The accommodation of a large number of individual
consumers with varying constraints on their flexibility in consumption and the
notion of transactive control [14] that incentivizes these consumers while retaining
grid-level objectives of volt/var control are all grand challenges and tremendous
opportunities for advanced systems and control concepts.
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Fast Market Clearing Algorithms

Arvind U. Raghunathan, Frank E. Curtis, Yusuke Takaguchi,
and Hiroyuki Hashimoto

Abstract Real-time electricity markets are the main transaction platforms for
providing necessary balancing services, where the market clearing (nodal or zonal
prices depending on markets) is very close to real-time operations of power systems.
We present single and multiple time period decentralized market clearing models
based on the DC power flow model. The electricity market we study consists of a
set of generation companies (GenCos) and a set of Distribution System Operators
(DSOs). The Independent System Operator (ISO) determines the market clearing
generation and demand levels by coordinating with the market participants (GenCos
and DSOs). We exploit the problem structure to obtain a decomposition of the
market clearing problem where the GenCos and DSOs are decoupled. We propose
a novel semismooth Newton algorithm to compute the competitive equilibrium.
Numerical experiments demonstrate that the algorithm can obtain several orders
of magnitude speedup over a typical subgradient algorithm with no modification to
the existing communication protocol between the ISO and market participants.

1 Introduction

Electricity markets are commodity markets where (i) suppliers (electricity genera-
tors) and consumers (electricity customers) are spread across a network and (ii) the
flow of the commodity (electricity) is dictated by physical laws [14]. Competition
in electricity markets allows to establish a market price that is acceptable to
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all market participants, whereby the market is said to have reached equilibrium.
The design of appropriate market or pricing mechanisms is governed by the
theory of general equilibria. The nonexistence of such an equilibrium implies the
possibility of some market participants that can unilaterally affect the prices to their
own advantage [28]. For example, competition [4] and active participation (e.g.,
demand response) [27] in electricity markets are known to significantly enhance
efficiency and reduce prices. Given the importance of an efficient and reliable grid
infrastructure, the modeling and subsequent analysis of electricity markets have seen
extensive research. Hobbs and Helman [12] study market equilibria via competitive
equilibrium models. Oligopolistic price equilibria were investigated by Hobbs,
Metzler, and Pang [13] for Direct Current (DC) power flow networks using supply
functions. Baldick [2] compares Cournot and supply function equilibrium models
of bid-based electricity markets. Day, Hobbs, and Pang [7] investigate conjectured
supply function models of competition among power generators on a DC power
flow network. The impact of network constraints on the market performance is
analyzed in [4] under different game theory models. Weber and Overbye [29]
study Nash equilibria for electricity markets by employing a full representation
of the transmission system. Motto et al. [19] formulate a multiperiod electricity
auction market tool for a DC power flow network accounting for the transmission
congestion, losses, and unit commitment constraints as a mixed integer program. A
mathematical framework to construct dynamic models for electricity markets and
study their competitive equilibria using DC power flow models is provided in Wang
et al. [28].

A realistic market model is associated with important nonlinearities, arising from
non-convex utility functions and nonlinear network constraints [3]. For instance,
the DC power flow model may not be appropriate when voltage constraints or
reactive power constraints are considered. Motto et al. [20] proposed a single time
period decentralized electricity market clearing model that includes reactive power
and demand responsiveness, based on the Alternating Current (AC) power flow
network. More recently, Lavaei and Sojuodi [15] also investigate market efficiency
for AC power flow networks by leveraging the zero duality gap of certain OPF
formulations [16, 31].

While research has focused largely on aspects of electricity market design,
there has been little work on algorithmic and computational aspects. This is
especially important in the current context of grid infrastructure modernization
and increased penetration of distributed generation. For instance, the DOE agency
ARPA-E envisions a future grid infrastructure that incorporates diverse, distributed
generation and storage sources and that is operated under a distributed control
architecture [1]. In that context it is important to develop decentralized or distributed
algorithms that scale with network size and have little overhead in communication.
This serves as the motivation and focus of this chapter.
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1.1 Our Focus

We consider a multiple time period pool-based electricity market consisting
of generation companies (GenCo), load entities called the Distribution System
Operators (DSO), and an Independent System Operator (ISO). We assume that
(a) the DC power flow model is used by the ISO to model the power flow in the
transmission system, (b) the DSOs are modeled as a single node neglecting the
underlying distribution network, (c) the DSOs have the ability to defer loads, and
(d) the GenCos and DSOs are price-taking and unwilling to share their cost function
to the ISO. Maintaining privacy of the individual market participants motivates the
development of a decentralized framework, whereby the ISO only transmits price
signals to the individual participants and obtains price-sensitive optimal actions
from them. Using such information, the ISO could employ a subgradient algorithm
to converge to an equilibrium. However, the convergence rate for subgradient
algorithms is known to be quite slow [11, 26]. Hence, these algorithms require
significant numbers of message communications with the individual participants.
This is undesirable in the current context of rapidly changing grid infrastructure
which aims to incorporate intermittent distributed generation and distributed
architectures for control and operation [1]. In such a distributed setting, reduction in
communication overhead is important. Hence, fast convergence to an equilibrium is
desirable for robust grid operation.

In this chapter, we exploit the problem structure to obtain decentralized opti-
mization problems in the context of multiple time period market clearing. In such
a scheme, the ISO transmits a price signal to the individual participants, who
in turn solve their individual optimization problems, the solutions of which are
communicated back to the ISO, so they may update the price. With this information,
we propose that the ISO solves its market clearing problem by solving an implicit
complementarity problem (ICP) as introduced in Curtis and Raghunathan [5]. To
solve the ICP, Curtis and Raghunathan [5] propose a semismooth Newton algorithm
for accelerating convergence when solving structured quadratic programs. We
employ the same algorithm for solving the ISO’s market clearing problem. The
algorithm requires the computation of sensitivity of the market participants’ solution
to the price. We exploit the underlying communication protocol to additionally
compute the sensitivity of their solution to changes in the price. Note that this
requires no change in the computations performed by the GenCos and DSOs. We
demonstrate through numerical experiments that our approach leads to orders of
magnitude fewer function evaluations as compared to a subgradient method. The
authors previously investigated the approach for single time period market clearing
in [24] in which the GenCos and DSOs were also assumed to provide the sensitivity
information. The approach described in this chapter removes this assumption.

We note that a similar approach has been considered when an AC power flow
model is used and only equality constraints are present; see Motto et al. [19]. In this
work, the authors propose applying dual decomposition to a non-convex nonlinear
program for which the guarantees of finding a solution with zero duality gap do
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not exist. Further, [19] employs a pure Newton strategy which does not have global
convergence guarantees [22]. By contrast, in this chapter we consider the simpler
DC power flow model which is convex, and, hence, there exists no duality gap.
Further, we allow for inequality constraints and also argue that from a computational
standpoint, the problem is better posed than the equality-constrained formulation.
We also present numerical results showing that a pure Newton strategy, such as
in [19], is not robust in converging to the solution. Our approach can also be
extended to consider AC power flow models as in [19]. In fact, [5] also proposed
a semismooth Newton algorithm for solving non-convex structured quadratic pro-
grams using semismooth Newton algorithms. The framework of [5] can be extended
to the case of AC power flow models and will be investigated in a separate study.

1.2 Organization of the Chapter

The rest of the chapter is organized as follows. Models of the market participants
and the notions of competitive equilibrium are presented in Section 2. An implicit
complementarity formulation of the ISO’s market clearing problem is presented in
Section 3. We describe the semismooth formulation and algorithm in Section 4.
Numerical results demonstrating the efficacy of the method are presented in
Section 5 followed by conclusions in Section 6.

2 Competitive Equilibrium

In this section, we describe the optimization problems related to each of the mar-
ket participants: generation companies (GenCos), Distribution System Operators
(DSOs), and the Independent System Operator (ISO). Based on these, we present the
notion of competitive equilibrium and social welfare maximization. In what follows,
N denotes the set of buses in the transmission network of the ISO, while NG and
ND (with N = NG∪ND), respectively, denote the nodes connected to GenCos and
DSOs. Further, L denotes the set of lines in the transmission network. We assume
there are T time periods, and the set T = {1, . . . , T } represents the set of time
periods. The electricity price at a node i ∈ N and time period t ∈ T is denoted
by λi,t . We use boldface to denote vector quantities: λi,· = (λi,1, . . . , λi,T ) ∈ R

T

is the vector of prices over all time periods at the node i, λ·,t = (λ1,t , . . . , λ|N |,t )
is the vector of prices over the entire set of nodes in the time period t , and λ =
(λ·,1, . . . ,λ·,T ) ∈ R

|N |T is the vector of all nodal prices for all time periods. Note
that (λ1,·, . . . ,λ|N |,·) is a different ordering of the vector λ. The power injection into
the network at the node i at time period t is denoted by P ∗

i,t (λ). Similarly, P ∗
i,· ∈ R

T

is the vector of power injections at a node i over all time periods, and P ∗·,t ∈ R
|N |

is the vector of all nodal power injections in the time period t .
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2.1 Generation Company (GenCo)

The generation company located at node i ∈ NG chooses its optimal power
generation level P ∗

i,·(λi,·) over all time periods given the set of nodal prices over
the time periods λi,· from the ISO by solving the optimization problem

P ∗
i,·(λi,·) = arg min

P1,...,PT

∑
t∈T

(
ci(Pt )− λi,tPt

)
(1a)

s.t. PG
i ≤ Pt ≤ P

G

i , ∀ t ∈ T (1b)

|Pt+1 − Pt | ≤ ΔP
G

i , ∀ t ∈ T \ {T } (1c)

where ci(·) is the cost of generation associated with the GenCo, PG
i and P

G

i are,

respectively, the minimum and maximum generation levels and ΔP
G

i represents the
limit on the change in power generation over successive time periods. We assume
the following on the cost function of the GenCo, which implies that (1) has a unique
solution.

Assumption 1 The function ci(·) is strictly convex.

The optimization problem in (1) assumes that the cost function is independent
of time periods. This is done for the sake of simplicity of exposition and is not
a restriction of the approach. When considering multiperiod operations, GenCos
schedule to operate additional units of generation which typically incurs a start-up
cost. In addition, there are minimum down (up) periods for generation units once
they are shut down (started up). Modeling such operations requires the introduction
of binary variables which renders the GenCo problem non-convex. However, these
non-convexities can be handled by relaxing the binary variables to be continuous
and replacing the feasible region by the convex hull. We do not pursue this further,
but refer the interested reader to [6, 25].

2.2 Distribution System Operator (DSO)

The DSO located at node i ∈ ND chooses its optimal power consumption level
−P ∗

i,·(λi,·) over all time periods given the set of nodal prices over the time periods
λi,· from the ISO by solving the optimization problem

P ∗
i (λi,·) = arg min

P1,...,PT

∑
t∈T

(−λi,tPt − ui(−Pt )) (2a)

s.t. PD
i ≤ −Pt ≤ P

D

i , (2b)

−
∑
t∈T

Pt ≥ P
D,tot
i (2c)
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where ui(·) is the utility function of the DSO, PD
i and P

D

i are minimum and

maximum power consumption levels in a time period and P
D,tot
i represents a

minimum total power consumption over the multiple time periods. Note that
P ∗
i (λi,·) is negative since it represents power being withdrawn from the electrical

network. We assume the following on the utility function of the DSO which ensures
that (2) has a unique solution.

Assumption 2 The function ui(·) is strictly concave.

The optimization problem in (2) assumes that the utility function is independent
of time periods. This is done for the sake of simplicity of exposition and is not a
restriction of the approach. Under Assumption 2 a DSO’s optimization problem (2)
is strictly convex and, hence, has an unique solution.

2.3 Independent System Operator (ISO)

The ISO is responsible for maintaining balance between the GenCos and DSOs, and
ensuring that the power flows in the network are within certain limits. Given a vector
of nodal prices λ over all time periods, the ISO chooses the optimal power injection
levels by solving the optimization problem

P ISO(λ) = arg min
(P ·,1,...,P ·,T )

∑
t∈T

λT·,tP ·,t (3a)

s.t. 1T P ·,t = 0, ∀ t ∈ T (3b)

− P ≤ AP ·,t ≤ P , ∀ t ∈ T (3c)

where P ∈ R
|L| denotes the vector of power limits on the lines in the network,

1 ∈ R
|N | is a vector of all ones, and A is the matrix of power distribution factors for

the ISO’s transmission network. The constraint (3b) imposes power balance between
the GenCos and DSOs at each time period. The DC power flow model appears
in (3c) through the power distribution factors [30].

2.4 Competitive Equilibrium

A pair (P̂ , λ̂) is said to achieve competitive (or Walrasian) equilibrium for an
electricity market if:

(a) P̂ i,· = P ∗
i,·(̂λi,·) ∀ i ∈ NG,

(b) P̂ i,· = P ∗
i,·(̂λi,·) ∀ i ∈ ND , and

(c) P̂ = P ISO(̂λ).
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By the well-known first and second fundamental theorems of welfare eco-
nomics [18], we have the following:

• A competitive equilibrium is Pareto optimal.
• Every Pareto optimal allocation can be decentralized as a competitive equilib-

rium.

By the second fundamental theorem of welfare economics [18, 28], a competitive
equilibrium can be characterized by maximizing social welfare given as

min
P

∑
t∈T

⎛
⎝ ∑

i∈NG

ci(Pi,t )−
∑

i∈ND

ui(−Pi,t )

⎞
⎠ (4a)

s.t. 1T P ·,t = 0, ∀ t ∈ T (4b)

− P ≤ AP ·,t ≤ P , ∀ t ∈ T (4c)

PG
i ≤ Pi,t ≤ P

G

i , ∀ i ∈ NG, t ∈ T (4d)

|Pi,t+1 − Pi,t | ≤ ΔP
G

i , ∀ i ∈ NG, t ∈ T \ {T } (4e)

PD
i ≤ −Pi,t ≤ P

D

i , ∀ i ∈ ND, t ∈ T (4f)

−
∑
t∈T

Pi,t ≥ PD, ∀ i ∈ ND. (4g)

Social welfare maximization achieves Pareto optimal allocation only under
certain assumptions. Any electricity dispatch and pricing system is Pareto optimal
only if prices are “right” and maximizes welfare only if all the important costs
and benefits are priced into the system. For instance, it is well known that electric
generation shifts some costs to society such that they are not priced in this market.
Furthermore, even when prices are right, welfare is only maximized if willingness
to pay is an accurate measure of utility. We do not delve further into these aspects
but refer the reader to the texts [14, 18].

The social welfare maximization formulation in (4) is a centralized formulation.
This does not lend itself to preserving privacy of the market participants. However,
the formulation in (4) serves as the starting point for deriving the decentralized
formulation which we do next.

3 Decentralized Market Formulation

We develop the decentralized market formulation based on Lagrange dualization
of the coupling constraints in (4). For ease of presentation, we represent the power
balance constraint in (4b) as two inequalities:

−1T P ·,t ≤ 0, 1T P ·,t ≤ 0 ∀ t ∈ T . (1.4b’)
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Introducing multipliers ξ
t
, ξ t for the power balance constraints in (1.4b’) and

ζ
l,t
, ζ l,t ∀ l ∈ L for the line limit constraints in (4c), the partial Lagrangian for (4)

can be written as

L(P , ξ , ξ , ζ , ζ )

=
∑
t∈T

⎛
⎝ ∑

i∈NG

ci(Pi,t )−
∑

i∈ND

ui(−Pi,t )+ (−ξ
t
+ ξ t )(1

T P ·,t )

⎞
⎠

+
∑
t∈T

(
ζ T

t

(−P −AP ·,t
)+ ζ

T
t

(
AP ·,t − P

))
.

(5)

The Lagrangian dualization is restricted to the constraints that fall under the
purview of the ISO’s optimization problem (3). Using the partial Lagrangian
in (5) and duality theory of convex optimization [17], we can decentralize the
welfare maximization problem in (4) as explained below. Define the Lagrange dual
function as

g(ξ , ξ , ζ , ζ ) = min
P

L(P , ξ , ξ , ζ , ζ )

s.t. (4d) − (4g).
(6)

From the definition of the partial Lagrangian in (5), it is easy to see that the objective
function and constraints in (6) are separable by the GenCos and DSOs. Indeed, we
can express the dual function as

L(P , ξ , ξ , ζ , ζ )

=
∑
t∈T

⎛
⎝ ∑

i∈NG

(ci(Pi,t )− λi,tPi,t )+
∑

i∈ND

(−λi,tPi,t − ui(−Pi,t ))

⎞
⎠

−
∑
t∈T

(−ζ
t
+ ζ t )

T P

(7)

where λ·,t , the vector of nodal prices at time period t , is defined as

λ·,t = (ξ
t
− ξ t )1 +AT (ζ

t
− ζ t ). (8)

With this definition of the vector of nodal prices λ·,t , the optimization problem
in (6) is precisely the set of optimization problems for GenCos (1) and DSOs (2).
Thus, the Lagrangian dualization yields a decentralized formulation in which the
ISO interacts with GenCos and DSOs through a price signal, thereby allowing the
market participants to maintain the privacy of their optimization data.
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To obtain the solution to (4), we rely on convex duality [17] which states the
equivalence between (4) and its dual optimization problem given as

max
ξ ,ξ ,ζ ,ζ

g(ξ , ξ , ζ , ζ )

s.t. (ξ , ξ , ζ , ζ ) ≥ 0.

(9)

The solution to (9) could be obtained through a projected subgradient algorithm [11,
26] which is stated in Algorithm 1. For ease of presentation we introduce

νt =

⎛
⎜⎜⎜⎜⎜⎝

ξ
t

ξ t

ζ
t

ζ t

⎞
⎟⎟⎟⎟⎟⎠
,F t (ν) =

⎛
⎜⎜⎜⎜⎜⎝

−1T P ∗·,t (λ)

1T P ∗·,t (λ)

AP ∗·,t (λ)+ P

−AP ∗·,t (λ)+ P

⎞
⎟⎟⎟⎟⎟⎠

∀ t ∈ T

ν = (ν1, . . . , νT ),F (ν) = (F 1(ν), . . . ,F T (ν))

(10)

where F denotes the vector of dualized constraints and ν the corresponding
multipliers. Note that F t is denoted as a function of ν, multipliers over all time
periods, since the optimization problem for GenCos (1) and DSOs (2) are coupled
across time periods. The update step for the multipliers in Algorithm 1 only requires
access to the optimal solution of the GenCos and DSOs. Thus, they are quite simple
to implement and fit the decentralized framework very well. The typical number of
iterations required for convergence of the algorithm to a solution that is within ε

of the optimal solution is O( 1
ε2 ). Thus, a large number of communication rounds

are required between the ISO and the market participants (GenCos and DSOs) to
achieve convergence. This renders the algorithm quite slow in practice.

Algorithm 1: Subgradient Algorithm

1 Let ε ∈ (0, 1) be a desired convergence tolerance

2 Choose ν0
t = (ξ0

t
, ξ

0
t , ζ

0
t
, ζ

0
t ) for all t ∈ T as the initial guess.

3 Set k = 0.

4 repeat
5 Set λk according to (8)
6 For i ∈ NG, solve (1) with λi,· = λk

i,·
7 For i ∈ ND , solve (2) with λi,· = λk

i,·
8 Choose γ k (typically γ k = a

k+1 for some some a > 0)

9 Set νk+1 = max
(
0, νk − γ kF (νk)

)
10 Set ek+1 = ‖min(νk,F (νk))‖∞
11 Set k = k + 1
12 until ek ≤ ε
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4 Semismooth Equation Approach

We describe the semismooth equation approach of Curtis and Raghunathan [5] for
computing the competitive equilibrium. The optimality conditions [17] for the ISO’s
problem for all t ∈ T are

λ·,t = (ξ
t
− ξ t )1 +AT (ζ

t
− ζ t ) (11a)

0 ≤ ξ
t
⊥ (1T P ·,t ) ≥ 0 (11b)

0 ≤ ξ t ⊥ (−1T P ·,t ) ≥ 0 (11c)

0 ≤ ζ
t
⊥ (AP ·,t + P ) ≥ 0 (11d)

0 ≤ ζ t ⊥ (−AP ·,t + P ) ≥ 0 (11e)

where for a pair of vectors {a, b}, the expression 0 ≤ a ⊥ b ≥ 0 represents the
conditions ai ≥ 0, bi ≥ 0, and aibi = 0 for all i. The constraints in (11b)–
(11e) are the so-called complementarity constraints [17]. Following the definition
in Section 2.4, competitive equilibrium is attained when the conditions in (11) hold
for P = P ∗(λ). Following [5], we pose the ISO’s market clearing problem as the
following implicit complementarity problem (ICP):

0 ≤ ν ⊥ F (ν) ≥ 0 (12)

where (ν,F ) ∈ R
m × R

m are as defined in (10) with m = (2 + 2|L|)T . We
call the complementarity problem in (12) as implicit since P ∗(λ), which appears
in computation of F (ν), is obtained by solving a set of optimization problems.
Observe that the evaluation of P ∗(λ) only requires communication with the GenCos
and DSOs through transmission of the price vector λ. Thus, the ICP (12) has
the desired property of decoupling by participants and allows the participants to
maintain privacy of their optimization problem.

The following theorem formalizes the equivalence between the ICP (12) and the
competitive equilibrium.

Theorem 1 The following are equivalent:

(a) (P̂ , λ̂) is a competitive equilibrium;

(b) ν̂ solves the ICP (12) with λ̂·,t = (̂ξ
t
− ξ̂ t )1 +AT (̂ζ

t
− ζ̂ t ).

Proof First, we show that (a) implies (b). Suppose (a) holds. From the definition
of competitive equilibrium in Section 2.4, P̂ = P ∗(̂λ). Since P̂ solves the

ISO’s problem (3), we have that there exists multipliers (̂ξ , ξ̂ , ζ̂ , ζ̂ ) satisfying the

optimality conditions in (11) with P = P ∗(̂λ). Thus, (a) holds. Now, suppose (b)
holds. By the preceding arguments, we have that first-order stationarity conditions
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of the ISO’s problem (3) hold. Since (3) is convex, a first-order stationary point is
also a minimizer [17]. This completes the proof.

To solve the ICP, we rewrite the complementarity system using the Fischer-
Burmeister operator as

ΦFB(ν) =
⎛
⎜⎝

φ(ν1, F1(ν))
...

φ(νm, Fm(ν))

⎞
⎟⎠ , (13)

where, given scalars a and b, the Fischer-Burmeister function [10] has the form

φ(a, b) =
√
a2 + b2 − a − b. (14)

Clearly, this latter function satisfies

φ(a, b) = 0 ⇐⇒ {a ≥ 0, b ≥ 0, and ab = 0}. (15)

The articles [9, 21] discuss regularity properties and sophisticated implementations
of semismooth Newton algorithms for complementarity problems using the Fischer-
Burmeister function. However, our formulation here is different in the sense that, in
our context, the complementarity components ν and F (ν) are both functions of ν;
hence, our formulation is somewhat more straightforward.

At each iteration k of the semismooth Newton algorithm [23], the step dνk is
obtained as the solution of

ΦFB(νk)+Hkdνk = 0, (16)

where Hk represents the first-order variation of the function ΦFB at the point νk .
We postpone the discussion on the computation of the matrix Hk to Section 4.3 and
instead focus on the local convergence properties and algorithmic details. The step
dνk obtained by solving (16) is called the semismooth Newton step.

4.1 Fast Local Convergence

Semismooth functions such as ΦFB are almost everywhere differentiable [23].
Further, at points of non-differentiability, ΦFB is directionally differentiable and
can be approached through a sequence of differentiable points. Consequently, for
any sequence of directions dν → 0 with associated Jacobians H ∈ ∂Φ(ν+dν) and
directional derivatives (ΦFB)′(ν; dν), we have that

‖Hdν − (ΦFB)′(ν; dν)‖ = o(‖dν‖). (17)
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This Taylor-series-like property is sufficient to show that iterations defined by (16)
can converge locally superlinearly.

Theorem 2 ([23]) Suppose that F is continuously differentiable and ν∗ satisfies
ΦFB(ν∗) = 0 such that all H ∈ ∂ΦFB(ν∗) are non-singular. Then, for any νk in a
sufficiently small neighborhood of ν∗, it follows that ‖νk+1−ν∗‖ ≤ C‖νk−ν∗‖1+γ

for some C > 0 and γ > 0.

In the present setting, F is not continuously differentiable, only piecewise
differentiable (PC1) since P ∗

i,·(·) are PC1 [5]. The main result in [5] proves local

superlinear convergence for F ∈ PC1. Hence, the semismooth Newton iteration [5]
converges fast locally, unlike a conventional subgradient approach. We provide
numerical evidence for this in Section 5.

4.2 Algorithm

To promote global convergence, we employ a line-search based on the merit
function Ψ FB(ν) := ‖ΦFB(ν)‖2

2, the 2-norm of the vector ΦFB(ν). Observe that
the minimum of Ψ FB(ν) is 0 corresponding to a solution of the ICP (12). Thus,
reduction of the merit function Ψ FB(ν) can be used to certify that the steps of
the algorithm ultimately decrease the distance to a solution of the ICP. Given a
direction dνk , the step length αk is determined as the largest αk ∈ (0, 1] such that
the sufficient decrease condition

Ψ FB(νk + αkdνk) ≤ Ψ FB(νk)+ ηαk∇Ψ FB(νk)T dνk (18)

holds where η ∈ (0, 1); e.g., one typically chooses η = 10−4. The step length αk

may be obtained using a backtracking line-search starting from 1 and multiplying
by a constant factor ρ ∈ (0, 1) until the sufficient decrease condition (18) holds.
The complete steps of the algorithm are provided in Algorithm 2. At each iteration
of the algorithm, the ISO computes the price vector λ (Step 5) and communicates
the nodal price vector λk

i,· to the GenCos and DSOs to obtain their optimal power
generation and consumption levels (Steps 6 and 7). The sensitivity of these power
levels to the nodal prices is computed by finite difference in Step 8. To compute
the sensitivity of a particular participant, i ∈ N requires 2 · T calls to the
participant to solve the respective optimization problems (1) or (2) for different
perturbations of the price vector. This operation can be performed in parallel
for each participant i ∈ N . We emphasize again that the computation of the
sensitivity does not require any modification in the optimization problems of the
market participants. The computation of the matrix Hk in Step 9 is described
in Section 4.3.
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Algorithm 2: Semismooth Newton Algorithm

1 Choose a convergence tolerance ε ∈ (0, 1).

2 Choose an initial guess ν0
t = (ξ0

t
, ξ

0
t , ζ

0
t
, ζ

0
t ) for all t ∈ T . Choose {η, ρ} ⊂ (0, 1).

3 Set k = 0.

4 repeat
5 Set λk according to (8).
6 For i ∈ NG, compute P ∗

i,·(λk
i,·) from (1)

7 For i ∈ ND , compute P ∗
i,·(λk

i,·) from (2).

8 For i ∈ N , t ∈ T compute
∂P ∗

i,·
∂λi,t

as

Set λ±
i′,t ′ =

{
λi′,t ′ for i′ �= i, t ′ �= t

λi,t ± δ for i′ = i, t ′ = t
for some δ > 0.

Compute P ∗
i,·(λ

+
i,·),P

∗
i,·(λ

−
i,·) from (1) for i ∈ NGor (2) for i ∈ ND

Set
∂P ∗

i,·
∂λi,t

= P ∗
i,·(λ

+
i,·)− P ∗(λ−i,·)

2δ
.

9 Compute Hk using (19) and dνk using (16).
10 Find the smallest integer n ≥ 0 such that (18) holds for αk = ρn.
11 Set νk+1 = νk + αkdνk and k = k + 1
12 until ‖ΦFB(νk)‖∞ ≤ ε

4.3 Computing Hk

The matrix Hk is defined as

Hk = Dk
ν +Dk

F∇νF (νk)T (19)

where

∇νF (νk) = [∇νF1(ν
k) · · · ∇νFm(ν

k)] (20)

with Fj (·) in (20) denoting the j th component of F and ∇νFj (·) is the gradient
of Fj (·) with respect to ν. Note that Fj (·) is different from the boldface notation
F j (·) used in (10) and is being used to simplify the presentation of the matrices Dk

ν

and Dk
F . Likewise, νj represents the j th component of the m-dimensional vector ν

and is different from the boldface notation νj in (10). The matrices Dk
ν and Dk

F are
diagonal and are defined as described next. Introducing the set βk = {j | νkj = 0 =
Fj (ν

k)}, the diagonal matrices can be obtained as
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[Dk
ν ]jj =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(
νkj

‖(νkj , Fj (νk))‖
− 1

)
∀ j /∈ βk

(
zj

‖(zj , zT∇Fj (νk))‖ − 1

)
∀ j ∈ βk

[Dk
F ]jj =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(
Fj (ν

k)

‖(νkj , Fj (νk))‖
− 1

)
∀ j /∈ βk

(
zT∇Fj (ν

k)

‖(zj , zT∇Fj (νk))‖ − 1

)
∀ j ∈ βk

where z is chosen such that zj = 1 for j ∈ βk and 0 otherwise [8].
To present the expression for the matrix ∇νF (νk)T , we recall from (8) and (10)

that the vectors ν and F have the following structure:

ν = (ν1, . . . , νT ), λ·,t = Bνt ,

and F (ν) = (F 1(ν), . . . ,F T (ν)), F t (ν) = BT P ∗·,t (λ)+ b,

where B = [−1 1 −AT AT
]
, bT =

[
0 0 P

T
P

T
]
.

(21)

Then the change in the function F t (ν
k) due to a perturbation Δν in the variables νk

can be approximated to the first order as

F t (ν
k +Δν)− F t (ν

k) = BT (P ∗·,t (λk +Δλ)− P ∗·,t (λk))

≈BT

(
T∑

s=1

∇λ·,sP
∗·,t (λk)T Δλ·,s

)
= BT

(
T∑

s=1

∂P ∗·,t (λk)

∂λ·,s
BΔν·,s

)

where in the last equality, we have used Δλ·,s = BΔνs by (21) and
∂P ∗·,t (λk)
∂λ·,s

is a diagonal matrix with

[
∂P ∗·,t (λk)
∂λ·,s

]

jj

= ∂P ∗
j,t (λ

k)

∂λj,s
for j = 1, . . . , |N | and is

obtained using the computed sensitivities (step 8 in Algorithm 2). Thus, the Jacobian
∇νF(νk)T can be expressed as

∇νF (νk)T =

⎡
⎢⎢⎢⎣

BT ∂P ∗·,1(λk)
∂λ·,1 B · · · BT ∂P ∗·,1(λk)

∂λ·,T B

...
. . .

...

BT ∂P ∗·,T (λk)
∂λ·,1 B · · · BT ∂P ∗·,T (λk)

∂λ·,T B

⎤
⎥⎥⎥⎦ .

The matrix Hk is dense, and there is no discernible structure that can be exploited
in the solution of the linear system (16).
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5 Numerical Results

We consider IEEE networks for testing the performance of the Algorithms 1 and 2.
The algorithms were implemented in MATLAB and executed on a machine with a
3.2 GHz Intel Core i7-3930K CPU with 32 GB RAM. Table 1 presents information
on the number of GenCos, DSOs, and lines in the different test cases. The rest of the
section is organized as follows: Section 5.1 presents the results for single time period
market clearing, while Section 5.2 presents multiple time period market clearing.

5.1 Single-Period Market Clearing

We choose the cost function for the GenCos as a strictly convex quadratic function,
ci(P ) = c1iP + c2iP

2 where c2i > 0. The values for the coefficients c1i and c2i
are generated randomly. The utility function for the DSOs is chosen as a strictly
concave quadratic function, ui(−P) = ui1(−P) + u2iP

2 where u2i < 0. The
coefficient values u1i and u2i are generated randomly. The demands at the buses
are allowed to vary between 80% and 120% of the nominal demand specified in
the test cases available in MATPOWER [32]. Table 2 summarizes the performance
statistics of Algorithm 2 versus Algorithm 1 (a subgradient algorithm) for a single
time period (T = 1) market clearing problem. The reported numbers are averaged
over ten different runs in which the DSO’s utility functions and demands are varied.
The convergence tolerance for both algorithms was set to ε = 10−6. Note that the
error measures used for Algorithms 1 and 2 are distinct but equivalent measures
of the error in satisfying the ICP (12). The subgradient algorithm hits the iteration
limit of 100000 on most instances, whereas Algorithm 2 solves the problems in very
few iterations with modest function evaluation counts. Further, Algorithm 2 is two–
three orders of magnitude faster than the subgradient algorithm in terms of CPU
time. The number of function evaluations in Table 2 also includes those required for
the sensitivity matrices ∂P ∗

·,t ′/∂λ·,t in Step 8 of Algorithm 2.

Figure 1 plots the typical progress of the error (‖ΦFB(νk)‖2) in satisfying
ICP (12) against the iteration index. The semismooth Newton algorithm dominates
the subgradient method for all tolerance levels. Further, the convergence rate is
indeed superlinear as predicted by Theorem 2 and is key to explaining the observed
acceleration in convergence over the subgradient method.

Table 1 Problem size
information for the test
instances

Name |NG| |ND | |L|
case9 3 3 9

case14 5 11 20

case30 6 20 41

case39 10 21 46

case57 7 42 80

case118 54 99 186

case300 69 191 411
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Table 2 Results for the single time period (T = 1) market clearing problem using algorithms.
m, size of the vector ν; Avg. #Iters., average number of iterations; Avg. #Fcn., average number of
function evaluations; Avg. CPU (s), average CPU time in seconds

Algorithm 2—Semismooth Algorithm 1—Subgradient

Name m Avg. #Iters. Avg. #Fcn. Avg. CPU (s) Avg. #Iters. Avg. CPU (s)

case9 20 5.4 28.7 0.03 100000 1.8

case14 42 5.7 59.0 0.06 100000 2.1

case30 84 5.2 26.5 0.05 100000 3.1

case39 94 10.0 109.7 0.13 43262 1.6

case57 162 6.8 33.1 0.12 100000 2.7

case118 374 6.2 42.0 0.86 100000 4.5

case300 824 7.2 28.7 4.03 100000 20.1

Fig. 1 Plot of error against
iteration index for the
algorithms
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Table 3 Results for the
single time period (T = 1)
market clearing problem.
Avg. #Iters., average number
of iterations; Avg. #Fcn.,
average number of function
evaluations; Avg. CPU (s),
average CPU time in seconds

Algorithm in Motto et al. [19]

Name Avg. #Iters. Avg. #Fcn. Avg. CPU (s)

case9 5.0 16.0 0.02

case14 1000.0 3000.0 4.71

case30 901.4 2705.2 6.58

case39 8.0 25.0 0.07

case57 1000.0 3000.0 13.91

case118 1000.0 3000.0 83.31

case300 24.1 73.3 13.64

As mentioned in the introduction, Motto et al. [19] had also proposed an approach
that is quite similar to the implicit equation approach. The authors employed a
pure Newton strategy without any line-search. Table 3 presents the results using
the pure Newton algorithm of [19]. The algorithm was set a limit of 1000 iterations.
Table 3 clearly shows that employing the pure Newton strategy is not robust. The
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algorithm of [19] stops on attaining the iteration limit on all instances of case14,
case57, and case118 and on nine of the ten instances of case30. On the test cases
where all the instances were solved – case9, case39, and case300 – the iteration
count is comparable to that of the semismooth Newton algorithm proposed in this
paper. Thus, it is quite evident that in single-period market clearing, the semismooth
Newton algorithm (Algorithm 2) based on the implicit complementarity (ICP)
formulation (12) is computationally efficient and robust in its performance.

5.2 Multiperiod Market Clearing

We now explore the computational performance of the semismooth Newton algo-
rithm when solving multiperiod market clearing problems as the number of time
periods is varied. We consider five different time periods T ∈ {2, 4, 8, 16, 32}. In

the multiperiod setting, we impose that ΔP
G

i = 0.25(P
G

i − PG
i ) and P

D,tot
i to be

the nominal demand specified in the input file multiplied by the number of time
periods. Table 4 lists the size of the vector of unknowns ν ∈ R

m in the implicit
complementarity formulation (12) for the different problem instances and time
periods. The size of the problem m dictates the number of floating point operations
required to solve the linear system in (16) in order to compute the Newton step dνk

at each iteration of Algorithm 2. Since the matrix Hk is expected to be dense, the
number of floating point operations required scales as m3 and will be reflected in the
computational time of the algorithm. We will highlight this aspect in our discussion
on CPU times.

Tables 5 and 6 list the number of iterations and function evaluations taken by
Algorithm 2 on the different instances and time periods. From the tables it is clear
that the number of iterations of Algorithm 2 is independent of the increase in the
number of time periods. This is a very desirable feature for practical algorithms.
However, the number of function evaluations scales linearly with the number of
time periods.

Table 7 lists the CPU time in seconds taken by the algorithm on the different
problem instances and time periods. The reported times include the time performing
the step computation in (16) and also for the function evaluations. The number
reported in the parenthesis is the percentage of time that is spent in computing the
sensitivity matrices ∂P ∗

i /∂λi . In our implementation the sensitivity computations

Table 4 Summary of the
number of constraints in the
implicit complementarity
problem (ICP)
formulation (12) for the
different instances and time
periods

Name T = 2 T = 4 T = 8 T = 16 T = 32

case9 40 80 160 320 640

case14 84 168 336 672 1344

case30 168 336 672 1344 2688

case39 188 376 752 1504 3008

case57 324 648 1296 2592 5184

case118 748 1496 2992 5984 11968

case300 1648 3296 6592 13184 26368
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Table 5 Summary of the
iterations taken by the
semismooth Newton
algorithm (Algorithm 2) to
solve the multiperiod market
clearing problem

Name T = 2 T = 4 T = 8 T = 16 T = 32

case9 5 5 5 5 5

case14 6 6 6 5 5

case30 5 5 5 4 4

case39 10 10 10 10 10

case57 4 4 4 4 4

case118 5 5 5 5 5

case300 7 6 6 6 6

Table 6 Summary of the
function evaluations taken by
the semismooth Newton
algorithm (Algorithm 2) to
solve the multiperiod market
clearing problem

Name T = 2 T = 4 T = 8 T = 16 T = 32

case9 36 76 156 316 636

case14 94 142 238 367 687

case30 41 81 161 258 514

case39 154 234 394 714 1354

case57 29 61 125 253 509

case118 49 89 169 329 649

case300 74 115 211 403 787

Table 7 Summary of the CPU time in seconds taken by the semismooth Newton algorithm
(Algorithm 2) to solve the multiperiod market clearing problem. The number in the parenthesis
is the percentage of time spent in evaluating the sensitivities

Name T = 2 T = 4 T = 8 T = 16 T = 32

case9 0.2 (93.6%) 0.5 (96.9%) 1.0 (98.0%) 2.2 (97.5%) 5.0 (96.9%)

case14 0.7 (86.7%) 1.6 (92.0%) 3.4 (93.8%) 6.3 (93.6%) 14.6 (90.7%)

case30 0.9 (96.3%) 2.1 (96.4%) 4.9 (95.7%) 9.3 (93.8%) 22.9 (86.6%)

case39 2.1 (90.1%) 4.9 (93.2%) 11.3 (92.7%) 26.5 (88.6%) 67.9 (79.2%)

case57 1.4 (97.6%) 3.8 (95.6%) 8.9 (92.8%) 22.0 (85.6%) 70.9 (74.7%)

case118 7.3 (96.0%) 20.8 (93.3%) 49.5 (88.4%) 169.9 (77.4%) 736.4 (64.1%)

case300 36.3 (93.7%) 75.0 (88.2%) 278.2 (78.4%) 1253.0 (64.9%) 9182.8 (37.4%)

for all the participants are performed serially. If these computations are performed in
parallel as will be the case in a practical implementation, then the expected speedups
are reported in Table 8. The speed up is computed as

speedup = τcpu

τcpu − τsen + τsen/|N |
where τcpu is the total CPU time taken by Algorithm 2 as reported in Table 7 and
τsen is the CPU time spent in sensitivity evaluation. Note that this computation
does include the communication overheads that are typically involved in a parallel
computing framework. From Table 8 it is evident that we can attain almost an order
of magnitude speedup up to time periods T ≤ 4 on the larger instances. However, as
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Table 8 Summary of the
potential speedup in
computations when parallel
computations are taken into
consideration

Name T = 2 T = 4 T = 8 T = 16 T = 32

case9 4.54 5.19 5.46 5.33 5.19

case14 5.34 7.27 8.29 8.17 6.70

case30 13.48 13.73 12.49 10.21 5.96

case39 7.78 10.19 9.69 7.00 4.29

case57 22.83 15.72 11.02 6.19 3.73

case118 21.73 13.64 8.22 4.32 2.75

case300 15.12 8.24 4.56 2.83 1.59

the number of time periods increases, the time involved in the step computation (16)
dominates the overall CPU time, and as a consequence the speedups are not
significant.

6 Conclusions

In this paper, we have presented a novel semismooth Newton algorithm for
multiperiod electricity markets. The approach is decentralized in that it only
requires the GenCos and DSOs to communicate their optimal response to the price
signal from the ISO. The proposed approach is shown to be robust in converging
to a tight tolerance of 10−6. For single-period market clearing, the proposed
algorithm requires about four orders of magnitude fewer function evaluations
than a subgradient algorithm. Our numerical experiments demonstrate that the
algorithm scales very well with the number of time periods. The communication
requirement for the semismooth Newton algorithm (Algorithm 2) is identical to that
of the subgradient algorithm (Algorithm 1). Hence, the proposed approach can be
readily implemented in practice.

There are a number of extensions for this work. We outline some of them
below.

• In the current paper, the GenCo problem (1) does not include startup or shutdown
costs and minimum up or down time for generators. Modeling such operations
requires the introduction of binary variables which renders the GenCo problem
non-convex. Our algorithm can be easily extended to the GenCo problem
resulting from relaxing the binary variables to be continuous and replacing the
feasible region by the convex hull [6, 25].

• The current chapter assumes a lumped model for DSOs and no distributed
generation. It is also possible to extend our approach to situations in which
the electrical network of each DSO is modeled explicitly. We believe this is a
straightforward extension.

• We will also investigate the applicability of the approach when the DSO’s power
flow is modeled using AC power flow equations. In this context, we will also
explore the convex SDP relaxation [15] which has shown to have zero duality
gap in a number of instances.
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Small Resource Integration Challenges
for Large-Scale SCUC

Cuong Nguyen, Lei Wu, Muhammad Marwali, and Rana Mukerji

Abstract Recent regulatory initiatives, technological advancements, and public
policies such as New York’s Reforming the Energy Vision (REV) and California’s
Energy Storage Mandate have incentivized the development of smaller, cleaner,
and more distributed energy resources. As part of the day-ahead market clearing
process, the ISOs/RTOs today have to solve more computationally intensive mixed
integer programming (MIP)-based security-constrained unit commitment (SCUC)
models to accommodate these small-scale resources within a short time window.
This chapter will discuss the MIP solution performance challenges in dealing with
the increasing penetration of small resources in the ISO/RTO day-ahead market in
terms of both practicality and theory aspects.

1 Introduction

It has been 20 years since the Federal Energy Regulatory Commission (FERC)
Order No. 888 mandated the establishment of unbundled electricity markets to pro-
mote competition in the wholesale bulk power marketplace and to bring more effi-
cient, lower-cost power to electricity consumers. The order led to the formation of
six independent system operators/regional transmission organizations (ISOs/RTOs)
across the USA – California ISO (CAISO), Southwest Power Pool (SPP), Mid-
continent ISO (MISO), PJM Interconnection (PJM), New York ISO (NYISO), and
ISO New England (ISO-NE). Although not subject to FERC jurisdiction, Electric
Reliability Council of Texas (ERCOT) was formed in 1996, before any other ISO in
the USA. Some key statistics of the US wholesale electricity markets from [7] are
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Table 1 US wholesale electricity market

Market CAISO SPP ERCOT MISO PJM NYISO ISO-NE

Peak load (MW) 47,000 45,000 69,000 12,700 165,000 34,000 28,000

Gen capacity (MW) 60,000 80,000 77,000 175,000 184,000 39,000 31,000

Generating units 760 600 550 1,400 1,300 400 350

Annual energy (TWh) 230 230 340 525 780 160 135

Transmission (Miles) 26,000 56,000 43,000 65,000 72,000 11,000 8,000

Market volume ($B) 10 12 34 37 35–50 7.5 7

shown in Table 1. The numbers are given in the order of magnitude for the sake of
comparison. Peak load represents the historic maximum value to date. Market vol-
ume shows the total revenue flowing through the ISO/RTO markets from consumers
to suppliers for all market products. Finally transmission miles show the estimated
magnitude of the bulk electrical network monitored and secured by the ISOs/RTOs.

While there are differences in standard market design, most ISOs/RTOs have the
same core suite of market products – day-ahead and real-time energy, operating
reserve, and regulation reserve. All utilize locational marginal price (LMP) of
energy and some co-optimize energy and reserve procurement across those markets.

As the electric power system strives to reduce its environmental impact, foster
cleaner, renewable resources, and promote energy efficiency, attention increasingly
turns to the potential of distributed energy resources (DERs).

In the traditional model of the centralized power system, electricity is said
to flow “downhill” from large power plants to a widespread set of residential,
commercial, and industrial customers. The emergence and growth of distributed
resources are changing the landscape of the electric power system. DERs include
an array of power generation and storage resources that are typically located on
or near an end user’s property and supply all or a portion of the end user’s
electricity. Such resources may also deliver power to the grid. Distributed energy
technologies include solar photovoltaic (PV), combined heat and power (CHP)
systems, microgrids, wind turbines, microturbines, backup generators, and energy
storage devices.

A growing number of customer-sited PV installations are connected to the grid
and take advantage of available net metering opportunities. Net metering enables
customers to provide power generated by their distributed energy system to their
host utility in return for credits on their electric bill. In New York, it is available
on a first-come, first-served basis to customers of New York State’s major electric
utilities, subject to technology, system size, and aggregate capacity limitations.

Examining grid-connected distributed resources, the Electric Power Research
Institute (EPRI) clarified an important distinction between DERs that are connected
to the grid and resources that are truly integrated into grid operations. The study
stated, “. . . rapidly expanding deployments of DERs are connected to the grid but not
integrated into grid operations, which is a pattern that is unlikely to be sustainable,”
according to [6].
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A 2014 report conducted for the NYISO by [5] assessed the state of distributed
technologies and their prospects for growth in New York State. According to that
report, New York’s DER base was led by small-scale CHP with 57 percent of the
state’s distributed generation capacity. In other states, solar PV is the dominant DER
technology. Solar PV ranked second in New York at 41 percent. Energy storage
accounted for the remaining two percent.

The New York State Public Service Commission’s “Reforming the Energy
Vision” (REV) proceeding was first initiated in 2014 [3]; see Figure 1. The REV
initiative is expected to lead to a wider deployment of small “distributed” energy
resources, such as microgrids, rooftop solar and other on-site power supplies,
and storage. A forecast of the potential REV impacts to the NYISO by 2025 is
summarized in Table 2.

From the electricity marketplace standpoint, DERs offer the potential to make
loads more dynamic and responsive to wholesale market price signals, potentially
improving overall system efficiencies. Given the growing number of DERs with
smaller MW capacities and operation costs relative to traditional resources, it
is technically and operationally challenging to integrate them into the electricity

sredivorPmroftalPmetsySnoitubirtsiDD&R&noitavonnIeroC New York State Community Partnership
REV Campus Challenge

New York Green Bank: 
$1 Billion

Energy Storage R&D/Commercialization:
NY-BEST & Brookhaven National Lab

Five Cities Energy Plans: 
20% Reduction in Municipal Energy Consumption by 2020

Other Renewable Initiatives:
K-Solar

Shared Renewables
Offshore Wind Initiative

Community Choice Aggregation
AGILe:

$35 Million Lab - Smart Grid Technologies for Efficiency, 
Reliability, Resilience

New York Sun Initiative:
10-Year, $1 Billion

3,000 MW

Long Island "Utility 2.0" Plan:
Smart Solar, Vehicle to Grid, Efficiency

Smart Generation & Transmission:
440MW Increased Power Flow on Existing Lines

Large-Scale Renewables:
10-Year, $1.5 Billion

Bundled PPAs?

REV Business Model Demonstrations BuildSmart New York:
20% Energy Use Reduction in State-Owned Buildings

Energy Efficiency Programs:
NYSERDA, Utility-Based

New York Prize Community Microgrids:
$40 Million

Energy Highway

Reforming the Energy Vision: Foundational Element of State Energy Plan
Guiding Principles: Market Transformation; Community Engagement; Efficiency; Private Sector Investment; Innovation & Technology; Customer Value & Choice

2015 New York State Energy Plan
Comprehensive Roadmap to Build a Clean, Resilient, Affordable Energy System for All New Yorkers

Clean Energy Fund: $5 Billion 2016-2026
Attract Private Capital

Greater Deployment/Maturity of Clean Energy Technology
Significant Greenhouse Gas Reductions

REV Proceeding:
Facilitate Expansion of Distributed Energy Resource (DER) and Align Utility 

Business
Models to Support Clean Energy

NYPA Leadership:
Inform power supply, and demand-side programs

Addressing Key Challenges for Goal Attainment:
Clean, Resilient, Affordable, Regulatory Reform, Environmental Justice, Clean & Reliable Transportation

2030 Greenhouse Gas Goal:
40% Emissions Reduction Relative to 1990 Levels

2030 Renewable Energy Goal:
50% of Electricity Generation from Renewable Energy Resources

2030 Energy Efficiency Goal:
23% Reduction in Building Energy Consumption

Fig. 1 New York State Policy influence on New York electricity market

Table 2 Potential REV impacts to NYISO by 2025

Market Low Expected High

Solar (MW) 1,000 5,000 9,000

Wind (MW) 1,000 2,000 4,000

Efficiency (MW) +1% Demand Flat Load −1% Demand

Growth Growth Growth

Active DERs (MW) 1,000 2,000 4,000
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markets. This stresses the need for developing more advanced metering, complex
tools, and mathematical techniques. This chapter will address some mathematical
challenges.

2 Large-Scale Security-Constrained Unit Commitment

The electricity market provides a mechanism for market participants to buy and
sell energy at prices established through a competitive auction process designed
to meet energy demands or “loads” and system reliability requirements with the
least-cost resources available or, through contractual, bilateral transactions where
quantities and prices are arranged directly between wholesale suppliers and “load-
serving entities” (LSEs) such as utilities. For energy purchases arranged through
the ISO/RTO markets, the ISO/RTO administers day-ahead and real-time auctions,
resulting in a two-settlement process that sets the price of energy based on
market and grid conditions at specific times. Further, the ISO/RTO auctions reflect
geographic conditions, establishing LMP for energy that reflect local demand and
supply conditions as well as any constraints that may bind when moving energy
across the grid to meet demand. The first settlement is based upon the day-ahead
bids and the corresponding schedule and prices or day-ahead commitment. The
second settlement is based upon the real-time bids and the corresponding real-time
commitment and dispatch. Market participants may participate in the day-ahead
market (DAM) and/or the real-time market. For the NYISO markets, roughly 94% of
energy is scheduled in the day-ahead market, while the remaining 6% is accounted
for in the real-time market. The DAM allows for more certainty in prices due to
its reduced volatility, ensuring that the resources are online in time for when they
are needed and provide financial entities with greater liquidity within the market.
Figure 2 for instance shows the high-level SCUC market flow in the NYISO market.

Input
• Bids/Offers
• Forecasts

Output
• Least cost solution
• Meet reliability needs

SCUC

Bids & Offers
• GEN Supply
• LSE
• Virtual

Post Results
• Clearing Prices

• LBMP (GEN & Zonal)
• Reserve

Security
Constrained
EconomicVirtual

• Regulation
• Reserve
• Bilateral contracts
• Import/Exports

Reserve
• Regulation

• GEN Schedule
• Transaction Schedule
• Bilateral Transactions

Commitment
and Dispatch

p p
• Demand Response • Reserve Commitment

• Regulation Commitment

Fig. 2 NYISO’s security-constrained unit commitment process, where GEN is generation and
LSE is load-serving entity
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As a result of the day-ahead commitment process, a set of generators is scheduled
to be available for dispatch in each hour of the next day, and a set of LSEs is
scheduled to buy a certain amount of load at day-ahead prices. The generators
designated to be available for the next day are scheduled against the LSE bid-in
load and transmission losses. From the schedule, LMPs are computed, and forward
contracts are established for generation and load accordingly. Subsequently, during
real-time operations, changes in operating conditions, the influence of additional
real-time supply offers, and variations in actual loads will cause the real-time
schedules and prices to be different from the day-ahead schedules and prices.
Differences in generation levels and in load consumption, as compared to the first
settlement values, are settled at the second settlement or the real-time prices.

The discussion in this chapter is dedicated to the DAM where the vast majority
of the energy is settled.

2.1 Traditional SCUC Formulation

Mathematically, SCUC is a nonconvex, nonlinear, large-scale, mixed integer pro-
gramming problem with thousands to hundreds of thousand variables (binary
decision variables, continuous and discrete control variables) and thousands to
tens of thousands nonelectrical (such as emission allowance, wheeling contracts,
water flow, fuel consumption) and electrical constraints (such as voltage, line
flow, stability) as discussed in [8]. According to [10], the traditional MIP-based
SCUC formulation with prevailing objective function terms and constraints can be
presented as follows:

Objective function is to minimize total production cost, including startup cost
SUit ($) and shutdown cost SDit ($), no-load cost Ni ($/h), and incremental cost
cik · Pikt ($/h) for unit i, segment k at hour t :

MinIit ,Pit

∑
t

∑
i

[Cit + SUit + SDit ] (1)

where Cit ($/h) is the operation cost of unit i at hour t , Iit is the commitment
decision of unit i at hour t , and Pit (MW) is the generation dispatch of unit i at
hour t .

Subject to the following constraints:
Energy balance constraint

∑
i

Pit = Dt (2)

where Dt (MW) is the system load at hour t .
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Generation constraints

Cit = Ni · Iit +
K∑
k=1

cik · Pikt

Pit = Pmin
i · Iit +

K∑
k=1

Pikt

0 ≤ Pikt ≤ Pmax
ik

Pit ≤ Pmax
i · Iit

Iit ∈ {0, 1}

(3)

where k is the index of generation segment, K is the number of piecewise linear
generation segments, cik ($/MWh) is the incremental cost of unit i at segment k,
Pikt (MW) is the dispatch of unit i at hour t at segment k, Pmax

ik (MW) is the
maximum capacity for segment k of unit i, and Pmin

i (MW)/Pmax
i (MW) is the

minimum/maximum capacity of unit i.
Generation ramping up/down constraints

Pit − Pi(t−1) ≤ URi · Ii(t−1) + UPi · Ii(t−1) + Pmax
i · (1 − Iit ) (4)

Pi(t−1) − Pit ≤ DRi · Iit +DPi · (Ii(t−1) − Iit )+ Pmax
i · (1 − Ii(t−1)) (5)

where URi (MW/h) / DRi (MW/h) is the ramping up/down limit of unit i and UPi

(MW/h)/DPi (MW/h) is the startup/shutdown ramp limit of unit i.
Transmission constraint

−PLmax
l ≤

∑
m

LSFm
lt ·

( ∑
i∈U(m)

Pit −Dmt

)
≤ PLmax

l (6)

where PLmax
l (MW) is the maximum capacity of transmission line l, LSFm

lt is the
linear sensitivity factor of DC-based power flow on line l to the power injection at
bus m at hour t , U(m) is the set of generators located at bus m, and Dmt is the load
at bus m at hour t .

Other constraints including minimum on/off time, spinning/non-spinning
reserves, and regulation can be found in [11].

Due to the scale in size and the complexity in scope, the practical solution to
the original SCUC problem today in some ISOs/RTOs is usually carried out by an
iterative process. At every desired number of iterations, system nonlinearities such
as transmission line losses and bus voltages can be linearized. Steps to solve the
traditional SCUC problem are illustrated in Figure 3 and outlined below:
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Fig. 3 Traditional approach
for solving unit commitment
with small resources

EVALUATE ALL RESOURCES
MIPGAP is NORLMAL_TOL for reasonable performance. 
Economic commitment for resources with cost larger than 

NORMAL_TOL

1. Import Bids, 
Offers, Network 

Data

2. Initial Unit 
Commitment

3. Network 
Security Analysis

4. Converged

N

Y 6. Done

5. Network 
Constrained UC

Step 1 Import hourly load bids, unit offers, and network data. Set MIP solution
tolerance to a desired NORMAL_TOL. As a practical matter, the tolerance
is typically set at the lowest cost of committing a unit and running that
unit at its minimum generation level. For example, NORMAL_TOL can
be set to the cheapest unit cost of $10,000 including $6,000 of start-up and
$4,000 for running the unit at minimum output level in 1 hour.

Step 2 Starting with the initial unit commitment (IUC) where all network con-
straints are relaxed, a MIP-based commitment and dispatch solution can
be obtained. This initial solution is called free-flow solution.

Step 3 Network security analysis (NSA) performs security analysis using the lat-
est unit schedule determined from Step 2 for initial iteration or from Step
5 for subsequent iterations.

Step 4 The convergence flag is set based on violation check (constraint flow
is over the limit, voltage exceeds operating range, or any other special
operating nomogram violations). If any violation is found, then calculate
newly violated constraints, and go to Step 5; else go to Step 6.

Step 5 Network-constrained UC (NCUC) solves MIP optimization problem as
formulated in Equations 1–6 with the MIP gap set at NORMAL_TOL,
respecting existing constraints plus the newly generated constraints
from Step 3. Calculate unit schedule, then go to Step 3.

Step 6 Done and final commitment and dispatch schedule is posted.
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2.2 Two-Stage Approach for Solving Small Resources

As discussed earlier in Section 1, in the traditional model of the centralized power
system, electricity is said to flow downhill from large power plants through an
interconnected high-voltage transmission network (typically 110 kV and above)
to a widespread set of residential, commercial, and industrial customers via the
distribution network. The transmission operator manages transmission network,
while the distribution company manages lower voltage lines from the point of
transmission interconnection to the end-use customer.

Since customer electricity usage patterns are considered fairly static from day to
day, ISO/RTO energy management system (EMS) and market optimization software
typically model the system from the generation point up to the transmission-
distribution system boundary. The increased development of smaller resources such
as DERs will pose more challenges to today’s market software.

With size ranging from a fractional MW to a few MWs, small resources typically
incur a fairly small operation cost compared to traditional resources of tens to
hundreds of MWs. Meanwhile a practical SCUC process uses branch-and-bound
technique with a reasonable “MIP gap” to achieve a solution within the limited time
window. Since initial unit commitment may not be physically feasible, SCUC must
iterate to achieve a least-cost unit commitment while respecting all system security
constraints. As the SCUC solution is achieved at a certain MIP gap tolerance,
the impact of small resources on the solution may be within this tolerance, hence
randomly committed. In other words, a branch-and-bound MIP solution may not
accurately reflect whether such resources’ commitment will enhance efficiency. As
discussed in [2], even a MIP solution with a small optimality gap may result in
market participant dispute. Commitment of small resources therefore will require
more computer processing power, better optimization techniques, and/or a more
active role from distribution system operators. This chapter will focus on new
optimization techniques.

The two-stage approach flowchart is illustrated in Figure 4. Stage 1 (Step 1
to Step 5) and stage 2 (Step 6 to Step 9) are iterative and outlined as follows:

Step 1 Import hourly load bids, unit offers, and network data. Set MIP solution
tolerance of stage 1 to desired NORMAL_TOL, stage 2 to desired
SMALL_TOL.

Step 2 Starting with the initial unit commitment (IUC) where all network con-
straints are relaxed, an MIP-based commitment and dispatch solution can
be obtained. This initial solution is called free-flow solution.

Step 3 Network security analysis (NSA) performs security analysis using the lat-
est unit schedule determined from Step 2 for initial iteration or from Step
5 for subsequent iterations.

Step 4 The convergence flag is set based on violation check (constraint flow
is over the limit, voltage exceeds operating range, or any other special
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STAGE 2: EVALUATE SMALL RESOURCES
Fix commitment decision for resources with cost larger 

than NORMAL_TOL. Decrease MIPGAP to SMALL_TOL

STAGE 1: EVALUATE ALL RESOURCES
MIPGAP is NORLMAL_TOL for reasonable performance. 
Economic commitment for resources with cost larger than 

NORMAL_TOL

1. Import Bids, 
Offers, Network 

Data

2. Initial Unit 
Commitment

3. Network 
Security Analysis

5. Network 
Constrained UC

4. Converged

N

6. Network 
Constrained UC

Y
7. Network 

Security Analysis

8. Converged 9. Done

N

Y

Fig. 4 Two-stage approach for solving unit commitment with small resources

operating nomogram violations). If any violation is found, then calculate
newly violated constraints, and go to Step 5; else go to Step 6.

Step 5 Network-constrained UC (NCUC) solves MIP optimization problem as
formulated in Equations 1–6 with the MIP gap set at NORMAL_TOL,
respecting existing constraints plus the newly generated constraints
from Step 3. Calculate unit schedule then go to Step 3.

Step 6 Network-constrained UC (NCUC) solves MIP optimization problem
as formulated in Equations 1–6 with the MIP gap decreased to
SMALL_TOL, respecting existing constraints plus the newly generated
constraints from Step 3. Calculate unit schedule, and then go to Step 7.

Step 7 Network security analysis (NSA) performs security analysis using latest
unit schedule determined from Step 6.

Step 8 The convergence flag is set based on violation check (constraint flow
is over the limit, voltage exceeds operating range, or any other special
operating nomogram violations). If any violation is found, then calculate
newly violated constraints, and go to Step 5; else go to Step 9.

Step 9 Done and final commitment and dispatch schedule is posted.
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2.3 Locally Ideal Formulation for Solving Small Resources

The traditional SCUC formulation in subsection 2.1 is widely used by ISOs/RTOs.
The solution is usually attained by a generic branch-and-bound MIP solver such as
GUROBI, see [9], and CPLEX, see [4]. Since these solvers are plug-and-play and
built for general purposes, they usually do not recognize the unique characteristics
of the SCUC problem thus unavoidably lead to longer solution time.

Recent advances in SCUC algorithms have proved to transform the traditional
SCUC formulation to a tighter MIP model. Discussion in this subsection is focused
on recent optimization theory advances that reformulate the generation constraints
in Equation 3.

The traditional generation energy cost in the ISOs/RTOs today is modeled as
monotonically nondecreasing piecewise linear function which results in a large
branch-and-bound MIP solution search space. Moreover, the increasing trend in the
number of small resources such as DERs, virtual resources, and transactions will
further put pressure on the ISOs/RTOs to get the solution posted in the limited time
windows. A recent SCUC market day with a large number of sub-MW resource
bids in [2] highlighted the challenge that the MISO was facing in reaching an MIP
solution at a reasonable MIP gap tolerance before its post time.

An alternative reformulation of Equation 3 is shown in Equation 7; see [10].
The reformulation recognizes the fact that the only binary variable Iit in the SCUC
problem Equations 1–6 is closely related to the dispatch variable Pit , and the binary
solution Iit is largely dependent on the operation cost Cit . Therefore, a tighter
reformulation can be achieved to dramatically reduce computational burden. A
special ordered set of type 2 (SOS2), discussed in detail in [1], can be used to
transform a nonlinear function into a piecewise linear approximation function in
a linear program. In Equation 7, δikt is an ordered set of type 2 of nonnegative
variables of which at most two can be nonzero, and if two are nonzero, these must
be consecutive in the set.

Cit =
K+1∑
k=1

Fik · δikt

Pit =
K+1∑
k=1

Pik · δikt

K+1∑
k=1

δikt = Iit

0 ≤ δikt

0 ≤ Iit ≤ 1

δikt are SOS2

(7)
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where Fik ($/h) and Pik (MW) are the operation cost and generation dispatch of
unit i at segment k’s starting point and δikt is a nonnegative continuous variable to
indicate the dispatch portion of unit i at hour t at segment k.

3 Case Study

A three-bus system, as in Figure 5, is studied to demonstrate the effectiveness
of the new solution approaches. The system includes eight units, one load, and
three transmission lines. Generator data are given in Table 3 where operation
costs are approximated via two-segment piecewise linear curves. For example, the
incremental cost of G1 is 10 $/MWh in the dispatch range of [150 MW, 225 MW]
and is 12 $/MWh in the dispatch range of [225 MW, 300 MW]. Transmission line
capacity is shown in Figure 5. All transmission lines have the same reactance of 0.1
p.u. In addition, generation unit G1–G5 are considered traditional large units, while
G6–G8 are DERs with small capacity and cost.

A 1-hour SCUC problem is studied to determine the least-cost commitment
and dispatch solution that satisfies the system load of 450 MW at bus 3. Other
constraints, such as reserve and regulation requirements, generator minimum on
and off time constraints, and ramping up and down limits, are not considered.

The following three cases are studied. CPLEX solver, see [4], is used as the
solution engine.

Case 1 The original SCUC model in subsection 2.1
Case 2 Two-stage SCUC model in subsection 2.2
Case 3 SCUC model with the locally ideal formulation in subsection 2.3

It is important to note that all cases describe the same SCUC optimization
problem and the major difference among them is how the problem constraints are
formulated and how the corresponding MIP model is solved. Thus, all cases studies

Fig. 5 Three-bus system
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G2

G6

G3

G4

G7

G5 G8

PL1=115MW

PL2=165MWPL3=260MW

1 2

3

L=450
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Table 3 Generator parameters of the three-bus system

Startup Mingen Pmin Pmax Incremental Cost
Unit Cost ($) Cost ($/h) (MW) (MW) ($/MWh)

G1 500 1270 150 300 10 12

G2 700 1660 205 305 10 11

G3 200 310 105 135 12 21

G4 200 316 105 135 12 19

G5 300 430 55 95 13 23

G6 3 8 1 3 10 11
G7 2 3 1 2 12 20
G8 6 8 1 2 13 20

LP1 (4359.21)

[0.50/0.32/1/0.16/1/1/0/1]

LP2 (4418.31)

[0.50/0.43/1/0/0.75/1/1/0]

I4=0

LP3 (4422.13)

[0.50/0.43/1/0/1/1/1/0]

I5=1

LP4 (4535)

[1/0/1/0/1/1/1/0]

I2=0

LP5 (4487.35)

[0.09/1/1/0/1/0.50/1/0]

I2=1

LP6 (4490)

[0/1/1/0/1/0.50/1/0]

I1=0

LP8 (5054.29)

[1/1/0.38/0/1/0/0/0]

I1=1

LP7 (4491)

[0/1/1/0/1/0/1/0]

I6=0

LP9 (4739.04)

[0.50/0.66/0.67/0/0/1/0/1]

Feasible

Feasible

Fanthom

Fanthom

LP10 (4364.27)

[0.50/0.32/0.16/1/1/1/0/1]

I4=1

LP11 (4424.31)

[0.50/0.43/0/1/0.75/1/1/0]

I3=0

LP15

Infeasible

I5=0

LP12 (4428.13)

[0.50/0.43/0/1/1/1/1/0]

I5=1

LP13 (4541)

[1/0/0/1/1/1/1/0]

I2=0

LP14 (4493.35)

[0.09/1/0/1/1/0.50/1/0]

I2=1

LP16

Infeasible

I5=0 I3=1

Feasible Fanthom

Fig. 6 Branch-and-bound solution for the original SCUC MIP

if solved at $0 MIP gap tolerance would attain the same optimal solutions for unit
commitment, generation dispatch, and operation costs, while their computational
performance could be different.

The branch-and-bound (BAB) method is used to illustrate the solution procedure
of the three cases, as shown in Figures 6, 7, and 8, respectively. While there are
many ways to implement the BAB, in this chapter the depth-first search strategy
is chosen for the node selection operation, and the least fractional strategy is
adopted to choose binary variables for the branching operation. That is, at each
node, the binary variable that satisfies argminiminIi [Ii, 1 − Ii] will be branched
first. Priorities of the two branches Ii ≤ 0 and Ii ≥ 1 are determined by whether
the current non-integer solution is closer to 0 or 1. In Figures 6, 7, and 8, solid
and dash lines represent the first and the second branch directions of a binary
variable. Values in the square brackets [I1, I2, I3, I4, I5, I6, I7, I8] represent optimal
solutions of G1,G2,G3,G4,G5,G6,G7, and G8, respectively, at each node. Gray
highlights indicate integer feasible solutions.
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Fig. 7 Branch-and-bound solution for the two-stage SCUC MIP
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Fig. 8 Branch-and-bound solution for the original SCUC MIP

3.1 Case 1: The Original SCUC Model

The branch-and-bound solution for the original SCUC MIP problem is shown in
Figure 6. While setting the solution tolerance MIP gap to $0 is desirable, it is usually
impossible to achieve a solution to the real-world MIP problem given a tight time
window such as SCUC in the electricity markets. Table 4 shows the time between
when US day-ahead electricity markets close until the time the solution is posted and
the solution time is calculated as the difference between these two time stamps. As
an example, the solution time window between market closing and market posting
in PJM is only 3 hours. For practical matters, the absolute MIP gap can be set to the
smallest sum of [StartupCost ($)+MingenCost ($/h)] among all units, which is
$5 for generator G7 in this example.

Figure 6 indicates that the solver traverses 16 relaxed linear programming (LP)
nodes to obtain the optimal solution satisfying the $5 MIP gap. The solution
flowchart is illustrated in Figure 3 and detailed in subsection 2.1. The SCUC solution
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Table 4 US wholesale electricity market time line

Market CAISO SPP ERCOT MISO PJM NYISO ISO-NE

Name IFM* DAM** DAM DAM DAM DAM DAM

DAM closing 10:00 PT 11:00 CT 10:00 CT 10:30 EPTˆ 10:30 ET 05:00 ET 10:00 ET

DAM posting 13:00 PT 16:00 CT 13:30 CT 13:30 EPTˆ 13:30 ET 11:00 ET 13:30 ET

* Integrated forward market (IFM)
** Day-ahead market (DAM)
ˆ Eastern “Prevailing” Time (EPT) based on MISO terminology

process starts with the root node LP1 where all integrality constraints are relaxed.
[0.50/0.32/1/0.16/1/1/0/1] is the optimal solution. The optimal objective cost
of the root $4359.21 is a lower bound of the integer program. Since the LP1
solution is not integral, the BAB solution method is applied. Since I4 = 0.16 is
the least fractional value, it is branched into two sub-nodes LP2 and LP10. The
non-integer solution is closer to its lower bound 0, so the branching direction is
first performed as shown in the solid line I4 = 0. That is, LP2 is solved after LP1.
The BAB solution process subsequently continues to sub-node LP4 where a first
integer solution [1/0/1/0/1/1/1/0] is found. The LP4 solution is commonly termed
the incumbent solution and serves as an upper bound of the integer program. The
incumbent solution is the new upper bound to the integer program.

The BAB solution process repeatedly traverses through 16 nodes by applying
variable branching and direction priority strategies. The incumbent solution is
updated at the LP7 node. Nodes LP14 and LP15 are fathomed because of infeasi-
bility (a solution does not exist given integrality constraints). Nodes LP4, LP7, and
LP13 are not further explored because integer feasible solutions have been obtained.
Nodes LP8, LP9, and LP14 are pruned because their optimal objective values are
worse than the best lower bound of $4490 obtained at node LP7.

In this case, solution does not explore the I6 = 1 branch from LP6 sub-node since
the MIP gap after solving LP7 is $4491(LP7)−$4490(LP6) = $1 < $5 tolerance.
The final optimal solution at $5 MIP gap is found with the objective value of $4491
and P1 = 0 MW, P2 = 283 MW, P3 = 105 MW, P4 = 0 MW, P5 = 61 MW,
P6 = 0 MW, P7 = 1 MW, and P8 = 0 MW.

3.2 Case 2: Two-Stage SCUC Model

The solution flowchart is illustrated in Figure 4 and detailed in subsection 2.2. Stage
1 is performed exactly to what is described in subsection 3.1. Once the stage 1
solution of [0/1/1/0/1/0/1/0] is obtained at LP7, commitment status of committed
units G2, G3, G5, and G7 are frozen. In addtion, commitment status of large and
uncommitted units G1 and G4 are also frozen. Therefore the units remaining for
stage 2 evaluation are G6 and G8.
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The stage 2 solution is carried out with a smaller MIP gap, for instance $1. For
this small test case, the integer solution is obtained right at the root node of stage 2.
However this may not be generally true in the real-world cases.

Compared to the stage 1 solution, the only observed change in the commitment
is unit G6. The final optimal solution at a $1 MIP gap is found with the objective of
$4490 and P1 = 0 MW, P2 = 280 MW, P3 = 105 MW, P4 = 0 MW, P5 = 61 MW,
P6 = 3 MW, P7 = 1 MW, and P8 = 0 MW.

It is worthwhile mentioning that the small resource G6 is now committed and
dispatched at full output, displacing 3 MW from the large resource G2. This results
in $1 decrease in total objective function cost to $4490. The total production cost
improvement can be much more pronounced for the real-world test cases. It is
observed that while the two-stage solution approach may still not guarantee a global
optimal solution, it can be effective in fine-tuning the original MIP solution. The
two-stage solution approach can improve objective function cost and give a fairer
treatment of small resource commitment in the large-scale security-constrained unit
commitment problem.

3.3 Case 3: SCUC Model with the Locally Ideal Formulation

As discussed in subsection 2.3, locally ideal formulation starts with transforming
the original energy cost curve from Equation 3 to Equation 7.

Taking generator G3 in Table 3 as an example. The no-load cost is 200 + 310 =
510 $/h. The cost curve is made up of two incremental segments of 12 $/MWh
for the dispatch range of [105, 120] MW and 21 $/MWh for the dispatch range of
[120, 135] MW. The minimum and maximum capacity of G3 are 105 MW and 135
MW, respectively.

In the traditional formulation, G3’s energy cost can be modeled by a two-segment
incremental cost curve as shown in Equation 8. The monotonically increasing
generation costs will guarantee convexity of the linearized SCUC formulation; thus
Pi1t will be dispatched before Pi2t .

The locally ideal formulation for G3 is shown in Equation 9. There are three
break points in G3’s energy cost curve. Firstly, at Pi1 = 105 MW operation cost is
Fi1 = 510 $/h. Secondly, at Pi2 = 120 MW operation cost is Fi2 = 510+12 ·15 =
690 $/h. Thirdly, at Pi3 = 135 MW operation cost is Fi3 = 690 + 21 · 15 = 1005
$/h.

Cit = 510 · Iit + 12 · Pi1t + 21 · Pi2t

Pit = 105 · Iit + Pi1t + Pi2t

0 ≤ Pi1t ≤ 15, 0 ≤ Pi2t ≤ 15

Pit ≤ 135 · Iit
Iit ∈ {0, 1}

(8)
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Table 5 Comparison of the three test cases

Case Case 1 Case 2 Case 3

Number of binary variables 8 8 8

Number of continuous variables 33 33 52

Number of equality constraints 18 18 26

Number of inequality constraints 14 14 6

Number of explored nodes 14 15 9

Absolute MIP gap at optimal solution ($) 1 0 0

First feasible node 4 4 4

Cit = 510 · δi1t + 690 · δi2t + 1005 · δi3t
Pit = 105 · δi1t + 120 · δi2t + 135 · δi3t

δi1t + δi2t + δi3t = Iit

0 ≤ δi1t , δi2t , δi3t

0 ≤ Iit ≤ 1

{δi1t , δi2t , δi3t } are SOS2

(9)

Figure 8 shows the BAB procedures for this case, which solves nine relaxed LP
nodes to obtain the same optimal solution as shown in subsection 3.2. In addition,
the root node objective value is $ 4421.12, which is higher than $ 4359.21 of Case
1 and Case 2. That means, the locally ideal reformulation in Equation 7 can tighten
the SCUC formulation and, thus, achieve better computational performance.

For comparison, Table 5 summarizes formulation characteristics and computa-
tional performances of Case 1–Case 3.

4 Conclusion

The emergence and growth of distributed resources have put more pressure on
the day-ahead market clearing process to obtain a unit commitment solution and
dispatch schedule that is more efficient and fair to all participating resources within
a tight time frame.

This chapter presents two formulation and solution strategies for enhancing the
computational performance of SCUC problems, namely, the two-stage approach and
the locally ideal formulation. Case studies on a three-bus system show that the two-
stage solution approach can efficiently fine-tune the original solution (from stage 1
with normal MIP gap) to a more optimal solution (stage 2 with smaller MIP gap).
By tightening the search space, the locally ideal formulation can reach the solution
faster than the traditional formulation.
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Recognizing the special characteristics of the SCUC problem and limitations
of standard off-the-shelve solvers such as GUROBI and CPLEX, researchers are
actively looking at ways to reformulate a tighter and more compact SCUC problem.
The efficient and robust SCUC formulation is the fundamental technical building
block for integrating smaller, cleaner, and more distributed energy resources into
the ISO/RTO markets.

References

1. Beale E, Forrest JJ (1976) Global optimization using special ordered sets. Math Program
10(1):52–69

2. Chen Y, Casto A, Wang F, Wang Q, Wang X, Wan J (2016) Improving large scale day-ahead
security constrained unit commitment performance. IEEE Trans Power Syst 31(6):4732–4743.
https://doi.org/10.1109/TPWRS.2016.2530811

3. Commission NYSPS (2014) Reforming the energy vision (REV) proceeding. http://documents.
dps.ny.gov/public/Common/ViewDoc.aspx?DocRefId=%7B5A9BDBBD-1EB7-43BE-B751-
0C1DAB53F2AA%7D

4. Cplex II (2016) 12.6 User’s manual. https://www.ibm.com/support/knowledgecenter/en/
SSSA5P_12.6.2/ilog.odms.studio.help/pdf/usrcplex.pdf

5. DNV-GL (2014) A review of distributed energy resources, DNV-GL for the New York
independent system operator

6. EPRI (2014) The integrated grid: realizing the full value of central and distributed energy
resources, Palo Alto, CA

7. EPRI (2016) Wholesale electricity market design initiatives in the United States: survey and
research needs

8. Fu Y, Li Z, Wu L (2013) Modeling and solution of the large-scale security-constrained unit
commitment. IEEE Trans Power Syst 28(4):3524–3533

9. Optimization G (2016) Gurobi reference manual. http://www.gurobi.com/documentation/7.0/
refman/index.html

10. Wu L (2016) Accelerating NCUC via binary variable-based locally ideal formula-
tion and dynamic global cuts. IEEE Trans Power Syst 31(5):4097–4107. https://doi.org/
10.1109/TPWRS.2015.2502594

11. Wu L, Shahidehpour M (2010) Accelerating the benders decomposition for network-
constrained unit commitment problems. Energy Syst 1(3):339–376

https://doi.org/{10.1109/TPWRS.2016.2530811}
http://documents.dps.ny.gov/public/Common/ViewDoc.aspx?DocRefId=%7B5A9BDBBD-1EB7-43BE-B751-0C1DAB53F2AA%7D
http://documents.dps.ny.gov/public/Common/ViewDoc.aspx?DocRefId=%7B5A9BDBBD-1EB7-43BE-B751-0C1DAB53F2AA%7D
http://documents.dps.ny.gov/public/Common/ViewDoc.aspx?DocRefId=%7B5A9BDBBD-1EB7-43BE-B751-0C1DAB53F2AA%7D
https://www.ibm.com/support/knowledgecenter/en/SSSA5P_12.6.2/ilog.odms.studio.help/pdf/usrcplex.pdf
https://www.ibm.com/support/knowledgecenter/en/SSSA5P_12.6.2/ilog.odms.studio.help/pdf/usrcplex.pdf
http://www.gurobi.com/documentation/7.0/refman/index.html
http://www.gurobi.com/documentation/7.0/refman/index.html
https://doi.org/{10.1109/TPWRS.2015.2502594}
https://doi.org/{10.1109/TPWRS.2015.2502594}


Multi-Grid Schemes for Multi-Scale
Coordination of Energy Systems

Sungho Shin and Victor M. Zavala

Abstract We discuss how multi-grid computing schemes can be used to design
hierarchical coordination architectures for energy systems. These hierarchical archi-
tectures can be used to manage multiple temporal and spatial scales and mitigate
fundamental limitations of centralized and decentralized architectures. We present
the basic elements of a multi-grid scheme, which includes a smoothing operator
(a high-resolution decentralized coordination layer that targets phenomena at high
frequencies) and a coarsening operator (a low-resolution centralized coordination
layer that targets phenomena at low frequencies). For smoothing, we extend existing
convergence results for Gauss-Seidel schemes by applying them to systems that
cover unstructured domains. This allows us to target problems with multiple
timescales and arbitrary networks. The proposed coordination schemes can be used
to guide transactions in decentralized electricity markets. We present a storage
control example and a power flow diffusion example to illustrate the developments.

1 Motivation and Setting

We consider the following optimization problem:

min
z

1

2
zT Qz− cT z (1a)

s.t. Az+ Bd = 0, (ν) (1b)

Π z = 0. (λ) (1c)
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Here, z ∈ R
N ·nz are decision or primal variables (including states and controls),

and d ∈ R
N ·nd is the data (including disturbances and system parameters). These

variable vectors contain elements that are distributed over a mesh with N ∈ Z points
that covers a certain temporal or spatiotemporal domain of interest . We define the
set of points in the mesh as N with |N | = N . The matrix Q ∈ R

N ·nz×N ·nz is
positive definite, and c ∈ R

N ·nz is a cost vector. The constraint (1b) (with associated
dual variables ν ∈ R

m) is defined by the matrices A ∈ R
m×N ·nz and B ∈ R

m×N ·nd ,
and the matrix A is assumed to have full row rank. The constraints may include
discretized dynamic equations (in space and time) and other physical constraints.
The constraints (1c) (with associated dual variables λ ∈ R

p) are defined by the
matrix Π ∈ R

p×N ·nz . This constraint models coupling (connectivity) between the
primal variables at different mesh points and can also be used to model boundary
conditions. Problem (1) captures formulations used in optimization-based control
strategies such as model predictive control (MPC) [26].

We assume that the dimension of the mesh N describing problem (1) is so large
that the problem cannot be solved in a centralized manner. This is often the case in
systems that cover large temporal and spatial domains and/or multiple scales. In an
electrical network, for instance, a large number of nodes and harmonics might need
to be captured, rendering centralized control impractical. An alternative to address
this complexity is to partition the problem into subdomains to create decentralized
control architectures. We begin by defining a partitioned version of problem (1):

min
zk

∑
k∈K

1

2
zTk Qkzk − cTk zk (2a)

s.t. Akzk + Bkdk = 0, k ∈ K (νk) (2b)
∑
k′∈K

Πkk′zk′ = 0, k ∈ K (λk) (2c)

We denote this problem as P . Here, K is a set for partitions (subdomains) of the
set N , and we define the number of partitions as K := |K |. Each partition k ∈ K
contains mesh elements Nk ⊆ N satisfying ∪k∈K Nk = N and Nk ∩ Nk′ = ∅
for all k, k′ ∈ K and k �= k′. The number of elements in a partition is denoted
as Nk := |Nk|. The variables and data (zk, dk) are defined over the partition k ∈
K . We represent the cost function as a sum of the partition cost functions with
associated positive definite matrices Qk and cost vectors ck . The constraints are
also split into individual partition constraints with associated matrices Ak,Bk , and
we link the partition variables by using the coupling constraints (2c) and associated
matrices Πkk′ , k, k′ ∈ K . As we will discuss later, we can always obtain such a
representation by introducing duplicate decision variables in each partition and by
adding suitable coupling constraints. This procedure is known as lifting [1].

To avoid centralized coordination, a wide range of decomposition schemes
(we also refer to them as decentralized coordination schemes) can be used.
A popular approach used in the solution of partial differential equations (PDEs)
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and decomposition methods such as the alternating direction method of multipliers
(ADMM) is the Gauss-Seidel (GS) coordination scheme [7, 8]. Here, the problem in
each partition k (often called a control agent) is solved independently from the rest
and exchanges information with its neighbors to coordinate. For a lifted problem of
the form (2), we will derive a decentralized GS scheme that solves problems over
individual partitions k ∈ K of the form:

z
+1
k = argmin

zk

1

2
zTk Qkzk − zTk

⎛
⎝ck −

k−1∑
k′=1

Πk′k
T λ
+1

k′ −
N∑

k′=k+1

Πk′k
T λ
k′

⎞
⎠

(3a)

s.t. Akzk + Bkdk = 0 (3b)

Πkkzk +
k−1∑
k′=1

Πkk′z

+1
k′ +

K∑
k′=k+1

Πkk′z


k′ = 0 (λk). (3c)

We denote this partition subproblem as P

k that is solved at the update step 
 ∈ Z+

(that we call here the coordination step). From the solution of this problem, we
obtain the updated primal variables z
+1

k and dual variables λ
+1
k (corresponding

to the coupling constraints (3c)). Here, z

k′ and λ


k′ are primal and dual variables for
neighboring partitions connected to partition k and that have not been updated, while
z
+1
k′ and λ
+1

k′ are primal and dual variables for neighboring partitions that have
already been updated. We refer to the variables communicated between partitions
as the coordination variables. We note that partition k cannot update its primal
and dual variables until the variables of a subset of the partitions connected to it
have been updated. Consequently, the GS scheme is sequential and synchronous
in nature. We also note that the connectivity topology (induced by the coupling
matrices Πkk′ ) determines the communication structure. We highlight, however, that
the order of the updates presented in (3) is lexicographic (in the order of the partition
number), but this choice of update order is arbitrary and can be modified. We will
see that the update order can be designed to derive parallel schemes (i.e., in which
certain partitions can proceed independently of others) but that the order can affect
performance. In Figure 1 we illustrate the configuration of a GS scheme over a
1-D mesh, while in Figure 2 we present a configuration for a 2-D mesh. For the
2-D mesh, we note that the nodes spanning the domain are grouped into sets of the
form Nm,n, and we note that the information is exchanged using the state and dual
variables in the boundary of the partitions. In Section 3 we discuss this approach in
more detail.

In the next sections, we derive and analyze a decentralized GS scheme to solve
problem P . The analysis seeks to illustrate how the structure of the partition
subproblem P


k arises and to highlight how information of the coordination
variables propagates throughout the partitions. We then discuss how to create coarse
representations of the full-resolution problem P to obtain approximations for the
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Fig. 1 Configuration of a GS scheme over a 1-D mesh.
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Fig. 2 Configuration of a GS scheme over a 2-D mesh.

coordination variables and with this accelerate the decentralized GS scheme. This
gives rise to the concept of multi-grid schemes that can be used to design hierarchical
coordination architectures. Our analysis is performed on convex quadratic programs
(QPs), which will reveal important features of multi-grid schemes.

The concepts discussed in this paper seek to extend existing literature on
decentralized and hierarchical MPC. Many strategies have been proposed to address
the complexity of centralized MPC such as spatial and temporal decomposition
methods [10, 15, 21, 28, 31], fast inexact schemes [12, 35, 36], and reduced-
order modeling techniques [4]. Decentralized control manages the entire system by
coordinating multiple controllers, each operating in a different node or subnetwork.
Decentralization also enables resiliency and asynchronicity, which are key prac-
tical advantages over centralized MPC. Different schemes for coordinating MPC
controllers have been devised [28]. Lagrangian dual decomposition is a technique
where Lagrange multipliers are used for coordination. This technique is popular
in electricity markets because the dual variables can be interpreted as prices that
are used as a coordination mechanism [3, 18, 24]. Techniques based on coordinate
minimization schemes and distributed gradient methods have also been proposed to
coordinate MPC controllers in general settings [23, 32, 33]. An important limitation
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of decentralized schemes is that coordination of subsystems tends to be slow
(e.g., convergence rates of existing schemes are at best linear) [8, 14, 16]. This
slow convergence has been reported in the context of energy networks in [3].
Moreover, spatial decentralization by itself does not address the complexity induced
by multiple timescales. In particular, timescales and prediction horizons of different
decentralized controllers might be different. To the best of our knowledge, no
coordination schemes currently exist to handle such settings.

Hierarchical control seeks to overcome fundamental limitations of decentralized
and centralized control schemes. Fundamental concepts of hierarchical control date
as far back as the origins of automatic control itself [17]. Complex industrial
control systems such as the power grid are structured hierarchically in one way
or another to deal with multiple time and spatial scales. Existing hierarchies,
however, are often constructed in ad hoc manners by using objectives, physical
models, and control formulations at different levels that are often incompatible.
For instance, an independent system operator (ISO) solves a hierarchy of opti-
mization problems (unit commitment, economic dispatch, optimal power flow)
that use different physical representations of the system. This can lead to lost
economic performance, unreachable/infeasible command signals, and instabilities
[5, 27]. Hierarchical MPC provides a general framework to tackle dynamics and
disturbances occurring at multiple timescales [17, 28, 29, 34] and spatial scales
[13]. In a traditional hierarchical MPC scheme, one uses a high-level controller
to compute coarse control actions that are used as targets (commands) by low-level
controllers. This approach has been used recently in microgrids and multi-energy
systems [22, 37]. More sophisticated MPC controllers use robustness margins of
the high-level controller that are used by the lower level controller to maintain
stability [29]. Significant advances in the analysis of multi-scale dynamical systems
have also been made, most notably by the use of singular perturbation theory
to derive reduced-order representations of complex networks [11, 19, 25, 30].
The application of such concepts in hierarchical MPC, however, has been rather
limited. In particular, the recent review on hierarchical MPC by Scattolini notices
that systematic design methods for hierarchical MPC are still lacking [28]. More
specifically, no hierarchical MPC schemes have been proposed that aggregate and
refine trajectories at multiple scales. In addition, existing schemes have been tailored
to achieve feasibility and stability but do not have optimality guarantees. This is
important in systems where both economic efficiency and stability must be taken
into account. To the best of our knowledge, no attempt has been made to combine
hierarchical and decentralized MPC schemes to manage spatial and temporal scales
simultaneously. The multi-grid computing concepts presented in this work seek to
take a first step toward creating more general hierarchical control architectures.
The proposed multi-grid schemes provide a framework to coordinate decentralized
electricity markets. This is done by exchanging state and price (dual information)
at the interfaces of the agents domain. The ability to do this hierarchically enables
coordination over multiple spatial schemes, in particular, provides a framework to
cover large geographical regions that might involve many market players.
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2 Analysis of Gauss-Seidel Schemes

This section presents basic concepts and convergence results for a GS scheme under
a general convex QP setting. The results seek to highlight how the structure of the
coupling between partition variables as well as the coordination sequence affect the
performance of GS schemes.

2.1 Illustrative Setting

To introduce notation, we begin by considering a convex QP with two variable
partitions (i.e., K = {1, 2}). To simplify the presentation, we do not include internal
partition constraints and focus on coupling constraints across partitions. Under these
assumptions, we have the following lifted optimization problem:

min
z1,z2

1

2

[
z1

z2

]T [
Q1

Q2

][
z1

z2

]
−
[
c1

c2

]T [
z1

z2

]
(4a)

s.t.

[
Π11 Π12

Π21 Π22

]

︸ ︷︷ ︸
Π

[
z1

z2

]

︸ ︷︷ ︸
z

=
[

0

0

]
(λ1)

(λ2)
(4b)

Here, the matrices Π11,Π12,Π21, andΠ22 capture coupling between the variables
z1 and z2. We highlight that, in general, Π12 �= Π21 (the coupling between partitions
is not symmetric). The matrices Q1 and Q2 are positive definite, and we assume
that Π11 and Π22 have full row rank and that the entire coupling matrix Π has full
row rank. By positive definiteness of Q1 and Q2 and the full rank assumption of
Π , we have that the feasible set is non-empty, and the primal and dual solution
of (4) is unique. The coupling between partition variables is two-directional (given
by the structure of the coupling matrix Π ). This structure is found in 1-D linear
networks. When the coupling is only one-directional, as is the case of temporal
coupling, we have that Π12 = 0, and thus Π is block lower triangular, indicating
that the primal variables only propagate forward in time. We will see, however,
that backward propagation of information also exists but in the space of the dual
variables.

The first-order KKT conditions of (4) are given by the linear system:

⎡
⎢⎢⎢⎣

Q1 Π11
T Π21

T

Π11 Π12

Π12
T Q2 Π22

T

Π21 Π22

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

z1

λ1

z2

λ2

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

c1

0

c2

0

⎤
⎥⎥⎥⎦ (5)
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To avoid solving this system in a centralized manner, we use a decentralized GS
scheme with coordination update index 
 ∈ Z+. The scheme has the form:

[
Q1 Π11

T

Π11

][
z
+1

1

λ
+1
1

]
=
[
c1

0

]
−
[

Π21
T

Π12

][
z
2

λ
2

]
(6a)

[
Q2 Π22

T

Π22

][
z
+1

2

λ
+1
2

]
=
[
c2

0

]
−
[

Π12
T

Π21

][
z
+1

1

λ
+1
1

]
(6b)

This scheme requires an initial guess for the variables of the second partition
(z0

2, λ
0
2) that is used to update (z1, λ1), and we then proceed to update the variables

of the second partition. Note, however, that we have picked this coordination order
arbitrarily (lexicographic order). In particular, one can start with an initial guess of
the first partition to update the second partition and then update the first partition
(reverse lexicographic order). This scheme has the form:

[
Q2 Π22

T

Π22

][
z
+1

2

λ
+1
2

]
=
[
c2

0

]
−
[

Π12
T

Π21

][
z
1

λ
1

]
(7a)

[
Q1 Π11

T

Π11

][
z
+1

1

λ
+1
1

]
=
[
c1

0

]
−
[

Π21
T

Π12

][
z
+1

2

λ
+1
2

]
(7b)

We will see that the coordination order affects the convergence properties of the
GS scheme. In problems with many partitions, we will see that a large number of
coordination orders are possible. Moreover, we will see that coordination orders can
be designed to enable sophisticated parallel and asynchronous implementations. A
key observation is that the linear systems (6) in the GS scheme are the first-order
KKT conditions of the following partition problems P1 and P2, respectively:

z
+1
1 = argmin

z1

1

2
zT1 Q1z1 − zT1

(
c1 −ΠT

21λ


2

)
(8a)

s.t. Π11z1 +Π12z


2 = 0 (λ1) (8b)

z
+1
2 = argmin

z2

1

2
zT2 Q2z2 − zT2

(
c2 −ΠT

12λ

+1
1

)
(8c)

s.t. Π22z2 +Π21z

+1
1 = 0 (λ2) (8d)

The relevance of this observation is that one can implement the GS scheme by
directly solving optimization problems, as opposed to performing intrusive linear
algebra calculations [34]. This has practical benefits, as one can use algebraic
modeling languages and handle sophisticated problem formulations. This also
reveals that both primal and dual variables are communicated between partitions.
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Primal information enters in the coupling constraints. The dual variables enter
as cost terms in the objective and highlights the fact that dual variables can
be interpreted as prices of the primal variable information exchanged between
partitions.

We now seek to establish conditions guaranteeing convergence of this simplified
GS scheme. To do so, we define the following matrices and vectors:

A1 :=
[
Q1 Π11

T

Π11

]
, x
1 :=

[
z
1
λ
1

]
, b1 :=

[
c1

0

]
, B12 :=

[
−Π21

T

−Π12

]
(9a)

A2 :=
[
Q2 Π22

T

Π22

]
, x
2 :=

[
z
2

λ
2

]
, b2 :=

[
c2

0

]
, B21 :=

[
−Π12

T

−Π21

]
.

(9b)

The partition matrices A1 and A2 are nonsingular because the matrices Q1 and Q2
are positive definite, and Π11 and Π22 have full row rank. Nonsingularity of A1 and
A2 implies that the partition optimization subproblems P1 and P2 have a unique
solution for any values of the primal and dual variables of the neighboring partition.
We can now express (x
+1

1 , x
+1
2 ) in terms of (x
1, x



2) to obtain a recursion of the

form:
[

A1

−B21 A2

][
x
+1

1

x
+1
2

]
=
[
B12

][
x
1

x
2

]
+
[
b1

b2

]
. (10)

We can write this system in compact form by defining:

w
 :=
[
x
1
x
2

]
, S :=

[
A1

−B21 A2

]−1 [
B12

]
, r :=

[
A1

−B21 A2

]−1 [
b1

b2

]
. (11)

The solution of the 
-th update step of (6) can be represented as:

w
+1 = Sw
 + r. (12a)

= S
w0 +
(
I + S + · · · + S
−1

)
r. (12b)

The solution of the QP (4) (i.e., the solution of the KKT system (5)) solves the
implicit system w = Sw + r , which can also be expressed as (I − S)w = r or
w = (I − S)−1r . Consequently, we note that the eigenvalues of matrix S play a key
role in the convergence of the GS scheme (8). We discuss this in more detail in the
following section.
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2.2 General Setting

We now extend the previous analysis to a more general QP setting with an arbitrary
number of partitions. Here, we seek to illustrate how to perform lifting in a general
case where coupling is implicit in the model and how to derive a GS scheme to solve
such a problem. Our discussion is based on the following convex QP:

min
z

1

2
zT Qz− cT z. (13)

Here z = (z(1), z(2), · · · , z(N)) ∈ R
N are the optimization variables, Q ∈ R

N×N

is a positive definite matrix, and c ∈ R
N is the cost vector. For simplicity (and

without loss of generality), we assume that nz = 1 (there is only one variable
per node). We let Qij represent the (i, j)-th component of matrix Q, and we let
N = {1, 2, · · · , N} be the variable indices (in this case also the node indices).
Problem (13) has a unique solution because the matrix Q is positive definite.

We focus our analysis on the QP (13) because we note that equality constraints
Āz + B̄d = 0 in (1) (with ĀT = [AT ΠT ] and B̄T = [BT 0]) can be eliminated
by using a null-space projection procedure. To see how this can be achieved we
note that, if A has full row rank, we can always construct a matrix Z ∈ R

N×Ñ

whose columns span the null-space of Ā (i.e., ĀZz̃ = 0 for any z̃ ∈ R
Ñ ) and

with Ñ < N . Similarly, we can construct a matrix Y ∈ R
N×(N−Ñ) whose columns

span the range space of ĀT (i.e., Y ỹ ∈ Range(ĀT ) for any ỹ ∈ R
N−Ñ ). We can

express any z ∈ R
N as z = Zz̃ + Y ỹ. We thus have that Āz = ĀY ỹ for all z̃

and thus ỹ = −(ĀY )−1B̄d and z = −Y (AY)−1B̄d + Zz̃ satisfies Āz = −B̄d

for any z̃. With this, we can express the quadratic objective as 1
2z

T Qz − cT z as
1
2 z̃

T ZTQZz̃ − cT Zz̃ − (Y (AY)−1Bd)T QZz̃ + κ , where κ is a constant. We thus
obtain a QP of the same form as (13) but with matrix Q ← ZTQZ, reduced cost
c ← ZT c + ZTQY(AY)−1Bd, and variable vector z ← z̃. We highlight that this
reduction procedure does not need to be applied in a practical implementation, but
we only use it to justify that the formulation (13) is general.

We thus have that the variables z in (13) are coupled implicitly via the matrix Q,
and we seek to express this problem in the lifted form. We proceed to partition
the set N into a set of partitions K = {1, · · · ,K} to give the partition sets
N1,N2, · · · ,NK ⊆ N satisfying N = N1 ∪ N2 ∪ · · · ∪ NK and Nk ∩ Nk′ =
∅ for all k, k′ ∈ K and k �= k′. Coupling between variables arises when Qij �= 0
for i ∈ Nk , j ∈ N ′

k , and k �= k′. We perform lifting by defining index sets:

N k := {j ∈ N \Nk | ∃ i ∈ Nk s.t.Qij �= 0}, N k := Nk ∪N k (14)

The set N k includes all the coupled variables in the partition set Nk that are not
in partition k. The set N k includes all variables in partition Nk and its coupled
variables. These definitions allow us to express problem (13) as:
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min
z

1

2

∑
k∈K

∑
i∈Nk

∑

j∈N k

Qij z(i)z(j)−
∑
k∈K

∑
i∈Nk

ciz(i). (15)

To induce lifting, we introduce a new set of variables {z1, z2, · · · , zK} defined as:

zk :=
⎡
⎢⎣

z(k1)
...

z(kNk
)

⎤
⎥⎦ , z

k
=
⎡
⎢⎣

z(kNk+1)
...

z(kNk+Nk
)

⎤
⎥⎦ , zk :=

[
zk

z
k

]
(16)

where Nk = {k1, k2, · · · , kNk
}, N k = {kNk+1, kNk+2, · · · , kNk+Nk

}, Nk is the
number of variables in partition Nk , and Nk is the number of variables coupled to
partition k. With this, we can express problem (15) in the following lifted form:

min
z

∑
k∈K

1

2
zk

T Qkzk − ck
T zk. (17a)

s.t. Πkkzk +
∑

k′∈K \{k}
Πkk′zk′ = 0, k ∈ K . (17b)

Here, Qk ∈ R
(Nk+Nk)×(Nk+Nk) and ck ∈ R

(Nk+Nk) are given by:

(Qk)ij =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Qkikj , for ki, kj ∈ Nk

1
2Qkikj , for ki ∈ Nk and kj /∈ Nk

1
2Qkikj , for ki /∈ Nk and kj ∈ Nk

0, otherwise

, (ck)i =
{
cki , for ki ∈ Nk

0, for ki /∈ Nk

(18a)

The coefficient matrices Πkk ∈ R
Nk×(Nk+Nk) are given by:

Πkk =
⎡
⎢⎣

eNk+1
T

...

eNk+Nk

T

⎤
⎥⎦ , (19)

where ei ∈ R
Nk+Nk are elementary column vectors. Note that for Qij �= 0, i ∈ Nk ,

j ∈ Nk′ , and k �= k′, Qij z(i)z(j) can be included in the objective function of either
partition k, partition k′, or both. In the lifting scheme shown in (18a), we assume
that these terms are equally divided and included in each partition. However, this
approach is arbitrary, and other lifting schemes are possible. In other words, we can
manipulate the lifting scheme to set the partition sets to satisfy either j ∈ N k or
j /∈ N k . Interestingly, one can show that the solution of the lifted problem is unique
and is the same as that of problem (13). The proof of this assertion is intricate and
will not be discussed here due to the lack of space. To simplify the notation, we
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express the lifted variables z̄k , matrices Q̄k , and cost vectors c̄k in (17) simply as
zk,Qk, ck .

The primal-dual solution of (17) can be obtained by solving the KKT conditions:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q1 ΠT
11 ΠT

21 · · · ΠT
K1

Π11 Π12 · · · Π1K

ΠT
12 Q2 ΠT

22

.

.

.

Π21 Π22

.

.

.

.

.

.
. . .

.

.

.

.

.

.
. . .

.

.

.

ΠT
1K · · · · · · QK ΠT

KK

ΠK1 · · · · · · ΠKK

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

z1

λ1

z2

λ2

.

.

.

zK

λK

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c1

0

c2

0

.

.

.

cK

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(20)

By exploiting the structure of this system, we can derive a GS scheme of the form:

[
Qk ΠT

kk

Πkk

][
z
+1
k

λ
+1
k

]
=
[
ck

0

]
−

k−1∑
k′=1

[
0 ΠT

k′k
Πkk′ 0

][
z
+1
k′

λ
+1
k′

]
−

K∑
k′=k+1

[
0 ΠT

k′k
Πkk′ 0

][
z

k′

λ

k′

]
.

(21)
Here, we have used a lexicographic coordination order. We note that the solution of
the linear system (21) solves the optimization problem:

z
+1
k = argmin

zk

1

2
zk

T Qkzk − zTk

⎛
⎝ck −

k−1∑
k′=1

ΠT
k′kλ


+1
k′ −

K∑
k′=k+1

ΠT
k′kλ



k′

⎞
⎠ (22a)

s.t. Πkkzk +
k−1∑
k′=1

Πkk′z

+1
k′ +

K∑
k′=k+1

Πkk′z


k′ = 0 (λk). (22b)

From this structure, we can see how the primal and dual variables propagate forward
and backward relative to the partition k, due to the inherent block triangular nature
of the GS scheme. We now seek to establish a condition that guarantees convergence
of the GS scheme in this more general setting. To do so, we define:

Ak :=
[
Qk Πkk

T

Πkk

]
, x
k :=

[
z
k

λ
k

]
, bk :=

[
ck

0

]
, Bkk′ :=

[ −Πk′kT

−Πkk′

]
.

(23)
By using (23), we can express (21) as:

Akx

+1
k = bk +

k−1∑
k′=1

Bkk′x

+1
k′ +

K∑
k′=k+1

Bkk′x


k′ . (24)
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This can be expressed in matrix form as:

⎡
⎢⎢⎢⎢⎢⎣

A1

−B21 A2

...
. . .

. . .

−BK1 · · · −BKK−1 AK

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

x
+1
1

x
+1
2

...

x
+1
K

⎤
⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎣

B12 · · · B1K

. . .
...

BK−1K

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

x
1

x
2

...

x
K

⎤
⎥⎥⎥⎥⎥⎦
+

⎡
⎢⎢⎢⎢⎢⎣

b1

b2

...

bK

⎤
⎥⎥⎥⎥⎥⎦
.

(25)

We can see that the partition matrices Ak are nonsingular by inspecting the block
structure of Qk . In particular, by the definition of Qk in (18a) (we denoted Qk as
Qk here) and the definition of Πkk in (19), we can express Ak as:

Ak =

⎡
⎢⎢⎣
Q̂k QT

k

Q
k

I

I

⎤
⎥⎥⎦ (26)

where each components of Q̂k ∈ R
Nk×Nk and Q

k
∈ R

Nk×Nk are defined

in (18a). Since Q is positive definite, Q̂k is also positive definite. Noting that Q̂k is
nonsingular, we can see that the columns of Ak are linearly independent, and thus
Ak is nonsingular as well. This implies that the block lower triangular matrix on the
left-hand side of (25) is also nonsingular. To simplify notation we define:

w
 :=

⎡
⎢⎢⎢⎢⎢⎣

x
1

x
2

...

x
K

⎤
⎥⎥⎥⎥⎥⎦
, r :=

⎡
⎢⎢⎢⎢⎢⎣

A1

−B21 A2

...
. . .

. . .

−BK1 · · · −BKK−1 AK

⎤
⎥⎥⎥⎥⎥⎦

−1 ⎡
⎢⎢⎢⎢⎢⎣

b1

b2

...

bK

⎤
⎥⎥⎥⎥⎥⎦

(27a)

S :=

⎡
⎢⎢⎢⎢⎢⎣

A1

−B21 A2

...
. . .

. . .

−BK1 · · · −BKK−1 AK

⎤
⎥⎥⎥⎥⎥⎦

−1 ⎡
⎢⎢⎢⎢⎢⎣

B12 · · · B1K

. . .
...

BK−1K

⎤
⎥⎥⎥⎥⎥⎦
. (27b)

We express (25) by using the compact form w
+1 = Sw
 + r or w
+1 = S
w0 +(
I + S + · · · + S
−1

)
r . The solution of (20) satisfies w = Sw + r . This implies

that the solution of the lifted problem also solves the original problem (13). We now
formally establish the following convergence result for the GS scheme.

Proposition 1 The GS scheme (22) converges to the solution of (13) if all the
eigenvalues of the matrix:
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Σ :=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q1 ΠT
11

Q2 ΠT
12 ΠT

22
. . .

.

.

.
. . .

. . .

QK ΠT
1K · · · ΠT

K−1K ΠT
KK

Π11
Π21 Π22
.
.
.

. . .
. . .

ΠK1 · · · ΠKK−1 ΠKK

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−1 ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−ΠT
21 · · · −ΠT

K1
. . .

.

.

.

−ΠT
KK−1

−Π12 · · · −Π1K

.. .
.
.
.

−ΠK−1K

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

have magnitude less than one.

Proof Matrix " is a permutation of matrix S. The permutation is a similarity
transformation, and thus S has the same set of eigenvalues as ". Consequently,
all the nonzero eigenvalues of S have a magnitude of less than one. This implies
that all the eigenvalues of S
 decay exponentially as 
 → ∞. Furthermore, this
indicates that the series I + S+ S2 + · · · converges to (I − S)−1. Note that I − S is
invertible since all the eigenvalue of S have magnitude less than one. Accordingly,
the solution of the scheme (22) satisfies lim
→∞w
 = (I−S)−1r . This convergence
value (I − S)−1r satisfies equation w = Sw+ r . Note that this is a unique solution
to equation w = Sw + r and thus solves (17). Problem (17) has same solution of
problem (13), and both problems have unique solutions. Thus, the solution of the
GS scheme (22) converges to the solution of (13). �

Convergence is achieved without any assumptions on the initial guess w0.
The error between the solution of problem (13) and the solution of the 
-th
coordination updates of the GS scheme (21) (i.e., (I − S)−1r − w
) is given by
ε
 = S


(
(I − S)−1r − w0

)
. We will call ‖ε
‖ the error of the 
-th coordination

step. If we express the initial error term as ‖ε0‖, we can write ‖ε
‖ = ‖S
ε0‖.
Moreover, if we define ρ(S) = λmax(S) then, for any δ > 0, there exists κ > 0 such
that the bound ‖S
‖ ≤ κ|ρ(S)+ δ|
 holds for all 
 and where ‖S‖ is a matrix norm
of S. Using this inequality we can establish that ‖ε
‖ ≤ κ|ρ(S)+δ|
‖ε0‖. Since we
can choose δ to be arbitrarily small, we can see that the decaying rate of the error is
O
(
ρ(S)


)
. Although the error decays exponentially we note that, if ρ(S) is close to

one, convergence can be slow and thus having a good initial guess w0 is essential.
We also note that ρ(S) is tightly related to the topology of the coupling between
partitions, indicating that the partition structure contributes to the convergence rate.

We highlight that the GS concepts discussed here focus on problems with no
inequality constraints. In practice, however, GS schemes can also be applied to such
problems by using projected GS schemes [6, 34, 35].

2.3 Coordination Orders

In the lexicographic coordination order proposed in (21), we use the update
sequence k = 1, 2, · · · ,K . We note that the order affects the structure of the
matrix " and thus convergence can be affected as well. To see this, consider a new
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order given by the sequence σ(1), σ (2), · · · , σ (K) where σ : {1, 2, · · · ,K} →
{1, 2, · · · ,K} is a bijective mapping. We can use this mapping to rearrange the
partition variables as:

[z1, λ1, z2, λ2, . . . zK, λK ] → [zσ(1), λσ(1), zσ(2), λσ(2), . . . zσ(K), λσ(K)]. (28)

This gives the reordered matrix:

S =

⎡
⎢⎢⎢⎣

Aσ(1)

−Bσ(2)σ (1) Aσ(2)
...

. . .
. . .

−Bσ(K)σ(1) · · · −Bσ(K)σ(K−1) Aσ(K)

⎤
⎥⎥⎥⎦

−1 ⎡
⎢⎢⎢⎣

Bσ(1)σ (2) · · · Bσ(1)σ (K)

. . .
...

Bσ(K−1)σ (K)

⎤
⎥⎥⎥⎦

(29)

Importantly, the change in update order is not necessarily a similarity transforma-
tion of matrix S, and thus the eigenvalues will be altered. The GS scheme converges
as long as eigenvalues of the reordered matrix S have magnitude less than one, but
the convergence rate will be affected. Interestingly, GS schemes are highly flexible
and allow for a large number of update orders. For instance, in some cases one can
derive ordering sequences that enable parallelization. As an example, the 1-D spatial
problem has a special structure with Bkk′=0 for any (k, k′) such that |k − k′| ≥ 2.
The GS scheme becomes:

Akx

+1
k = bk + Bkk−1x


+1
k−1 + Bkk+1x



k+1 (30)

Instead, we consider the following ordering σ(i) = 2i − 1 for 1 ≤ i ≤ K
2 and

σ(i) = 2i −K for K
2 + 1 ≤ i ≤ K . Here we assume that the number of partitions

is even. This is a called a red-black ordering and is widely popular in the solution
of PDEs. By changing the index using σ(·), we can express (30) as:

Aσ(i)x

+1
σ(i) = bσ(i) + B

σ(i)σ (i+K
2 )
x

σ(i+K

2 )
, i = 1 (31a)

Aσ(i)x

+1
σ(i) = bσ(i) + B

σ(i+K
2 −1)σ (i+K

2 −1)x



σ(i+K
2 −1)

+ B
σ(i)σ (i+K

2 )
x

σ(i+K

2 )
,

2 ≤ i ≤ K

2
(31b)

and

Aσ(i)x

+1
σ(i) = bσ(i) + B

σ(i)σ (i−K
2 )
x
+1
σ(i−K

2 )
+ B

σ(i)σ (i−K
2 +1)x


+1
σ(i−K

2 +1)
,

K

2
+1 ≤ i ≤ K−1. (32a)

Aσ(i)x

+1
σ(i) = bσ(i) + B

σ(i)σ (i−K
2 )
x
+1
σ(i−K

2 )
, i = K. (32b)

We can thus see that the solution of (31) can proceed independently for any 1 ≤
i ≤ K

2 . This is because these partitions only depend on the solutions of (32) but not
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Fig. 3 Sketch of 1-D
ordering methods.

Fig. 4 Sketch of 2-D ordering methods.

on the solutions of (31). Likewise, solving (32) can be done independently for any
K
2 +1 ≤ i ≤ K . Red-black ordering thus enables parallelism. Different coordination

orders for 1-D and 2-D meshes are presented in Figures 3 and 4.

2.4 Coarsening

Low-complexity coarse versions of the full-resolution problem (1) can be solved to
obtain an initial guess for the GS scheme and with this accelerate coordination. To
illustrate how this can be done, we use the following representation of (1):

min
z

1

2
zT Qz− cT z (33a)

s.t.

[
A

Π

]

︸︷︷︸
Ā

z+
[
B

0

]

︸︷︷︸
B̄

d = 0 (ν, λ) (33b)

Our goal is to obtain a substantial reduction in the dimension of this problem by
introducing a mapping from a coarse variable space to the original space. This is
represented by the linear mapping z = T z̃ where z̃ ∈ R

Nc·nz is the coarse variable,
and we assume that the mapping T ∈ R

N ·nz×Nc·nz (called a restriction operator)
has full column rank and Nc < N . We can thus pose the low-dimensional coarse
problem:
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min
z

1

2
z̃T T T QT z̃− cT T z̃ (34a)

s.t. UT ĀT z̃+ UT B̄d = 0 (ν̃, λ̃) (34b)

A key issue that arises in coarsening is that the columns of matrix ĀT do not
necessarily span the entire range space of B̄ (i.e., we might not be able to find
a coarse variable z̃ that satisfies ĀT z̃ + B̄d = 0). Consequently, we introduce a
constraint aggregation matrix U that has full column rank to ensure that UT ĀT

spans the range space of UT B̄. With this, we can ensure that the feasible set of (34)
is non-empty.

After solving the coarse problem (34), we can project the primal-dual solution
from the coarse space to the original space. We note that the dimension of the
dual space is also reduced because we performed constraint aggregation. The
projection for the primal solution can be done by using z = T z̃, while the
projection for the dual solution can be obtained as (ν, λ) = U(ν̃, λ̃). The derivation
of coarsened representations is application-dependent and often requires domain-
specific knowledge. In particular, coarsening can also be performed by using
reduced-order modeling techniques such as proper orthogonal decompositions [2]
or coherency-based network aggregation schemes [20]. In the following sections,
we demonstrate how to derive coarse representations in certain settings.

2.5 Multi-Grid Schemes and Hierarchical Coordination

Multi-grid serves as a bridge between a fully centralized and a fully decentralized
coordination schemes. In particular, a fully centralized scheme would aim to find
a solution of the full-resolution problem (2) by gathering all the information in
a single processing unit. A fully decentralized scheme such as GS, on the other
hand, would proceed by finding solutions to subproblems (3) over each partition,
and information would only be shared between the connected partitions through the
coordination variables. A drawback of a decentralized scheme is that a potentially
large number of coordination steps might be needed to reach a solution for the full-
resolution problem, particularly when many partitions are present.

In a multi-grid scheme, we seek to aid the decentralized scheme by using
information from a low-resolution central problem that oversees the entire domain.
In our context, the information is in the form of states and dual variables defined over
the partition interfaces (i.e., the coupling variables and constraints). The key idea of
this hierarchical arrangement is that the coarse central scheme can capture effects
occurring at low global frequencies, while the agents in the decentralized schemes
can handle effects occurring at high local frequencies. As can be seen, multi-grid
provides a framework to design hierarchical control architectures by leveraging
existing and powerful reduced-order modeling techniques such as coherency-based
aggregation and decentralized control schemes.
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Multi-grid is a widely studied computational paradigm. The framework proposed
here presents basic elements of this paradigm, but diverse extensions are possible
[7, 9]. For instance, the scheme proposed here involves only a coarse and a fine
resolution level, but one can create multilevel schemes that transfer information
between multiple scales recursively by using meshes of diverse resolution. This can
allow us to cover a wider range of frequencies present in the system. In the following
section, we illustrate how sequential coarsening can be beneficial.

From an electricity markets perspective, we highlight that multi-grid schemes
provide a framework to coordinate transactions at multiple spatial and temporal
scales. To see this, consider the case of spatial coordination of electricity markets.
Under such setting, we can interpret each partition of the spatial domain as a
market player (e.g., a microgrid). The market players have internal resources
(e.g., distributed energy resources) that they manage to satisfy their internal
load. The players, however, can also transact energy with other players in order
to improve their economic performance. The proposed GS scheme provides a
mechanism to handle intra-partition decision-making (by solving the partition
subproblems) and inter-partition transactions by exchanging state (voltages) and
dual information (nodal prices). If transaction information is exchanged multiple
times (corresponding to multiple GS iterates), the GS scheme will converge to
an equilibrium point corresponding to the solution of the centralized economic
maximization problem (e.g., the social welfare problem). This is a useful property
of decentralized coordination because centralization of information and decision-
making is often impractical. If the players only exchange information once (or a
handful of times), they might not reach an optimal equilibrium, and an inefficiency
will be introduced. Moreover, when a disturbance affects the system, many GS
iterations might be needed to reach the new optimal equilibrium. This is where
hierarchical optimization becomes beneficial, because one can solve and aggregated
spatial representation of the system (in which each partition is treated as a node) to
compute approximate dual variables and states at the interfaces of the partitions.
This approximation can be used to aid the convergence of the decentralized GS
scheme (by conveying global spatial information to local market players). One can
think of the coarse high-level problem as a system operator (supervisor) problem
(e.g., at the distribution level). The operator might, at the same time, need to
coordinate with other system operators (each of which oversees its own set of market
players). These system operators can at the same time be aggregated into a higher
level which would represent, for instance, a transmission or regional operator. We
can thus see that hierarchical multi-grid schemes enable scalable coordination of
a potentially large number of market players over large geographical regions. The
hierarchical multi-grid scheme can also be applied to handle multiple timescales of
a single market player that might need to manage, for instance, assets with different
dynamic characteristics.
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3 Case Studies

We now present numerical case studies to demonstrate the concepts in the context
of temporal and spatial management of energy systems. We use a multi-scale (in
time) optimization problem with features of a storage management problem and a
multi-scale (in space) optimization problem that considers power flow dispatch over
a network.

3.1 Multi-Scale Temporal Control

We use a multi-grid scheme to solve the following temporal planning problem P:

min
x,u

∑
i∈N

(x(i)2 + u(i)2) (35a)

s.t. x(i + 1) = x(i)+ δ(u(i + 1)+ d(i + 1)), i ∈ N (35b)

x(0) = 0. (35c)

This problem has a state, a control, and a disturbance defined over N = M · K
time points contained in the set N . The state and control are grouped into the
decision variable z(i) = (x(i), u(i)). The distance between mesh points is given
by δ. The structure of this problem resembles that of an inventory (storage) problem
in which the disturbance d(i) is a load and u(i) is a charge/discharge flow from
the storage. In these types of problems, the load might have frequencies covering
multiple timescales (e.g., seasonal, daily, and down to seconds). Consequently, the
time mesh δ has to be rather fine to capture all the frequencies. Moreover, the
planning horizon (the time domain N · δ) might need to be long so as to capture the
low-frequency components in the load. We partition the problem into K partitions,
each containing M points. The set of inner points in the partition is defined as M .
The optimization problem over a partition k solved in the GS scheme is given by:

min
xk,uk

∑
i∈M

(
xk(i)

2 + uk(i)
2
)
+ xk(M)λ
k+1 (36a)

s.t. xk(i + 1) = xk(i)+ δ(uk(i + 1)+ dk(i + 1)), i ∈ M (36b)

xk(0) = x
+1
k−1(M) (λk). (36c)

In our numerical experiments, we set K = 10 and M = 100 to give N = 1,000
points. The time mesh points were set t (i) = i ·δ with δ = 0.1. We use a disturbance

signal composed of a low and a high frequency d(i) = 4 sin
(

4πi
N

)
+sin

(
24πi
N

)
, i ∈

N . The disturbance signal and its frequency components are shown in Figure 5.
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Fig. 5 Disturbance profile (left) and frequency components (right) for temporal problem.

We solve a coarse problem to create a hierarchical structure that aids the GS
scheme (which operates on the partitions at high resolution). To perform coarsening,
we aggregate Mc = 4 internal grid points (i.e., collapse 25 points into one coarse
point). The set of inner coarse points is Mc. The projection is xk = Txx̃k and
uk = Tuũk with:

Tx = Tu =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1
...

1
. . .

1
...

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(37a)

The projection matrices Tx and Tu have full column rank. The fine to coarse
restriction can also be expressed as:

x̃k(ĩ) = xk(i), ũk(ĩ) = uk(i), if ĩ = � i − 1

M/Mc

� + 1 (38)

where �·� is a round-down operator. We denote ϕ(i) = � i−1
M/Mc

� + 1. The coarse
problem can then be stated in terms of the coarse variables as follows:

min
x̃k ,ũk

∑
j∈Mc

(
x̃k(j)

2 + ũk(j)
2
)
+ x̃k(Mc)λ



k+1 (39a)
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Fig. 6 (Top-left) Solution of coarse problem, (top-right) solution of first GS step with coarsening,
(bottom-left) solution of 30th GS step with coarsening, (bottom-right) solution of first GS step
without coarsening.

s.t. x̃k(j + 1) = x̃k(j)+ M

Mc

δ(ũk(j + 1)+ d̃k(j + 1)), j ∈ Mc (39b)

x̃k(0) = x̃
+1
k−1(Mc) (λk), (39c)

where d̃k(j) = Mc

M

∑
i∈ϕ−1(j̃ )

dk(i) is the coarsened disturbance signal. The
dynamic equations are defined over a smaller dimensional space (defined over Mc)
which results from aggregating the dynamic equations in the full-resolution problem
(defined over M ). We solve the full-resolution problem (35) and compare its
solution against that of the pure GS scheme, the one of the coarse low-resolution
problem, and the one of the hierarchical scheme that solves the coarse problem to
coordinate the GS scheme. We also solve the coarse problem by using a GS scheme.
Figure 6 shows the results. We note that the solution to the coarse problem (36)
captures the general long-term trend of the solution but misses the high frequencies.
The GS scheme refines this solution and converges in around 30 coordination steps.
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By comparing Figure 6 (top-right) and (bottom-right), we can see that initializing
GS scheme with the coarse solution significantly reduces the initial error and
demonstrates the benefit of the hierarchical scheme.

3.2 Multi-Scale Spatial Control

Useful insights on how to use multi-grid schemes to create hierarchical network
control structures result from interpreting network flows as diffusive processes. To
illustrate this, we consider a network with nodes defined on a rectangular mesh. A
node (i, j) in the network exchanges flows with its four neighboring nodes (i, j +
1), (i, j −1), (i+1, j), and(i−1, j) (this is called a stencil). The flows f (i, j) are
a function of the node potentials p(i, j) and given by:

f (i, j ; i, j + 1) = D(p(i, j)− p(i, j + 1)) (40a)

f (i, j ; i, j − 1) = D(p(i, j)− p(i, j − 1)) (40b)

f (i, j ; i + 1, j) = D(p(i, j)− p(i + 1, j)) (40c)

f (i, j ; i − 1, j) = D(p(i, j)− p(i − 1, j)). (40d)

Here, D ∈ R is the diffusion constant (i.e., the flow resistance) of the link connecting
the nodes. At each node (i, j), we have a load d(i, j) and a source u(i, j) that is used
to counteract (balance) the load. This gives the flow balance conservation equation:

f (i, j ; i, j + 1)+ f (i, j ; i, j − 1)+ f (i, j ; i + 1, j)+ f (i, j ; i − 1, j)

= u(i, j)+ d(i, j).

This can also be written in terms of the potentials as:

D (4 · p(i, j)− p(i − 1, j)− p(i + 1, j)− p(i, j − 1)− p(i, j + 1))

= u(i, j)+ d(i, j).

We assume that we have fixed 2-D spatial domain  := [0, X] × [0, Y ] that
is discretized using M · P nodes in each direction. The sets N x = N y :=
{1, 2, · · · , P ·M} are the sets of points in each direction. The set of total mesh points
is N = N x×N y and thus N = (P ·M)·(P ·M). As the number of nodes increases,
the node potentials form a continuum described by the 2-D diffusion equation:

D

(
∂2p(x, y)

∂x2 + ∂2p(x, y)

∂y2

)
= u(x, y)+ d(x, y), (x, y) ∈ . (41)
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Using this analogy, we consider the following full-space problem:

min
p,u

∑
(i,j)∈N

(
p(i, j)2 + u(i, j)2

)
(42a)

s.t. D (4 · p(i, j)− p(i − 1, j)− p(i + 1, j)− p(i, j − 1)− p(i, j + 1))

= u(i, j)+ d(i, j), (i, j) ∈ N (42b)

p(0, j) = 0, j ∈ N y (42c)

p(M · P + 1, j) = 0, j ∈ N y (42d)

p(i, 0) = 0, i ∈ N x (42e)

p(i,M · P + 1) = 0, i ∈ N x (42f)

The goal of the optimization problem is, given the loads d(i, j), to control the
potentials in the network nodes p(i, j) by using the sources u(i, j). The decision
variables at every node are z(i, j) = (p(i, j), u(i, j)). The presence of multiple
frequencies in the 2-D disturbance load field d(i, j) might require us to consider
fine meshes, making the optimization problem intractable. One can think of the dis-
turbance field as spatial variations of electrical loads observed over a geographical
region. If the loads have high-frequency spatial variations, it would imply that we
need high control resolution (i.e., we need sources at every node in the network to
achieve tight control). This can be achieved, for instance, by installing distributed
energy resources (DERs). Moreover, if the load has low-frequency variations, it
would imply that the DERs would have to cooperate to counteract global variations.

In our experiments, the size of mesh was set P = 10 and M = 10, which
results in N = 10,000 mesh points. To address this complexity, we partition the 2-D
domain into K = P ·P partitions each with M ·M points, and we label each element
in the partition as k = (n,m) ∈ K . We can think of each partition k ∈ K as a
region of the network. We define inner index sets by: M x = M y := {1, 2, · · · ,M}
and M := M x ×M y . The GS scheme for partition (n,m) is given by:

min
pn,m,un,m

∑
(i,j)∈M

(
pn,m(i, j)

2 + un,m(i, j)
2
)

(43a)

+
∑

j∈M y

pn,m(1, j)λ

+1
n−1,m(M + 1, j)+

∑
j∈M y

pn,m(M, j)λ
n+1,m(0, j)

+
∑
i∈M x

pn,m(i, 1)λ
+1
n,m−1(i,M + 1)+

∑
i∈M x

pn,m(i,M)λ
n,m+1(i, 0)

s.t. D
(
4 · pn,m(i, j)− pn,m(i − 1, j)− pn,m(i + 1, j)− pn,m(i, j − 1)

−pn,m(i, j + 1)
) = un,m(i, j)+ dn,m(i, j), (i, j) ∈ M (43b)

pn,m(0, j) = p
+1
n−1,m(M, j), (λn,m(0, j)) (43c)
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Fig. 7 Disturbance field (left) and its components (right) for spatial optimization problem.

pn,m(M + 1, j) = p

n+1,m(1, j), (λn,m(M + 1, j)) (43d)

pn,m(i, 0) = p
+1
n,m−1(i,M), (λn,m(i, 0)) (43e)

pn,m(i,M + 1) = p

n,m+1(i, 1), (λn,m(i,M + 1)) (43f)

The constraint indices for the constraints (43c)–(43f) run over j ∈ M y and i ∈ M x .
To perform coarsening, a mesh of (M/Mc) · (M/Mc) points is collapsed into a

single coarse point, and the mapping from the coarse space to the original space is:

p̃n,m(ĩ, j̃ ) = pn,m(i, j) if ĩ = � i − 1

M/Mc

� + 1, j̃ = � j − 1

M/Mc

� + 1. (44)

As with the temporal case, we also perform aggregation of the constraints in the
partition to obtain a coarse representations. In our experiments, we used Mc = 2 as
default. The disturbance field is given by a linear combination of a 2-D sinusoidal
and of a Gaussian function. The shape of the load field illustrated in Figure 7.
Figure 8 shows the optimal potential field obtained with the coarse problem and
that obtained with the GS scheme at the first and tenth steps (initialized with the
coarse field). Note that the coarse field error captures the global structure of the
load field but misses the high frequencies, while the GS scheme corrects the high-
frequency load imbalances. In Figure 9 we again illustrate that the hierarchical
scheme outperforms the decentralized GS scheme.
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Fig. 8 (Top) Potential field solution and error of coarse problem, (middle) solution and error of
first GS update, and (bottom) solution and error of tenth GS update.
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Fig. 9 (Left) Error for first GS update with coarsening and (right) error without coarsening.
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3.3 Effect of Coarsening Strategy

We now compare the efficiency of coarsening with different resolutions on the
performance of GS. The results are given in Figure 10 (top left and right) and reveal
that using a higher resolution for the coarse problem does not necessarily result in
better performance of the GS scheme. This is particularly evident in the temporal
case, while for the spatial case increasing the mesh resolution does help. We attribute
this difference to the asymmetric nature of the temporal problem compared to the
symmetric mesh of the spatial case. For the temporal problem, we have found that
the most effective coarsening strategy is to solve a sequence of coarse problems
with increasing resolution. At each coarsening level, however, we only perform a
single GS coordination step, and the resulting coordination variables are used to
initialize the GS coordination at the next level. The error evolution of this sequential
coarsening scheme is shown in Figure 10 (top left). We sequentially solved the
coarse problems by using Mc = 1,Mc = 2,Mc = 4,Mc = 5,Mc = 10,Mc =
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Fig. 10 (Top-left) Error of temporal control with different coarsening schemes, (top-right) error
of spatial control with different coarsening schemes, (bottom-left) error of temporal control with
different ordering schemes, and (bottom-right) error of spatial control with different ordering
schemes.
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20,Mc = 25, and Mc = 50 (this gives a total of eight GS steps). We note that, at the
tenth GS step, the solution from this sequential coarsening scheme is about seventy
times smaller than that obtained with no coarsening. This can be attributed to the
ability of the single step GS schemes to cover a wider range of frequencies.

3.4 Effect of Coordination Order

We solved the multi-scale temporal control problem (36) and the spatial control
problem (43) with four different ordering methods for each problem. For temporal
control problem, ordering method 1 was a lexicographic ordering, ordering method
2 was a reverse lexicographic ordering, ordering method 3 was a forward-backward
ordering, and ordering method 4 was the red-black scheme. For the spatial control
problem, ordering method 1 was a lexicographic ordering, ordering method 2
was a spiral-like ordering, ordering method 3 was the red-black ordering, and
ordering method 4 was set by ordering the partitions based on the magnitude of the
disturbance. The results are presented in Figure 10 (top left and right). As can be
seen, in the temporal problem, the performance of reverse lexicographic ordering
is significantly better than that achieved by other methods. This can be attributed
to the asymmetry of the coupling topology. In particular, in the temporal problem,
the primal variable information is propagated in forward direction, while the dual
information is propagated in reverse direction. It can be seen that dual information
plays an important role in the convergence of the temporal problem. In the spatial
problem, the performance of the different orderings is virtually the same. The red-
black ordering (which enables parallelism) achieves the same performance as the
rest. We attribute this to the symmetry of the spatial domain.

4 Conclusions and Directions of Future Work

We have presented basic elements of multi-grid computing schemes and illustrated
how to use these to create hierarchical coordination architectures for complex
systems. In particular, we discuss how Gauss-Seidel schemes can be seen as
decentralized coordination schemes that handle high-frequency effects, while coarse
solution operators can be seen as low-resolution centralized coordination schemes
that handle low-frequency effects. We believe that multi-grid provides a powerful
framework to systematically construct hierarchical coordination architectures, but
diverse challenges need to be addressed. In particular, it is important to understand
convergence properties of GS schemes in more complex settings with nonlinear
effects and inequality constraints. Moreover, it is necessary to develop effective
coarsening (aggregation) schemes that can retain useful information while reducing
complexity. Moreover, it is desirable to combine hierarchical coordination schemes
and existing control theory to analyze stability and robustness properties.
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1 Introductory Remarks

In this chapter we discuss optimization problems describing flows over networks
constrained by the physical nature of the flows that occur in the context of electric
power systems (see, e.g., [25, 43] and natural gas applications (see, e.g., [10] and
references therein). Other examples of physical flows where similar optimization
problems arise include pipe flow systems, such as district heating [14, 76] and water
[55], as well as traffic systems [39]. We aim to show that the network flow opti-
mization problems can be stated naturally in terms of the so-called graphical models
(GMs). In general, GMs for optimization and inference are widespread in statistical
disciplines such as applied probability, machine learning and artificial intelligence
[9, 13, 28, 31, 50, 54], information theory [56], and statistical physics [46].

The main benefit of adapting GM methodology to the physics-constrained net-
work flows is the modularity and flexibility of the approach—any new constraints,
any set of new variables, and any modification of the optimization objective can
be incorporated in the GM formulation with ease. Furthermore, if all (or at a
least majority of) constraints and modifications are factorized, i.e., can be stated in
terms of a small subset of variables, underlying GM optimization or GM statistical
inference problems can be solved exactly or approximately with the help of an
emerging set of techniques, algorithms, and computational approaches collectively
coined belief propagation (BP) (see, e.g., an important original paper [75] and recent
reviews [46, 56, 67]). It is also important to emphasize that an additional benefit of
the GM formulation is its principal readiness for generalizations. Even though we
limit our discussion to application of the GM and BP framework to deterministic
optimizations, many probabilistic and/or mixed generalizations (largely not dis-
cussed in this paper) fit very naturally in this universal framework as well.

We will focus on optimization problems associated with physics-constrained net-
work flow (PCNF) problems. Structure of the networks will obviously be inherited
in the GM formulation; however, this takes place indirectly, through graph and
variable transformations and modifications. Specifically, Section 2 is devoted solely
to stating a number of example energy system formulations in GM terms. Thus,
in Sections 2.1 and 2.2, we consider dissipation optimal and, respectively, general
PCNF problems. In particular, Section 2.2 includes discussion of the power flow
problems in both power-voltage (Section 2.2.1) and current-voltage (Section 2.2.2)
formats, as well as discussion of the gas flow formulation (Section 2.2.3) and
the general k-component PCNF problem (Section 2.2.4). Section 2.3 describes
problems of the next level of complexity, including those involving optimization
over resources. In particular, the general optimal PCNF problem is discussed in
Section 2.3.1, and more specific cases of optimal flows involving the optimal power
flow problem (in both power flow and current-voltage formulations) and the optimal
gas flow problem are discussed in Sections 2.3.2, 2.3.3, and 2.2.3, respectively.
Section 2.4 introduces a number of feasibility problems, all stated as special kinds of
optimizations. Here we discuss the so-called instanton (Section 2.4.1), containment
(Section 2.4.2), and state estimation (Section 2.4.3) formulations. The section
concludes with a discussion in Section 2.5 of an example even more complex
optimization involving split of resources between participants/aggregators.
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In Section 3 we describe how any of the aforementioned PCNF and optimal
PCNF problems can be restated in the universal GM format.

Then, in Section 4, we take advantage of the factorized form of the PCNF
GM and illustrate how BP methodology can be used to solve the optimization
problems exactly and/or approximately. Specifically, in Section 4.1 we restate
the optimization (maximum likelihood) GM problem as linear programming (LP)
in the space of beliefs (proxies for probabilities). The resulting LP is generally
difficult because it involves working with all variables in a combination. We take
advantage of the GM factorization and introduce in Section 4.2 the so-called LP-BP
relaxation, providing a provable lower bound for the optimal. Finally, in Section 4.3
we construct a tractable relaxation of LP-BP based on an interval partitioning of the
underlying space.

Section 5 discusses hierarchies that allow to us generalize, and thus improve, LP-
BP. The so-called LP-BP hierarchies, related to earlier papers on the subject [29, 61,
66] are discussed in Section 5.1. Then, the relation between the LP-BP hierarchies
and classic LP-based Sherali-Adams [60] and semidefinite programming-based
Lasserre hierarchies [35, 36, 40, 53] is discussed in Section 5.2.

Section 6 discusses the special case of a GM defined over a tree (graph
without loops). In this case LP-BP is exact, equivalent to the so-called dynamic
programming (DP) approach, and as such it provides a distributed alternative to
the global optimization through a sequence of graph-element-local optimizations.
However, even in the tree case, the exact LP-BP and/or DP are not tractable for
GM stated in terms of physical variables, such as flows, voltages, and/or pressures,
drawn from a continuous set. Next, [20] we discuss how the problem can be resolved
with a proper interval-partitioning (discretization).

We conclude the manuscript by presenting a summary and discussing a path
forward in Section 7.

2 Problems of Interest: Formulations

In this section we formulate a number of PCNF problems that we will attempt to
analyze and solve with the help of GM/BP approaches/techniques in the following
sections.

2.1 Dissipation-Optimal Network Flow

We start by introducing/discussing network flows constrained by a minimum
dissipation principle, i.e., one that can be expressed as an unconstrained optimiza-
tion/minimization of an energy function (potential).

Consider a static flow of a commodity over an undirected graph, G = (V ,E ),
described through the following network flow equation:

i ∈ V : qi =
∑

j :(i,j)∈E

φij , (1)



226 M. Chertkov et al.

where qi stands for injection (qi > 0) or consumption (qi < 0) of the flow at the
node i and φij = −φji stands for the value of the flow through the directed edge
(i, j) in the direction from i to j .1 We consider a balanced network,

∑
i∈V qi = 0.

We constrain the flow, requiring that the minimum dissipation principle is
obeyed:

min
φ

∑
{i,j}∈E

Eij (φij )

∣∣∣∣∣∣
Equation (1)

, (2)

where φ
.= (φij = −φji |{i, j} ∈ E ) and Eij (x) are local (energy) functions of

their arguments for all {i, j} ∈ E . The local edge terms in the energy function
Eij (x), which we call local energy functions, are required to be convex at least
over a restricted domain. We call the sum of local energy functions, E(φ) =∑

{i,j}∈E Eij (φij ), the global energy function or simply the energy function.
Versions of this problem appear in the context of the feasibility analysis of the
dissipative network flows, which are flows whose redistribution over the network
is constrained by potentials, e.g., voltages or pressures in the context of resistive
electric networks and gas flow networks, respectively [19, 47, 65]. Note that the
formulation (2) can also be supplemented by additional flow or potential constraints.

Imposing Karush-Kuhn-Tucker (KKT) stationary point conditions on the opti-
mization problem stated in Equation (2) leads to the following set of equations:

∀{i, j} ∈ E : E′
ij (φij ) = λi − λj , (3)

where λi is a Lagrangian multiplier corresponding to the i’s equation (1). The
problem becomes fully defined by the pair of Equations (1, 3), which can also be
restated solely in terms of the λ-variables:

i ∈ V : qi =
∑

j :{i,j}∈E

(
E′
ij

)−1
(λi − λj ). (4)

2.2 General Physics-Constrained Network Flows

We call a network flow “unconstrained” if only the flow conservations, described by
Equation (1), are enforced. Contrariwise, a network flow is “physics-constrained” if
constrains relating line flows to physics potentials, such as voltages and pressures,
are enforced in addition to the flow conservation constraints.

A particular example of the PCNF was discussed above in Section 2.1. However,
this example is special, representing a line flow as a gradient of a scalar energy

1In the following we will use the notation {i, j} for the undirected edge and (i, j) for the respective
directed edge. When the meaning is clear, we slightly abuse notations, denoting both the set of
undirected and directed edges by E .
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function. Aiming to discuss the general case, where a PCNF problem cannot be
stated as one following from minimization of a scalar energy function, we find it
useful to start below with an example of the AC electric power flow and then proceed
to discussing an abstract general case.

2.2.1 AC Network Flow: Power-Voltage Formulation

An AC power flow (PF) system of equations provides the main example of the
PCNF. We thus start by discussing the AC flow, stated in terms of the set of algebraic
equations over the graph G :

∀i ∈ V : Pi =
∑

j :(i,j)∈E

φij , (5)

∀(i, j) ∈ E : φij = Vi

(
Vi − Vj

zij

)∗
(6)

where all the characteristics take values over complex numbers, Vi is the complex
voltage potential, φij is the complex power leaving node i in the direction to node
j , Pi is the complex injection/consumption at the node i, zij = zji is the complex
impedance of the line {i, j} (assumed known), and y∗ stands for the complex
conjugate of y. One formulation/problem of interest is as follows: given Pi at all
nodes but one (e.g., i = 0, called slack bus) and fixing the voltage at the slack bus,
e.g., V0 = 1, find Vi at ∀i ∈ V \ 0.

In general, Equations (5, 6) cannot be stated as KKT conditions imposed on a
scalar function of voltages. However, such representation is possible in a number
of special cases, e.g., when one ignores the resistance of lines (in comparison with
the inductance) or when all the lines of the system are characterized by a constant
inductance-to-resistance ratio.

Power systems may include transformers of different types, e.g., standard voltage
transformers or phase transformers. These devices can be described as nodes of
degree two. For instance, consider multiplicative transformation at a node:

∀i ∈ VT ⊂ V : Vi;in = αiVi;out (7)

characterized by a complex transformation coefficient, αi . For phase transformers,
|αi | = 1 if losses of actual and reactive power at the transformer are ignored.
Other types of transformations, e.g., additive or generally nonlinear, can be easily
incorporated in the model. Even though already installed transformers are typically
not used for the real-time control in practical transmission systems, the newly
installed solid-state transformers are capable of fast and efficient response and thus
can actually be used for real-time (even second-scale) controls. High-voltage direct
current (HVDC) links are new installations that can also be incorporated into the PF
description. The HVDC can be modeled as a pair of points, or multiple points for
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multiterminal HVDC, with a zero-net injected/withdrawn active and reactive power
if we assume that the devices are lossless.

Finally, let us also mention that lines can be modeled in a more accurate way
via the so-called π -model. We will not describe it here in detail but mention that
this modeling fits naturally the general graph description of the systems because it
requires introducing only two auxiliary nodes at the two ends of a line connected
through capacitors to the ground.

2.2.2 AC Network Flow: Current-Voltage Formulation

The PF Equations (5, 6) can also be restated in terms of the linear Kirchoff law
relations between currents and voltages:

∀i ∈ V : Ii =
∑

j :(i,j)∈E

Jij , (8)

∀(i, j) ∈ E : Jij = Vi − Vj

zij
, (9)

where Pi = ViI
∗
i and φij = ViJ

∗
ij . When the focus is on resolving the PF problem—

given nodal consumptions and productions of power P , one aims to find voltages
V and PFs φ over lines—the nonlinear PF formulation due to Equations (5, 6)
is primal. However, as argued below, the Kirchoff original formulation in terms
of currents (8, 9) may offer some additional computational advantages for posing
and solving optimal problems where the power production and consumption is an
optimization variable that is not fixed to a predefined value.

2.2.3 Gas Flows

Balanced gas flows (GFs) satisfy the following set of algebraic equations:

∀i ∈ V : qi =
∑

j :(i,j)∈E

φij , (10)

∀(i, j) ∈ E : φij = γij
|πi − πj + bij |3/2

πi − πj + bij
, (11)

∀i ∈ Vc ⊂ V : πi;out = αiπi;in, (12)

where πi ≥ 0 is the squared pressure at node i; γij is a constant characterizing the
line or pipe {i, j}, which depends on the diameter of the pipe, the friction coefficient,
the type of gas used, etc.; bij is a coefficient of an additive compression at the pipe
{i, j}; αi is a coefficient of a multiplicative compression at the compressor node
ı ∈ Vc, which is normally a node of degree two; and πi;in and πi;out stand for
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squared pressures at both sides of the node. Both types of compressors can be placed
at a line but not simultaneously and depending on possible operational strategies.
Like in the PF case, it is also convenient to assume the existence of a slack bus,
which also reflects a practical situation. The slack bus is a special node, i = 0,
where the pressure is maintained constant, providing a source for the global balance
of the GF.

2.2.4 General Physics-Constrained Network Flows

A general k-component PCNF problem becomes

∀k = 1, · · · ,K, i ∈ V : q
(k)
i =

∑
j :(i,j)∈E

φ
(k)
ij , (13)

∀k = 1, · · · ,K, (i, j) ∈ E : φ
(k)
ij = f

(k)
ij (πi, πj ), (14)

where πi
.= (π

(k)
i |k = 1, · · · ,K). Nodal transformers/compressors can be readily

included into the model

i ∈ Vt ⊂ V : πi;out = Ti(πi;in), (15)

where Ti(·) can be a general nonlinear transformation and πi = (π
(k)
i |k =

1, · · · ,K).

2.3 Optimal Physics-Constrained Network Flow Problems

The optimal PCNF problem aims to find an optimum over a set of con-
trol/optimization parameters that enter the PCNF description.

2.3.1 General Case

In the most general case, one poses the following optimization problem:

min
q,π,φ,{T }

⎛
⎝∑

i∈V

Ci(qi)+
∑
i∈Vt

C
(t)
i {Ti}

⎞
⎠
∣∣∣∣∣∣Equations (13,14,15)

πi ∈ %i ∀i ∈ V

φij ∈ �ij ∀(i, j) ∈ E

(16)

where %i and �ij describe the domains of allowed values for node potentials and
edge flows, respectively.
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2.3.2 Optimal Power Flow: Power-Voltage Formulation

Standard optimal power flow (OPF) transmission system formulation is stated as
follows (see, e.g., [5, 6] and references therein):

min
P,&,V

∑
i∈V

Ci(Pi)

∣∣∣∣∣∣Equations (5,6)
Vi ∈ Ui ∀i ∈ V \ 0
φij ∈ �ij ∀(i, j) ∈ E

(17)

where V0 = 1, Ci(Pi) is the cost function that is potentially nonlinear and
site dependent and Ui , �ij are domains of allowed values for site voltage and
line flows, respectively. There are multiple other extensions (e.g., generalizations
accounting for investment and planning of new devices, such as FACTS, HVDC,
and transformer devices; see, e.g., [21–23]).

The OPF problem (17) gets simpler in the case of the distribution grid where the
grid graph is a tree. Then, voltage is fixed at the head of the tree, i = 0, considered
as a slack bus, while all other nodes of the system are modeled in the static setting
as (p, q) nodes, where pi is an accumulated consumption and photovoltaic (PV)
generation at the node i and qi is the reactive power consumed/produced at the node.
PV power is injected to the grid through inverters, which have a capability to adjust
reactive power. This degree of freedom can be used to achieve various objectives,
e.g., to minimize (active) power losses in lines subject to voltages in order to stay
within predefined safety limits. An example distribution grid for OPF is

min
q,V

∑
{i,j}∈E

|Vi − Vj |2
r2
ij + x2

ij

rij , (18)

s.t.
pi + iqi = Vi

∑
j :{i,j}∈E

(
Vi−Vj

zij

)∗
, ∀i ∈ V \ 0

Vi ∈ Ui & qi ∈ Qi ∀i ∈ V
(19)

where q
.= (qi |i ∈ V \ 0), V = (Vi ∈ C|i ∈ V \ 0) are variable vectors of reactive

injections/consumptions and voltages and the vector of active injection/consumption
Qi describes the allowed range of the nodal reactive power adjustment; p = (pi ∈
R|i ∈ V \ 0) is assumed fixed; and U0 = {1}, i.e., voltage at the head of the
line is constrained. Notice that given that the underlying graph is a tree, the PF
equations can be rewritten in the so-called Baran-Wu representation [4], stated in
terms of both active and reactive power flows flowing through the line segments and
voltages at the nodes. Note that the Baran-Wu representation also applies to loopy
networks; however, in the loopy case the related system of equations is incomplete,
i.e., underdefined.
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2.3.3 Optimal Power Flow: Current-Voltage Formulation

Assume that all nodes of the network have some kind of flexibility in terms of the
injection/consumption, i.e., Ii is not fixed but is allowed to be drawn from a range
'i that may be node-specific. Then one poses the following current-voltage version
of the OPF formulation:

min
I,J,V

∑
i∈V

Ci(ViI
∗
i )

∣∣∣∣∣∣ Equations (8,9)

Vi ∈ Ui & Ii ∈ 'i ∀i ∈ V \ 0

(Vi − Vj )J
∗
ij ∈ �ij ∀(i, j) ∈ E

(20)

2.3.4 Optimal Gas Flow

A rather general version of the optimum GF problem is

min
q,p,α

⎛
⎝∑

i∈V

Ci(qi)+
∑
i∈Vα

Ci(αi)

⎞
⎠
∣∣∣∣∣∣Equations (10,11,12)

πi ∈ %i ∀i ∈ V

φij ∈ �ij ∀(i, j) ∈ E

(21)

where Vα is the set of the multiplicative compressor nodes, α = (αi |i ∈ Vα) is the
vector of compression, and the two contributions to the objective balance deviation
of the consumption/injection of gas from the nominal value across the system with
the cost of compression. See [2, 51, 52, 65, 72–74] for additional details.

2.4 Feasibility as an Optimal Physics-Constrained Network
Flow Problem

The problems discussed below can all be understood as network feasibility problems
focusing on describing or characterizing domains of the network operation feasi-
bility. Constructing good algorithms for efficient and accurate solutions of these
problems would allow us to monitor the state of the system not as one particular
configuration but as a succinct characterization of the domains with good or bad
properties. Thus the problem can also be described as guiding, building, or focusing
on “extended state evaluations or characterizations.”
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2.4.1 Instanton as an Optimal PCNF Problem

An instanton is a special network flow state, (φ, π)inst , that is defined as the most
probable failure state. Consider, for example, stochastic injections/consumptions, q,
drawn from an exogenously known probability distribution, P(q). The probability
is viewed as a distance measure, D(q; q0) = log(P(q0)/P(q)), from the most
probable configuration of the injection/consumption, q0. In many practical cases,
D(q; q0) shows nice properties; for example, D(q; q0) may be a convex function of
q. A state, (φ, π), is considered faulty if it is on the boundary, (φ, π) ∈ Bsafe, of
the domain of the safe operation. Therefore the instanton problem, in the case of a
general PCNF flow, is a solution of the following optimization problem:

min
(φ,π)

D(q; q0)

∣∣∣∣Equations (13,14)
(φ, π) ∈ Bsafe

(22)

Description of the boundary domain, Bsafe, will depend on what is considered
“safe.” Two examples of interest are boundaries of (a) union of the box constraints
on line flows, and (b) the PCNF feasibility, i.e., the domain where the determinant
of the respective Jacobian is zero. Considering the boundary of the intersection of
the two example domains is also of interest. See [11, 12, 30] for additional details.

2.4.2 Containment as an Optimal PCNF Problem

Suppose we identify “desirable properties” in a space of operational parameters,
(φ, π), such as voltages, pressures, power flows, etc. The special features of the
“desirable” domain, Ddes, may allow simpler characterization of the domain. The
examples are convexity of an underlying energy function, monotonicity of an
underlying operator, piece-wise monotonicity in the response of the system, or
simply existence of a solution. Description of Ddes may be algebraically nontrivial,
e.g., stated as a non-negativity of a matrix, positivity of the largest eigenvalue of
a matrix, or positivity of all components of a matrix. On the other hand, we may
have an alternative description of a “safety” domain, Dsafe, in a space of operational
parameters. For example, we may want flows over lines not to exceed respective
thresholds, voltages, or pressures to be within bounds, etc. Description of both the
“desirable property” and “safety” domains may allow some additional degrees of
freedom that will change the domain shape, e.g., make the domain larger or smaller,
fit a certain shape within the domain, etc. For example, one may consider a “safety”
domain dependent on a rescaling volume factor, V : Dsafe(V ). The containment
problem becomes optimizing the additional degrees of freedom in the description
of both the “desirable” domain and/or the “safety” domain, e.g., V , so that the latter
is contained within the former. Formally, the containment problem is stated as the
following optimization problem:
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min
(φ,π);V V

∣∣∣∣Equations (13,14)
Dsafe(V ) ⊆ Ddes

(23)

See [15–18] for additional details.

2.4.3 State Estimation as an Optimal PCNF Problem

Here we discuss a data-driven state estimation (SE) problem: given deterministic or
probabilistic measurements, describe a state or domain of states that is most consis-
tent with the data. For example, consider the observational data, e.g., measured by
PMU in the case of power systems, to be a subset of line flows, φd = (φ

(k)
ij ;d|(i, j) ∈

Ed ⊆ E ; ∀ k − 1, · · · ,K), and potentials, πd(π
(k)
i;d |i ∈ Vd ⊆ V ; ∀ k − 1, · · · ,K))

measured at Vd and Ed, respectively. Then an example data-most-consistent SE can
be found by solving the following optimization problem:

min
q;(φ,π)

∑
k=1,··· ,K;i∈V

‖ q
(k)
i −

∑
j :(i,j)∈E

φ
(k)
ij ‖ (24)

s.t.
∀i ∈ Vd, ∀k = 1, · · · ,K : π

(k)
i = π

(k)
i;d

∀(i, j) ∈ Ed, ∀k = 1, · · · ,K : φ
(k)
ij = φ

(k)
ij ;d

Equations (14)

(25)

2.5 Optimal Physics-Constrained Network Flows
with Resources Split Between Aggregators

In some cases, energy resources and energy consumers are flexible and can be
redistributed between a group of nodes. For example, an electric vehicle (EV)
aggregator may split its EV fleet into two or more groups to be charged at distinct
locations. Similarly, mobile battery resources can be redistributed by a battery
aggregator between two or more nodes. These types of dependencies can be
modeled by introducing additional pair-wise or high-order constraints on the nodal
injection/consumptions.

For example, consider the following generalization of the distribution system
OPF (18, 19), allowing for resources to be split between a number of aggregators:

min
q,V,pc

∑
{i,j}∈E

|Vi − Vj |2
r2
ij + x2

ij

rij , (26)



234 M. Chertkov et al.

s.t.

pi + iqi = Vi

∑
j :{i,j}∈E

(
Vi−Vj

zij

)∗
, ∀i ∈ V \ 0

Vi ∈ Ui & qi ∈ Qi ∀i ∈ V

p
α
≤ |pi + pj | ≤ pα ∀i, j ∼ α ∈ A

(27)

where A stands for the list of the pair-wise aggregators and i, j ∼ α indicates
that the two distinct nodes i and j are under control of the same aggregator.
Generalization to aggregators controlling more than two nodes is straightforward.

3 Graphical Model for a Physics-Constrained Optimal
Network Flow

In the case of general optimal PCNF (16), the state/optimization vector,
s

.= (π, φ, q), or simply state, is represented by the vector of potentials,
π

.= (πij |(i, j) ∈ E ); the vector of line flows, φ
.= (φij |(i, j) ∈ E ), where

components are associated with the directed edges and are thus assumed to be
computed at the starting node of the edge; and the injection-consumption vector,
q = (qi |i ∈ V ).

Consider the following probabilistic version of the optimization problem (16)
where the state s is realized with a probability factorized according to the following
distribution function:

P(s) ∼ exp

⎛
⎝−β

∑
i∈V \0

Ci(qi)

⎞
⎠∏

i∈V

Fi (qi;π∼i;φ∼i )Fij

(
πij , φij ;πji, φji

)
, (28)

∀i ∈ V \ 0 : Fi (qi;π∼i;φ∼i )
.=
{

1, (qi;π∼i;φ∼i ) ∈ ϒi

0, (qi;π∼i;φ∼i ) /∈ ϒi

(29)

ϒi
.= (

πik = πij = πil, &qi = φij + φik + φil
)
, (30)

∀(i, j) ∈ E : Fij

(
πij ;φij ;πji

) .=
{

1, (πij ;φij ;πji) ∈ ϒij

0, (πij ;φij ;πji) /∈ ϒij

(31)

ϒij
.= (

φij = fij (πij , πji

)
, (32)

where β > 0 is an auxiliary parameter sometimes called inverse effective
temperature; ∀i ∈ V : π∼i

.= (πij |(i, j) ∈ E ) and φ∼i
.= (φij |(i, j) ∈ E ) are

vectors of potentials and flows associated with a vertex; Ci(qi) is the cost dependent
on the consumption/injection, qi , at the node i; and δ(x) is the characteristic function
of the logical expression x: δ(x) is unity if x is true, and it is zero otherwise. Let us
assume that all the flow variables, i.e., all components of φ and q vectors, are drawn
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Fig. 1 Illustration of an element of the GM (28), shown on the right, and construction from
the respective element of the base physical network graph, shown on the left. Variable nodes
of the GM are shown as the circles/nodes. Check/function nodes are shown as squares. Dupli-
cated potentials, e.g., πij , and flows, e.g., φij , are associated with the blue circles/nodes, and
injections/consumptions, e.g., qi , are associated with the red circles/nodes. Functions associated
with the black and green checks/squares implement duplication and flow conservation, e.g.,
Fi (qi;π∼i;φ∼i ), and dissipative relation for the flow drop over line as a function of potentials
at the two ends of the line, e.g., Fij

(
πij ;φij ;πji

)
, defined in Equations (29, 31), respectively.

from a finite alphabet, ∀i ∈ V : qi ∈ + and ∀(i, j) ∈ E : φij ∈ +. Let us also
assume that the components of π take values in a finite set, ∀(i, j) ∈ E : πij ∈ %̃,
and denote the resulting finite set for s by ". The probability of the state s ∈ " given
by Equation (28) can be understood as representing a GM constructed based on the
physical network G = (V ,E ), where the construction is illustrated in Figure 1.

Obviously the maximum likelihood configuration associated with P(s) from
Equation (28) corresponds to the solution of the optimal flow problem (16), which
can also be restated in GM terms as follows:

E
.=min

s∈"
∑

i∈V \0

Ci(qi) (33)

s.t.
(qi;π∼i;φ∼i ) ∈ ϒi ∀i ∈ V \ 0
(
πij ;φij ;πji

) ∈ ϒij ∀(i, j) ∈ E .
(34)
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This PCNF optimization problem is a special case of a general GM optimization
problem:

OPT: min
x∈"

∑

α∈V̄f

fα(xα) (35)

"
.=
⎛
⎝∏

i∈V̄v

"i

⎞
⎠ ∩

⎛
⎝∏

β∈V̄c

"β

⎞
⎠ (36)

defined over the bipartite graph, Ḡ
.= (V̄v, (V̄f ∪ V̄c), Ē ), where V̄v , V̄f , V̄c,

and Ē are the sets of variable nodes, factor-function nodes, constrain-expressing
nodes, and edges connecting variable nodes, factor-function nodes, and constrain-
expressing nodes to each other. Here in Equation (36), the variable x

.= (xi |i ∈ V̄v)

is a vector with components, xi , labeled by i—a variable node from V̄v—taking
values from the set "i , which can be discrete or continuous, e.g., taken values over
reals. The function fα(xα) in Equation (36), associated with a factor α ∈ V̄f , is a
function of xα

.= (xi |i ∼ α)—a vector constructed from variable nodes connected
to the factor α through an edge; thus, i ∈ α is a shortcut for ∀i ∈ Vv s.t. (i, α) ∈ Ē .
We assume that ∀α ∈ V̄f factor function fα : "α → R+ maps from "α

.= ∪i∼α"i

to the set of nonnegative finite reals. "β in Equation (36), associated with a factor
β ∈ V̄c, is a set of xβ

.= (xi |i ∼ β).
In the next section we will describe an LP-BP approach to solving Equation (36),

which will obviously apply to the PCNF problem as well, provided (a) transforma-
tion from the network graph G to the auxiliary graph Ḡ is done according to Figure 1
and explanations above; (b) x variable in the general formulation (36) is built by
combining π ,φ, and q variables; and (c) the constraints (30, 32) are embedded in
the description of the "β constraints.

4 From Nonlinear Programming to Linear Programming:
Belief Propagation (LP-BP)

In this section we utilize the GM reformulation of the PCNF problems and discuss
transformation from Equation (36) to the so-called LP-BP. The transformation is
done in three steps. First, in Section 4.1, we restate Equation (36) as an LP in the
space of beliefs (proxies for probabilities). Second, in Section 4.2, we introduce the
LP-BP relaxation. Finally, to get a tractable relaxation of LP-BP and thus of the
original NP (36), we introduce in Section 4.3 a part-LP-BP scheme based on an
interval partitioning of the underlying space.
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4.1 Exact Reformulation of the Nonlinear Programming
as a Linear Programming in the Space of Beliefs

The optimization problem (36) also allows reformulation as the exact linear
programming (ELP):

ELP : min
b(x)∈B

∫

"

dxb(x)
∑

α∈V̄f

fα(xα) (37)

where
∫
"
dx . . . stands for integration (or summation when " is discrete) in x over

" and B is the following exact set (ES):

B
.=
⎛
⎝{b(x)}

∣∣∣∣∣∣
0 ≤ b(x) ≤ 1, ∀x ∈ "∫
"

dxb(x) = 1.

⎞
⎠ (38)

In general, the belief set B is not tractable because the number of vari-
ables and the number of the set-defining constraints are both infinite when "

contains a continuous subset and the numbers (of variables and constraints) are
exponential in the dimension even when all the "i are discrete. This suggests
construction of various relaxations of the ELP through constraint generation
methods such as the cutting plane procedure, consisting simply of keeping only
a finite subset of constraints from B thus expressed through a subset of beliefs
or moments. By construction any of the relaxations shows the following two key
features:

• Optimum value of the relaxed optimization provides a low bound on the exact
value of Equation (36) (or, equivalently, of Equation (37)). (We can also construct
an upper bound presenting a feasible solution.)

• If the optimum solution (argument) of the relaxed optimization Equation (37) is
integer (all beliefs are 0 or 1), then this is also an optimal solution of OPT=ELP.
In this (lucky) case we say that the gap is closed.

In the following section we will discuss a particular relaxation strategy, called
LP-BP, and then (very briefly) comment on the possibility of adaptively and
inhomogeneously constructing over the graph a hierarchy of the Sherali-Adams type
starting from LP-BP and proceeding with some extra (and more complex) beliefs
added. We intend to make construction of the hierarchy adaptive so that the choice
of the higher-order constraints to add to the set of active constraints (included in the
optimization) depends on the result/output of the preceding step.



238 M. Chertkov et al.

4.2 LP-BP Relaxation

ES (38) can be restated as

B
.=

⎛
⎜⎜⎜⎜⎝

{b(x),
bα(xα),

bi (xi )}

∣∣∣∣∣∣∣∣∣∣

0 ≤ b(x) ≤ 1, ∀x ∈ "

bα(xα) =
∫

"\"α

d(x \ xα)b(x), ∀α ∈ V̄f ∪ V̄c, ∀xα ∈ "α

bi (xi ) =
∫

"α\"i

d(xα \ xi )bα(x), ∀i ∈ V̄v, ∀α ∈ V̄f ∪ V̄c s.t. α ∼ i, ∀xi ∈ "i

∫
"i

dxib(xi ) = 1 ∀i ∈ V̄v

⎞
⎟⎟⎟⎟⎠

(39)

where we simply added/defined beliefs associated with node and factor variables.
LP-BP relaxation of the ES, also called (graph) local consistency relaxation in [68],
consists of replacing the first two lines in Equation (39) with the range inequalities
for beliefs associated with the factor variables:

BLP−BP
.= (40)

⎛
⎜⎜⎝
{bα(xα),
bi(xi)}

∣∣∣∣∣∣∣∣

0 ≤ bα(xα) ≤ 1, ∀α ∈ V̄f ∪ V̄c, ∀xα ∈ "α

bi(xi) =
∫

"α\"i

d(xα \ xi)bα(x), ∀i ∈ V̄v, ∀α ∈ V̄f ∪ V̄c s.t. α ∼ i, ∀xi ∈ "i

∫
"i

dxib(xi) = 1, ∀i ∈ V̄v

⎞
⎟⎟⎠

Then the relaxed version of the ELP is

LP-BP : min
{bi ,bα}∈BLP−BP

∑

α∈V̄f ∪V̄c

∫

"α

dxαbα(xα)fα(xα). (41)

Because LP-BP is relaxation of the ELP, one generally observes a gap between the
two:

LP-BP ≤ ELP. (42)

Three remarks are in order.

• We call the aforementioned LP relaxation (in the space of probabilities/beliefs)
of the optimization problem (36) LP-BP, following the terminology and tradition
of the GM and BP community (see, e.g., [67] and references therein). How-
ever, exactly the same object was discussed even earlier in the combinatorial
optimization community (see [77] and references therein). According to the
complementary terminology, Equation (36) describes the valued constrained
satisfaction problem, and Equation (41) is called “basic LP relaxation.”

• Even though the set (39) is convex, the LP-BP optimization (41) is still not
tractable (in the case of continuous alphabet) because description of the BLP−BP

set includes infinitely many constraints.
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• Suboptimality of LP-BP is related to the fact that it ignores global con-
straints between beliefs by accounting only for explicit relations between
factor/constraint beliefs and nodal beliefs. In other words, LP-BP allows us to
optimize over only local beliefs.

4.3 Tractable, Interval-Partitioned Relaxation of LP-BP

The semi-infinite nature, and thus intractability, of LP-BP in the case of interest
when components of x are continuous (or mixed) calls for developing tractable
approximations of LP-BP. Specifically, given that LP-BP is a relaxation, i.e., an
outer approximation (lower bound) of the original NP itself, we are interested in
finding a tractable lower bound to LP-BP, so that it will also be a lower bound to
the NP.

We suggest an approach that consists of partitioning each "i , corresponding
to an elementary continuous variable, into a finite number of intervals. Assume
that such a partitioning "i = ∪ai∈Ai

"i;ai , where Ai is a set of labels for non-
overlapping intervals, is given. (Thus leaving discussion of an optimal partitioning
for Section 4.3.) Then, one naturally defines a finite set of marginal beliefs
associated with each interval of each elementary variable:

∀i ∈ V̄v, ∀ai ∈ Ai : bi;ai
.=

∫

"i;ai

dxibi(xi). (43)

By construction, bi;a are all properly normalized:

∀i ∈ V̄v :
∑
a∈Ai

bi;a = 1. (44)

Respective, and also properly normalized, finite-dimensional factor and constraint
beliefs are defined according to

∀α ∈ V̄f , ∀aα = (ai |i ∼ α) : bα;aα
.=

∫

∏
i∼α "i;ai

dxαbα(xα), (45)

∀β ∈ V̄c, ∀aβ = (ai |i ∼ β) : bβ;aβ
.=

∫

(
∏

i∼β "i;ai )∩"β

dxβbβ(xβ). (46)

∀α ∈ (V̄f ∪ V̄c) :
∑
aα

bα;aα = 1. (47)
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Marginalization relation between the interval-partitioned node and factor or con-
straint beliefs are also straightforward:

∀i ∈ Vv, ∀ai ∈ Ai , ∀α ∈ (V̄f ∪ V̄c), s.t. α ∼ i : bi;ai =
∑
aα\ai

bα;aα . (48)

Then we form the following interval-partitioned finite (thus tractable) belief poly-
tope:

BInt−Part−LP−BP
.= ({bi;ai , bα;aα } |Equations (48, 44)

)
, (49)

which is, by construction, a relaxation (outer approximation) of the LP-BP poly-
tope (40).

Next we introduce piecewise constant lower bound approximations for the factor
functions, fα(xα):

∀α ∈ V̄f , ∀aα, ∀xα ∈ "α : fα;aα ≤ fα(xα). (50)

Combining Equation (49) with Equation (50), one constructs the following tractable
(finite-dimensional) LP:

Int-Part-LP-BP : min
{bi;ai ,bα;aα }∈BInt−Part−LP−BP

∑

α∈V̄f ,aα

bα;aαfα;aα . (51)

which is probably an interval-partitioned relaxation of LP-BP and thus of ELP and
OPT, i.e.:

Int-Part-LP-BP ≤ LP-BP ≤ ELP = OPT. (52)

5 Generalization of the LP-BP Relaxation and Associated
Hierarchies

We saw in Section 4.2 that the ELP in Equation (38) can be relaxed into a simpler
LP using the LP-BP relaxation from Equation (42). The LP-BP relaxation can be
generalized and performed in a systematic way, leading asymptotically to the exact
result. This generalization results in a relaxation hierarchy of increasing tightness
but also of increasing computational complexity.
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5.1 LP-BP Hierarchy

The key idea behind the LP-BP hierarchy is to relax Equation (38) with a set of
consistent beliefs involving a group of variables of increasing size around more than
one factor or constraint node. The LP-BP hierarchy is not unique because there are
multiple ways of grouping variable nodes into “super-nodes.” A set of super-nodes
V̄S is a collection of subsets of variable nodes:

V̄S ⊂
{
γ ∈ P(V̄i )

}
, (53)

where P(·) denotes the power set of an ensemble. To be an admissible set of super-
nodes, V̄S should satisfy two conditions. First, any subset of a super-node should
also be a considered as a super-node:

∀γ ∈ V̄S, β ⊂ γ ⇒ β ∈ V̄S. (54)

Second, sets of variable nodes neighboring a factor node or a constrain node are
super-nodes:

∀α ∈ (V̄f ∪ V̄c), {i ∈ Vi | i ∼ α} ∈ V̄S. (55)

The generalized LP-BP relaxation of the constraints in Equation (39) based on the
set of “super-nodes” V̄S reads as follows:

BLP−BP (V̄S)
.=
⎛
⎝ bγ (xγ )≥0

∣∣∣∣∣∣

bβ(xβ)=
∫

"γ \"β

d(xγ \ xβ)bγ (xγ ), ∀γ, β ∈ V̄S s.t. β ⊂ γ,

∫
"γ

dxγ bγ (xγ ) = 1, ∀γ ∈ V̄S

⎞
⎠.

(56)

The union of power sets of variable nodes around factor or constrain nodes is the
minimal set of super-nodes:

V̄Smin =
⋃

α∈(V̄f∪V̄c)

P ({i ∈ Vi | i ∼ α}) , (57)

and all possible combinations of variable nodes is the maximal set of super-nodes:

V̄Smax = P (Vi ) . (58)

An LP-BP relaxation hierarchy consists of applying the generalized LP-BP relax-
ation (56) to an increasing collection of super-nodes:

V̄Smin ⊂ V̄S1 ⊂ V̄S2 ⊂ · · · ⊂ V̄Smax, (59)

which result in LP-BP relaxations of increasing tightness. Note that the number of
variables and constraints associated with an LP-BP relaxation is exponential in the
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size of the biggest super-node. The challenge in constructing an LP-BP hierarchy is
to build small super-node sets that still provide an effective tightening.

The lowest level of LP-BP hierarchies is in general not equal to the LP-BP
relaxation introduced in Equation (40) and is always tighter:

BLP−BP (V̄Smin
) ⊂ BLP−BP . (60)

However, if every pair of factor or constrain nodes has at most one variable node as
a common neighbor, then the two relaxations are equal. The technical reason behind
this discrepancy comes from condition (54), which is needed for generalizing LP-BP
to an arbitrary set of variables. The superset of variable nodes that is used to derive
the plain LP-BP in Equation (40) contains only sets of variable nodes neighboring
factor or constrain nodes and a singleton of one variable node.

Note that the highest level of LP-BP hierarchies is simply the exact set from
Equation (38) because it considers beliefs over all variables:

BLP−BP (V̄Smax ) = B. (61)

5.2 Relationship to Other Relaxation Hierarchies

The LP-BP relaxation in Equation (56) can be formulated for any set of super-
nodes V̄St . In particular, the set of super-nodes can be oblivious to any GM structure
contained in the problem. Although this is in general not a desirable property, it
makes it possible to establish a relationship between the LP-BP relaxation hierarchy
and other known hierarchies.

Consider the set of super-nodes consisting of all subsets of variable nodes of size
at most t > 0:

V̄St =
{
γ ∈ P(V̄i ) | t ≥ |γ |} . (62)

The sets (62) do not take advantage of the graph structure but remain valid
as super-node sets. The corresponding LP-BP relaxations BLP−BP (V̄St ) form a
relaxation hierarchy for increasing t . This hierarchy is exact for levels t ≥ 1 +
ω(G) where ω(G) is the tree-width of the factor graph, potentially leading to a
much smaller relaxation than (61). (See related recent discussion of the interval
partitioning and tree-width-based solution of the OPF problem in [7].) When
variables are binary, this particular LP-BP hierarchy becomes equivalent to the
Sherali-Adams hierarchy [60]. However, for variables with discrete alphabet, binary
included, this LP-BP hierarchy is not comparable to the Lasserre moments hierarchy
[35] based on semidefinite matrices. Note that it can be shown that for any given
level of the LP-BP hierarchy BLP−BP (V̄St ), there exists a level for which the
Lasserre moments hierarchy is tighter. For more information on the relationship
between LP-BP and other hierarchies, we refer the reader to [67].
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6 Exactness in Trees and Distributed Message Passing

In the special case when the graph Ḡ is a tree, it is well known that the LP-BP
relaxation to ELP is tight (see [67] and references therein). However, when "

contains a continuous subset, we still need to discretize the continuous domains
as in Section 4.3 to obtain a tractable lower bound given by the Int-Part-LP-BP.
Now, the only inexactness, and hence the lower bound, arises from the error due to
discretization:

Int-Part-LP-BP ≤ LP-BP = ELP = OPT. (63)

The tree structure can also be exploited to design a DP-based algorithm to solve
the Int-Part-LP-BP. The resulting algorithm has a complexity of O(n). Following
[20], we present here an implementation of the DP that involves a single forward
and backward sweep over the tree and can be written in the form of the following
message-passing algorithm.

Let p(j) denote the parent of a node j and C (i) denote the set of children of a
node i. Let L denote the set of leaves.

Forward Pass:

Initialization

∀i ∈ V̄v ∩L , α = p(i), ∀ai ∈ Ai , κi→α(ai) ← 0, (64)

∀α ∈ {V̄f ∪ V̄c} ∩L , i = p(α), ∀ai ∈ Ai , γα→i (ai) ← fα;aα , (65)

Sprocessed ← L . (66)

Forward Traverse

Repeat until Sprocessed = V̄ , (67)

choose v /∈ Sprocessed s.t. C (v) ⊆ Sprocessed ,

(68)

if v = i ∈ V̄v, α = p(i) : ∀ai ∈ Ai , (69)

κi→α(ai)←
∑

ᾱ∈C (i)

γᾱ(ai), (70)

else if v = α ∈ V̄f ∪ V̄c, i = p(α) : ∀ai ∈ Ai , (71)

γα→i (ai)← min
aα∈Aα\ai

∑
j∈C (i)

κj (aα(j))

+ fα(aα) (72)
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Backward Pass:

Initialization

r ∈ V̄v = Root, a∗r = argminar∈Ar

∑
ᾱ∈Cr

γᾱ(ar ), (73)

Sassigned ← {r}. (74)

Backward Traverse

Repeat until Sassigned = V̄ , (75)

choose v /∈ Sassigned s.t. p(v) ⊆ Sassigned ,

(76)

if v = i ∈ V̄v : continue, (77)

else if v = α ∈ V̄f ∪ V̄c, i = p(α) : a∗α ← argminaα∈Aα :aα(i)=a∗i fα(aα)

(78)

+
∑

j∈C (i)

κj (aα(j)). (79)

By using a finer partitioning, i.e., increasing the number of partitions in Ai ,
it is possible to obtain very accurate lower bounds for the ELP. However, the
computational complexity of the Int-Part-LP-BP as well as the corresponding DP
increases rapidly as the number of partitions increases. If |Ai | ∼ t , then |Aα| ∼
tdeg(α), where deg(α) is the nodal degree of the factor α. Observing that step (73) is
essentially an exhaustive search over tdeg(α) elements, the computational time can
grow quite quickly for a given accuracy requirement on the lower bound.

Significant computational benefits can be obtained by reducing the size of the "i

via pre-processing. This can be accomplished using the so-called bound tightening
technique, a well-known technique in the field of constraint programming. We will
describe the bound tightening scheme in the special case when the domains "i are
intervals given by "i = [li , ui]. Then the bound tightening pre-processing aims at
shrinking "i by solving the following optimization problems:

l
(t)
i = min

x∈" xi, u
(t)
i = max

x∈" xi. (80)

The above program infers a tightened bound on each variable by propagating the
bounds on the other variables via the constraints. However, the program in (80)
can be as difficult as the original ELP. Instead we suggest the local parallelizable
sequential bound tightening scheme below.
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Let N(v) denote the set of neighbors of vertex v:

for t = 1, 2, . . . , T : (81)

(lt+1
i , ut+1

i ) ← min /max xi, (82)

subject to ∀α ∈ N(i) ∩ V̄c, xα ∈ "α, (83)

xj ∈ [ltj , utj ], ∀j ∈ N(α). (84)

The bound tightening procedure described above produces a sequence of increas-
ingly tighter bounds in each iteration. One can either continue the procedure until an
approximate fixed point is reached or terminated at any earlier stage when desirable
tightening has been obtained. There are also various strategies one can use to solve
the optimization problem (81). For example, the constraints in (83) can be replaced
by a convex relaxation, and the resulting problem can be solved using a convex
nonlinear solver, such as IPOPT [26]. This is still a valid bound because the convex
relaxation will produce an interval that is a superset of the interval produced by
solving (81) exactly. Alternatively, if the number of constraint nodes in N(i) ∩ V̄c

is small (even though N(i) ∩ {V̄c ∪ V̄f } may be large), then (81) can be solved by
discretization similar to Int-Part-LP-BP followed by exhaustive enumeration.

The combination of bound tightening and DP was shown to be very successful
in solving the OPF problem in power distribution networks that are naturally tree-
structured [20]. Although the DP algorithm does not directly generalize to loopy
graphs, the bound tightening scheme in (81) can still be utilized.

7 Conclusions and Path Forward

In this paper we have described ways to represent optimization and inference
problems in physical flow networks as GMs. Then, focusing on the optimization
(maximum likelihood) problems, we have discussed the LP-BP relaxation of the
resulting GM and related hierarchies. We have also discussed the case when the
underlying graph of relations is a tree, when LP-BP becomes exact and resolvable
via a distributed message-passing algorithm of the DP type.

Even though we believe that the GM approach will help in the future to build
efficient and accurate algorithmic solutions of various physical flow problems, the
results reviewed and presented in this manuscript are clearly preliminary.

We conclude with an incomplete list of future directions extending the material
presented in the manuscript.

• LP-BP provides a provable low bound. However, the resulting gap may be
significant. A valuable input may be received by describing classes of physical
flow problems solvable exactly by LP-BP. It is known from early works of
Schlesinger [59] (see also [3, 69–71]) that LP-BP is exact when factors are
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submodular. The class of problems solvable exactly by LP-BP extends to the so-
called symmetric fractional polymorphism class [32]. On the other hand, many
simple (not constrained by physical potentials) network flow problems are known
to be (or conjectured to be) LP-BP gapless as well. (See, e.g., [24] for related
discussions of the message-passing approach to solving min-cost network flow
problems.) It will be important to extend this line of work (a) to characterize
physical flow GM problems that are gapless and (b) to develop an approach that
allows us to quantify the gap associated with LP-BP of the difficult physical flow
GM formulations.

• The fact that LP-BP provides a provable low bound is powerful. However, the
bound does not extend to the more challenging case of statistical inference when
LP-BP optimization is substituted by generally nonconvex (due to an added
entropy term) minimization of the so-called Bethe free energy functional [75].
The Bethe free energy approach is exact for GM stated over trees (then BP
is equivalent to DP), but generally it provides neither lower nor upper bounds
on marginal probabilities (or equivalently on the corresponding normalization
factors, called partition functions). It would be important to extend bounding
techniques based on GM to the physical flow GM inference problem. Approxi-
mating the entropy terms via a chain rule stated solely in terms of the marginal
beliefs [57] may be an interesting step toward resolving the problem.

• One significant advantage of LP-BP over LP of a general position is related to
an expectation that it can be solved efficiently via a distributed message-passing
algorithm. However, designing such a provably convergent and sufficiently fast
algorithm is not an easy task and has been completed for only a handful of loopy
GMs, notably for Gaussian GMs under conditions of walk-summability [45] and
matching GMs [1]. Such distributed, efficient, and provably convergent message-
passing algorithms are yet to be developed for the physical flow GMs.

• If LP-BP is not optimal, it is natural to consider correcting it by taking into
account the noninteger part of the solution, which is known [29] to have a support
within a loop of the graph. Once the loopy structure is identified, one may want
to modify the GM or equivalently introduce some additional constraint between
beliefs associated with the loops and not linked before in the bare LP-BP. This
scheme was developed in [33, 34] based on the notion of frustrated cycles and an
associated constrained satisfaction problem stated in terms of beliefs optimal for
the original LP-BP. Similar but different heuristic approaches were also discussed
in [62–64] for a GM of a general position. Such an approach, which can be
viewed as an adaptive and graph-related next step (after LP-BP) in the Sherali-
Adams hierarchy, has not yet been discussed/tested on examples of the physical
flow GMs.

• As discussed above in Section 4.3, interval partitioning is an important step
in making LP-BP for GM with continuous valued variables tractable. Taking
advantage of the constrained programming approach to condition variables and
then partitioning the intervals adaptively constitutes a promising method already
tested in [20] on mixed physical flow GM problems over tree graphs. Extending
this method to physical flow GM problems over loopy graphs will be our
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next natural step/challenge along this line of research. Notice also that finite
dimensional parametrization, e.g., via mixture models [48], constitutes another
promising alternative (to interval partitioning) for solving the continuous valued
physical flow GM problems.

• The GM-based approach (which we have just started to develop) needs to be
compared to more approaches. In the context of the OPF optimization (which
is by far the most well-studied PCNF optimization problem), we plan a detailed
future comparison of the “GM-based LP-BP and beyond” approach, with many
new results derived most recently via a diverse set of SDP relaxations and related
approaches [5, 27, 37, 38, 41, 42, 44, 49].

• It will be important to extend the GM approach to more complex PCNF
problems. Of a particular interest are extensions allowing us to solve PCNF
problems of stochastic and optimization type, e.g., stated in the so-called chance-
constrained format [8, 58], and problems involving the interaction of different
energy systems stated in terms of two (or more) coupled PCNF problems, such
as coordinated scheduling for interdependent electric power and natural gas
infrastructures discussed in [78].
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Profit Maximizing Storage Integration
in AC Power Networks

Anya Castillo and Dennice F. Gayme

Abstract This work demonstrates that there is an analytical relationship between
nodal price signals and the optimal allocation and operation of distributed energy
storage systems (ESSs) in alternating current (AC) power networks. The results are
based on a semidefinite relaxation of a multi-period optimal power flow (OPF) with
storage problem in which the ESSs provide both real and reactive power to the
grid. Strong duality is exploited to define a storage operator subproblem that is used
to elucidate the natural duality between minimizing system costs and maximizing
the profits of the storage operator in purely competitive markets. We illustrate
these theoretical relationships, which require strong duality to hold, and discuss
their impact on siting decisions using case studies based on an augmented IEEE
benchmark system. We focus on how the provision of reactive power in combination
with traditional grid services changes both the ESS allocation strategy and the
overall performance of the simulated power network. Our results highlight the tight
connections between market design and the financial viability of large-scale storage
integration in AC power systems.

1 Introduction

Large-scale integration of intermittent renewables (e.g., wind and solar) requires
complementary technologies to provide grid stability, instantaneous power balance
capability, and fast-ramping reserves. Grid-scale energy storage systems (ESSs) can
provide these services along with other potential benefits such as the opportunity
to defer generation and transmission investments, fast-response ancillary services,
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load following, load shifting, as well as improvements in power quality and service
reliability [43].

The benefits of grid-scale storage are generally discussed in the contexts of
energy arbitrage, reserve power, frequency regulation, and mitigating the effect
of non-dispatchable renewable energy sources; e.g., see [3, 11, 17]. The provision
of reactive power (VAr) support through the power electronics connecting storage
technologies such as batteries to the grid or from the generator-motor excitation of a
pumped hydro storage system connected to the grid [48] is far less studied. The lack
of research on the provision of VAr support by ESSs is due in part to the complexity
of the full AC optimal power flow with storage (OPF+S) problem. Many studies
instead use a linear approximation, the DC OPF+S formulation [13, 15, 21, 47, 51],
which is more computationally tractable but cannot be used to study the dispatch of
reactive power. However, even in studies of the AC OPF+S problem, the provision
of VAr support by the storage is often either not included [4, 7, 19, 22, 24, 50] or
neglected in the case studies and analysis [10, 20].

Neglecting the provision of VAr support represents an important missed factor
in evaluating grid-scale storage because reactive power is critical to the efficient
and reliable operation of the electric power grid. More specifically, reactive power
is used to control voltage levels and ensure grid stability and power quality [11].
ESSs that are grid connected through an inverter are particularly well suited to
provide VAr support because they can supply dynamic reactive power, which
gives them distinct advantages over transmission equipment such as capacitors
and inductors that supply and consume static reactive power. This capability
enables ESSs to quickly change the amount of VAr support independent of the
voltage level and enables faster response to sudden large voltage surges or drops
[9, 27, 42, 44]. Furthermore, renewables are displacing synchronous generators that
have historically provided reactive power compensation, engendering concern that
these system changes may lead to a reactive power deficiency. Therefore system
operators are currently assessing whether these asynchronous resources should be
subjected to requirements to provide reactive power compensation, similar to those
currently placed on synchronous resources.

This work addresses this gap in the literature by extending the results in [10]
to investigate how the provision of VAr support affects ESS siting and the overall
quality of the power flow solution. In particular, we investigate how providing VAr
support in addition to traditional grid services affects siting and sizing decisions
as well as overall grid performance. We overcome the difficulty of the nonconvex
OPF+S problem through the use of the semidefinite relaxation (SDR) approach
originally presented in [5], further refined in [30] and extended to the OPF+S
problem in [20]. We refer to this convex problem as the SDR-OPF+S problem and
note that the SDR-OPF+S is equivalent to the original OPF+S problem when the
relaxation is exact, which has been shown to be true for many practical power
system examples [45] including all of the IEEE test cases [30]. Developing a
full characterization for the classes of OPF problem instances for which a convex
relaxation is guaranteed is an active area of research; see, e.g., [8, 31, 32, 46].
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Our theoretical results leverage the fact that the Karush-Kuhn-Tucker (KKT)
point to the SDR-OPF+S problem is the global optimum of the OPF+S problem
when the relaxation is exact. The Lagrangian dual of the SDR is used to form a
storage operator subproblem, which isolates the primal and dual variables related
to storage. This problem defines the value of storage as a function of its cost and
revenue streams from charging, discharging, and VAr support. Our main result
exploits the properties of strong duality to prove that maximizing the profits to the
storage operator is equivalent to minimizing system costs in a purely competitive
market.

We illustrate the effects of providing VAr support from ESSs through case
studies based on an augmented IEEE-14 transmission system with wind power
integration. In order to ensure that the numerical studies are well posed, we also
provide a sufficient condition for preventing simultaneous charging and discharg-
ing of individual ESSs governed by linear storage dynamics without having to
incorporate mixed integer or nonlinear constraints as in [1, 39, 53]. We verify that
the SDR is exact in all cases reported to ensure that we have obtained the global
optimum of the OPF+S problem. Our results show that including VAr support
as one of the services provided by ESSs greatly changes the optimal allocation
of resources in the network versus the same system where ESSs provide only
traditional grid services. We also show that having ESSs provide reactive power
leads to more efficient power system operations, resulting in market settlements
that clear at a lower operating cost. We then briefly discuss how a nodal payment
mechanism for VAr support compares to current market mechanisms that pay for
reactive power capability. The combination of theoretical results and case studies
provide insight that can be used to develop better models of ESS integration and
dispatch, improve market design, and determine optimal scheduling policies for ESS
units.

The remainder paper is organized as follows. The OPF+S formulation is pre-
sented in Section 2. Our main theoretical results are presented in Section 3 followed
by supporting numerical results in Section 4. We summarize with final remarks in
Section 5.

2 Problem Formulation

Consider a power network with a set of buses N := {1, . . . , N} with a subset
of generator buses G ⊆ N := {1, . . . ,G} and a subset of wind farm buses
W ⊆ N := {1, . . . ,W }. We denote the set of branches as K := {1, . . . , K}
and indicate bidirectional flows between interconnected nodes i, k ∈ N by
k (n, i) , k (i, n) ⊆ k (·), where the order of the indices signifies the direction of
flow. The associated nodal and branch admittance matrices for the network are
defined based on equivalent π models [36] and respectively denoted Y ∈ C

N×N

and Yk(·) ∈ C
K×N . The network is assumed to be operating under balanced steady-

state conditions over discrete time intervals t ∈ T := {1, . . . , T }.
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The net flow of real and reactive power at each bus n ∈ N over time interval
t ∈ T are, respectively, denoted Pn (t) and Qn (t). Here Pn (t) + jQn (t) =
Vn (t) [In (t)]∗, where [·]∗ denotes the complex conjugate and j := √−1. Vn(t) =
V r
n (t) + jV j

n (t) and In(t) = I rn(t) + jI jn (t), respectively, denote the voltage and
current phasors. The corresponding vector consisting of the nodal voltages and
currents at all buses are, respectively, defined as I (t) := [I1 (t) · · · IN (t)]T and
V (t) := [V1 (t) · · ·VN (t)]T , where [·]T indicates the transpose and I (t) = YV (t).

We now define the optimal power flow with storage problem for the power net-
work described above; we begin by defining the inflows and outflows contributing
to the power balance at each node n ∈ N . The real and reactive power demands
at each bus n ∈ N over time interval t ∈ T are assumed to be known and
are, respectively, denoted Pd

n (t) and Qd
n (t). The real and reactive power injection

from conventional generators at each bus n ∈ G over time interval t ∈ T are,
respectively, bounded as

Pmin
n ≤ P

g
n (t) ≤ Pmax

n (1)

Qmin
n ≤ Q

g
n (t) ≤ Qmax

n . (2)

The rate of real power injection from the generators at each bus n ∈ G over time
interval t ∈ T is constrained as

−RRn ≤ P
g
n (t)− P

g
n (t − 1) ≤ RRn, (3)

where P
g
n (0) is a known real power injection from conventional generation at bus

n ∈ G . The real power injected to the grid from the wind plants at bus n ∈ W over
time interval t ∈ T is limited by

0 ≤ Pw
n (t) ≤ Cw

n (t) , (4)

where Cw
n (t) is the wind power availability at each bus n ∈ W over time interval

t ∈ T .
Each bus n ∈ N may also have energy storage, which we model as a single

ESS unit with total capacity Cn. The storage level at each bus n ∈ N during time
interval t ∈ T is thus bounded as

Cmin
n ≤ sn (t) ≤ Cn, (5)

where Cmin
n represents a technology-dependent depth of discharge in the storage

dispatch problem and Cmin
n := 0 in the storage allocation problem, which

determines the siting and sizing of ESSs along with an associated dispatch strategy.
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The total overall energy storage allocated throughout the network is bounded as

∑
n∈N

Cn ≤ h, (6)

where h is the total storage budget to be allocated.
The per bus storage level over time interval t ∈ T is governed by

sn (t) = sn (t − 1)+ ηcnr
c
n (t)− rdn (t) /ηdn, (7)

where sn(0) is a known initial charge level at bus n ∈ N . Here rcn(t) and rdn (t) are
the respective real power charge and discharge rates at each bus n ∈ N for time
interval t ∈ T , and the coefficients ηcn and ηdn denote the corresponding charge and
discharge efficiencies. The real power charge and discharge rates are, respectively,
bounded as

0 ≤ rcn (t) ≤ Rc
n (8)

0 ≤ rdn (t) ≤ Rd
n. (9)

We assume a single operating cycle in which the terminal storage level in the current
cycle equals the terminal storage level in the prior operating cycle, that is,

s̃n (T )− sn (T ) = 0 (10)

for all buses n ∈ N . Therefore, the initial storage level sn (0) in (7) is parameterized
by the terminal storage level in the prior operating cycle. This constraint, which
essentially assumes a single finite operating cycle is not a limitation of the method
as this operating cycle can be arbitrarily defined. In practice this time interval is
generally chosen to approximate naturally occurring cyclic variations in demand
and generation profiles, e.g., diurnal or seasonal cycles. We note however that the
approach can easily be extended to include several cycles in a single optimization
problem or be run over several cycles, e.g., in order to investigate the effect of
seasonal variations that are likely to influence siting and sizing decisions, which
may be based on worst case or averaged results.

We assume that the ESS at each bus n ∈ N has a power converter that enables it
to deliver and absorb both real and reactive power. The VAr injection and absorption
rates from the ESS at each bus n ∈ N over time interval t ∈ T are bounded as

Zmin
n ≤ zn (t) ≤ Zmax

n , (11)

where zn (t) > 0 indicates VAr injection and zn (t) < 0 indicates VAr absorption.
Reactive power bounds are specified as a linear function of the energy capacity Cn,
i.e., Zmin

n = αCn and Zmax
n = βCn for α, β ∈ R.
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All of the power injections and withdrawals from the system can be combined
to define the respective real and reactive power injections for each bus n ∈ N and
t ∈ T as

Pn (t) = Re{VnI
∗
n } = Pw

n (t)+ P
g
n (t)− Pd

n (t)−
(
rcn (t)− rdn (t)

)
(12)

Qn (t) = Im{VnI
∗
n } = Q

g
n (t)−Qd

n (t)+ zn (t) . (13)

Here Re{VnI
∗
n } and Im{VnI

∗
n }, respectively, denote the real and imaginary compo-

nents of VnI
∗
n . The corresponding magnitudes of these voltages at each bus n ∈ N

over time interval t ∈ T are bounded as

(
Vmin
n

)
≤ |Vn (t)| ≤

(
Vmax
n

)
. (14)

The apparent power flows on each line k ∈ K in time interval t ∈ T are limited as

(
P 

k(·) (t)

)2 +
(
Q


k(·) (t)
)2 ≤

(
Smax
k

)2
, (15)

where the flow from bus n to bus i is given by P 

k(n,i) (t) + jQ


k(n,i) (t) =
Vn (t) [Ik(n,i) (t)]∗ for Ik(n,i) (t) = Yk(n,i)V (t).

Remark The generic storage model described by (5)–(11) can be adapted to
specific storage technologies through parameterization of the model variables,
e.g., Rd

n, C
min
n , Cn, Rc

n, η
d
n, η

c
n, Z

max
n , Zmin

n , α, β, and h.
A number of extensions to the storage model are also possible. For example,

the apparent power rating of an ESS can be incorporated through the following
constraint:

(rn (t))
2 + (zn (t))

2 ≤ (Smax
n )2,

where rn,t := rn (t)
c − rn (t)

d and Smax
n denotes the apparent power rating of

the technology. In this work we omit this constraint and instead assume a simple
box constraint; however, an extension of the results to include this constraint is
straightforward as it is of the same mathematical form as (15). In practice the
exact bounds will be largely determined by the choice of the power converter, and
we leave questions such as the optimization of inverter size and studies related to
the influence of the power converter characteristics as directions for future work.

� 
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2.1 Optimal Power Flow with Storage

We now formulate the OPF+S problem which determines the optimal allocation
(i.e., siting and sizing) and operations of ESSs that minimize system costs. In
Section 3 we demonstrate that this problem is dual to maximizing storage operator
profits in a perfectly competitive market.

Let V, rc, rd , z, s,Pg,Qg,Pw,P
,Q
, and C, respectively, denote the following
arrays of decision variables, where the subscripts indicate the size of the array:
voltage phasors, {Vn(t)}N×T , storage real power charge rates, {rcn(t)}N×T , storage
real power discharge rates, {rdn (t)}N×T , storage reactive power injection/withdrawal
rates, {zn(t)}N×T , storage energy levels, {sn(t)}N×T , conventional generator real
power injections, {Pg

n (t)}N×T , conventional generator reactive power injections,
{Qg

n(t)}N×T , wind plant real power injections, {Pw
n (t)}N×T , real power branch

flows, {P 

k(·)(t)}K×T , reactive power branch flows, {Q


k(·)(t)}K×T , and ESS energy
capacities, {Cn}N . The multi-period OPF+S problem can then be stated as

p∗ := min
V,rc,rd ,z,s,Pg,

Qg,Pw,P
,Q
,C

∑
n∈G

f
g
n (·)+

∑
n∈N

f s
n (·) (16)

subject to

(1)–(15), (17)

where

f
g
n (·) :=

∑
t∈T

c
g

n,2

(
P

g
n (t)

)2 + c
g

n,1P
g
n (t) (18)

is a strictly convex function of real power generation, and

f s
n (·) :=

∑
t∈T

csn,1r
d
n (t) (19)

is a linear function of the storage discharge rate. The cost function in (16) assumes
negligible marginal cost for wind energy resources in order to reflect the current
market paradigm in which wind energy is free.

The optimal power flow with storage problem presented above can be
solved as either a storage dispatch problem that finds optimal values for
V, rc, rd , z, s, Pg, Qg, Pw ,P
, and Q
 or a storage allocation problem, which
determines both the siting and sizing of ESSs, Cn for each bus n ∈ N , given a
total energy capacity of h. In the storage allocation problem, C = {Cn}N becomes
a decision variable.
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3 OPF-Based ESS Integration and the Storage Operator
Subproblem

In this section we provide an analytical relationship between a globally optimal
solution of the OPF+S problem (16) and (17) and maximizing storage operator
profits in particular storage siting and dispatch problems. These relationships are
derived by first employing a SDR [5, 30] to convexify the OPF+S problem. We
follow the approach that is detailed in [20] and reformulate the problem in a higher
dimensional space by lifting the bilinear voltage phasor terms to form the matrix:

W (t) :=
[
Vr (t)T Vj (t)T

]T [
Vr (t)T Vj (t)T

]
,

where Vr (t) and Vj (t), respectively, indicate column vectors Re{Vn(t)} and
Im{Vn(t)} with each row corresponding to a bus n ∈ N over time interval t ∈ T .

The power balance, voltage magnitude, and power flow constraints in (12)–(15)
are then rewritten in terms of W(t) for all t ∈ T . This matrix is constrained to be
positive semidefinite, i.e.,

W (t) ! 0 ∀t ∈ T . (20)

We refer to the resulting relaxed primal problem as the SDR-OPF+S problem; its
details are provided in Appendix 6.1. The SDR-OPF+S problem is equivalent to the
OPF+S problem in (16) and (17) when the rank of W(t) equals one for all t ∈ T ,
i.e., the solution of the SDR-OPF+S problem with a rank one W(t) for all t ∈ T is
equivalent to the global optimum of the OPF+S problem. In what follows we refer
to this solution as the rank one solution of the SDR-OPF+S problem.

The SDR-OPF+S problem can be solved through its Lagrangian dual. To obtain
a solution to the original OPF+S problem, we project the solution of this relaxed
problem onto the original problem space; see, e.g., [20, 30]. We refer to the
Lagrangian dual of the SDR-OPF+S problem as the LD-OPF+S problem and
provide its details in Appendix 6.2. Here we focus on the role of the dual variables
for the per bus real and reactive power balance equations (12) and (13), which are,
respectively, denoted as λn(t) and ϕn(t) for each bus n ∈ N and time interval
t ∈ T (for details regarding their precise definition; see Appendix 6.2 or [20]).
The first of these, λn(t), is known as the locational marginal price (LMP) or the
nodal price at each bus n ∈ N and time interval t ∈ T . Here we analogously refer
to ϕn (t) for each bus n ∈ N and time interval t ∈ T as the Q-LMP because it
mathematically accounts for the nodal price of VAr support at bus n ∈ N and time
interval t ∈ T . These nodal prices play a key role in the storage problem because
the energy storage level of the ESS at each bus n ∈ N over time interval t ∈ T
depends on charging and discharging operations in previous time intervals, which
are scheduled to minimize system costs. The marginal cost for each ESS over each
time interval t ∈ T includes the discharge cost plus the cost of the power that is
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used to charge it, which is based on the nodal price signal, i.e., the LMP, for that
location and time period. The marginal cost for reactive power can be computed in
a similar manner.

The dependence of the ESS units on the nodal prices can be exploited to form
a subproblem that isolates the interactions among the storage variables and the
nodal prices of real and reactive power. We refer to the corresponding optimization
problem as the storage operator subproblem, which is given by

gs (λ,ϕ) := min
rc,rd,z,s,C

-s (·) (21)

subject to

(5)–(11), (22)

where

-s (·) :=
∑
n∈N

{
f s
n (·)+

∑
t∈T

[
λn (t)

(
rcn (t)− rdn (t)

)− ϕn (t) zn (t)
]}

.

This storage operator subproblem is optimal for a rank one solution of the SDR-
OPF+S problem for either a single storage operator or multiple storage operators
(e.g., a storage operator per technology or per bus, which would be handled through
multiple subproblems) due to strong duality. The KKT conditions and Slater’s
condition for the optimal storage problem [20] ensure that the optimal solution of
the subproblem is also globally optimal for the SDR-OPF+S problem. This solution
of the SDR-OPF+S problem is also the global optimum of the OPF+S problem when
the rank of W(t) is one for all t ∈ T .

Clearly the use of the Lagrangian dual in forming the storage operator subprob-
lem limits its applicability to cases when the SDR is exact (i.e., there is a rank
one solution of the SDR-OPF+S problem). However, this condition is not overly
restrictive as the SDR has been shown to be exact for many practical power system
examples [45] including all of the IEEE test cases [30]. Classifying the types of OPF
problem instances for which a convex relaxation is guaranteed is an active area of
research; see, e.g., [8, 31, 32, 46].

3.1 Profit Maximizing Storage Allocation

This subsection describes the main theoretical results connecting profit maximiza-
tion in the storage operator subproblem in (21) and (22) to optimal storage siting
and dispatch decisions for the OPF+S problem in (16) and (17). All of the theory
developed here and in the following section can easily be extended to include cost
functions with other convex combinations of the system variables; see, e.g., [8]. For



260 A. Castillo and D. F. Gayme

example, the storage discharge function (19) can be replaced by any monotonically
nondecreasing convex function in order to add penalties that incorporate ESS life
cycle costs and degradation effects.

The marginal profits of the storage operator can be computed as the difference
between the total marginal revenues and the total marginal costs from the provision
of real and reactive power for the ESS unit at each bus n ∈ N over each time
interval t ∈ T . We therefore define these marginal profits as

πs (·) := −-s =
∑
n∈N

{
− f s

n (·)+
∑
t∈T

[
λn (t)

(
rdn (t)− rcn (t)

)+ ϕn (t) zn (t)
]}

.

(23)
Here the costs associated with real power supplied by the ESS units at bus n ∈ N
over each time interval t ∈ T are given by csn,1r

d
n (t) + λn (t) r

c
n (t) , where the

first term represents discharge costs incurred (these costs can be used to account for,
e.g., wear or cycling costs) and the second term represents the LMP-based market
settlement, in which revenues from the real power supplied (i.e., discharging), costs
from the real power consumed (i.e., charging), and VAr support are accounted for.

The total VAr support revenues and costs at each bus n ∈ N over time interval
t ∈ T are, respectively, given by

{
ϕn (t) zn (t)

∣∣∣ (zn (t) ≥ 0 ∧ ϕn (t) ≥ 0) ∨ (zn (t) ≤ 0 ∧ ϕn (t) ≤ 0)
}

(24)

and
{
ϕn (t) zn (t)

∣∣∣ (zn (t) ≤ 0 ∧ ϕn (t) ≥ 0) ∨ (zn (t) ≥ 0 ∧ ϕn (t) ≤ 0)
}
, (25)

where as before zn(t) > 0 indicates that the ESS unit is injecting power into node
n ∈ N during time interval t ∈ T and the value of the Q-LMP is sign indefinite.

The connection between the profits as defined in (23) and the OPF+S-based
storage allocation problem defined in (16) and (17) is formalized in the following
theorem.

Theorem 1 For an arbitrary operating cycle T := {1, . . . , T }, the energy storage
capacity Cn receives the most incremental value at the bus n where

max
n∈N

{
max
λ,ϕ

πs
n (·)∗

}
. (26)

Here we denote the globally optimal solution of the storage operator subproblem
in (21) and (22) with the superscript ∗ and the total marginal profits to the storage
operator as

πs
n (·)∗ := πsP

n (·)∗ + πsQ
n (·)∗ , (27)
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where

πsP
n (·)∗ = −f s

n (·)∗ +
∑
t∈T

λn (t)
∗ [rdn (t)∗ − rcn (t)

∗] , (28)

is the storage operator profit from the supply of real power/energy services and

πsQ
n (·)∗ =

∑
t∈T

ϕn (t)
∗ [zn (t)∗

]
(29)

denotes the corresponding profit from VAr support.

Proof Given the KKT point of the LD-OPF+S problem in (37) and (38), the
corresponding optimal solution to the storage subproblem in (21) and (22) is

max
λ,ϕ

gs (λ,ϕ) , (30)

where gs (λ,ϕ) = gs (λ,ϕ)∗ and

gs (λ,ϕ)∗ := max
rc,rd,z,s,C

∑
n∈N

πs
n (·)∗ . (31)

Therefore the greatest profits are attained at the bus where πs
n (·)∗ is maximized.

This theorem leads to an important observation about the relationship between
maximizing storage operator profits and minimal operational costs (as defined by
the global optimal solution of the OPF+S problem); these problems have a natural
duality in a purely competitive market as summarized in the following corollary.

Corollary 1 Given the KKT point of the LD-OPF+S, the profit to the storage at bus
n must be nonnegative, i.e., πs

n (·) ≥ 0, whenever Cn > 0. Therefore

gs (λ,ϕ)∗ ≥ 0. (32)

The condition in (32) also holds true for the SDR-OPF+S problem, which in turn
minimizes costs in the OPF+S problem for a purely competitive market.

The results in Theorem 1 also point to the role of VAr support in maximizing
storage operator profits, a relationship that we further explore in the numerical
examples of Section 4.

3.2 Unimodal Storage Dynamics

This subsection provides some properties of the storage dynamics that will be
exploited in the numerical examples of Section 4. In particular, we discuss how
to prevent the ESS units from simultaneously charging and discharging (i.e., how to
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prevent rcn (t) and rdn (t) from both being positive for the same n and time interval t)
in order to ensure that these case studies are well posed. In other words, we want to
ensure that profits are not artificially increased by burning energy, which may have
economic value, but is unlikely to be beneficial to the overall system.

The linear storage dynamics in (5)–(11) do not explicitly prevent simultaneous
charging and discharging, i.e., there is no constraint ensuring that rcn (t) r

d
n (t) = 0

for all n ∈ N and t ∈ T . Enforcing this condition can be accomplished through
the use of mixed integer or nonlinear constraints; e.g., see [1, 39, 53]; however, such
constraints are not compatible with the SDR approach that is used to derive our main
results. The following theorem provides a condition that ensures rcn (t) r

d
n (t) = 0

for the storage model in (5)–(11) while maintaining the problem structure assumed
in the main results of the work.

Lemma 1 Consider an ESS unit at bus n ∈ N with capacity Cn > 0 at the KKT
point of the SDR-OPF+S problem. If the Lagrangian multiplier λn (t) associated
with the real power balance (12) at bus n ∈ N is nonnegative, i.e., λn (t) ≥ 0 for
all time intervals t ∈ T , then rcn (t) r

d
n (t) = 0 for all t ∈ T .

Proof See Appendix 7.1 for the proof, which follows the arguments for a related
model in our previous work [12].

The following Lemma 2 states that the condition in Lemma 1 can be enforced
by relaxing the real power balance in (12) so that the power inflows can be greater
than the power outflows. This new inequality constraint corresponds to allowing
the oversatisfaction of loads, which is a common relaxation employed to enforce
desirable solution properties in OPF problems; see, e.g., [25, 26, 30]. In practice,
this relaxation corresponds to allowing energy spillage.

Lemma 2 The LMP at bus n ∈ N in time interval t ∈ T is nonnegative if and only
if the load is over-satisfied, i.e., λn (t) ≥ 0 if and only if Pn (t)+ Pd

n (t)+ rcn (t) ≤
P

g
n (t)+ Pw

n (t)+ rdn (t) for Pn (t) := tr {ΦnW (t)} as defined in Appendix 6.2.

Proof See Appendix 7.2 for the proof, which follows the arguments in our previous
work [12].

In the numerical results of the next section, we verify that the condition of
Lemma 1 is always satisfied, i.e., λn (t) ≥ 0 for all time intervals t ∈ T , and
therefore we do not augment the problem as proposed in Lemma 2.

4 Case Studies

We now present some case studies to illustrate the theoretical results of the previous
section. These results also highlight the trade-offs associated with using ESS units
to provide both traditional grid services (the supply of real power/energy) and VAr
support. In particular, we compare the solution of the problem instance with zn(t) =
0 for all n ∈ N , t ∈ T (i.e., where the storage is not providing VAr and therefore
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Zmin
n = Zmax

n = 0) to the solution of the same problem instance with zn(t) �= 0 for
some n and t . We perform these studies on a 14-bus test system network because
its small size makes it an ideal setting to clearly illustrate the theoretical results
and investigate the role of VAr support. The validity of Theorem 1 and Lemma 1
was also verified on other datasets and test systems, including the IEEE 118-bus
test system [49]; see further details in [12]. In all cases, the results obtained were
consistent with the theory presented in Section 3.

All of the results in this section are obtained by solving the SDR-OPF+S problem
in (34) and (35) to obtain the global optimum to the OPF+S problem in (16)
and (17). We implement the SDR-OPF+S problem in Matlab [33] and solve the
resulting semidefinite program with Mosek 7.1 [37] on a 2.2 GHz Intel Core i7
machine with 16 GB 1600 MHz DDR3. In all cases, we verify that our solution
corresponds to a rank one W(t) for all t ∈ T , i.e., that we have also found a
globally optimal solution of the OPF+S problem in (16) and (17). We also verify
that the condition of Lemma 1 is always satisfied, i.e., λn (t) ≥ 0 for all buses
n ∈ N and time intervals t ∈ T .

4.1 Test Case Data

The case studies are performed on a test grid that has the topology of the IEEE 14-
bus test system [49] but also includes ESS units and wind power plants as shown
in Figure 1. We replace the static data from the IEEE 14-bus benchmark system
with 24 hour real power demand profiles Pd

n (t) at each bus n based on summer
data from 14 Southern California Edison feeders [7]. The demand data is sampled
at 30-minute intervals and peak-scaled to match the demand in the test system. The
corresponding total aggregate system demand is plotted in Figure 2. We compute the
reactive power demand Qd

n(t) at each bus n and time interval t assuming a power
factor of 0.98, i.e., for each bus n and time interval t , i.e.,

Qd
n(t) = tan(cos−1(0.98))P d

n (t). (33)

The real and reactive power bounds along with the corresponding cost function
coefficients for the 5 generator buses are provided in Table 1. The per bus generator
ramp rates RRn are set to 15% of the generating unit capacity. We impose line limits
Smax
k of 80 MVA on the bidirectional flows between buses (1, 2), 40 MVA between

buses (1, 5) and (2, 5), and 30 MVA between buses (2, 3) and (2, 4); all of the lines
that subject to these capacity constraints are indicated using red markers in Figure 1.

The wind power plants are colocated with the conventional generators at buses
1 and 2. The profiles for the wind power availability Cw

n (t) at each of these buses,
shown in Figure 2, are based on data from the NREL western wind resources dataset
[38]. This data is peak-scaled so that the total wind power represents 15% of the
overall system capacity. More specifically, the total wind power capacity (MW) is
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Fig. 1 The IEEE 14-bus benchmark system topology [49] with wind farms, potential ESS sites
indicated. The red markings around lines indicate the branches where flow limits are imposed in
the numerical examples. The percentage of overall demand is indicated at each bus.

Fig. 2 The top panel shows
the total aggregate real power
demand (in MW) for the
network in Figure 1. The
bottom panel shows the wind
power availability for the
wind farms located at buses 1
and 2. The wind farms each
have maximum power
availability of 68.15 MW,
which represents a total of
15% wind penetration for the
test system.
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determined as

ω
/

(1 − ω)
∑
n∈G

Pmax
n ,

where ω ∈ (0, 1] denotes the wind penetration as a portion of the overall generation
capacity. This wind power capacity corresponds to 136.3 MW and is equally divided
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Table 1 Conventional generator specifications for the IEEE 14-bus test system obtained from
[49, 54].

Bus Pmin
n Pmax

n Qmin
n Qmax

n c
g

n,2 c
g

n,1

(n) (MW) (MW) (MVAr) (MVAr) ($/MW2h) ($/MW)

1 0 332.4 0 10 0.043 20

2 0 140 −40 50 0.25 20

3 0 100 0 40 0.01 40

6 0 100 −6 24 0.01 40

8 0 100 −6 24 0.01 40

over the two buses. The reactive power capacity per wind farm is set to 30% of the
real power capacity.

We allow ESS units to be placed at any bus and assume a single storage
technology with a network aggregate storage capacity of h =100 MW�t where
�t = 30 minutes, i.e., h = 50 MWh. The storage technology has charging and
discharging power rates of 8 MW per time interval and full discharge capability
(i.e., Cmin

n = 0). We assume a round trip efficiency of 81% (i.e., ηcn × ηdn =
0.81), which is consistent with a battery technology [11]. For the cases where
VAr support is employed, the reactive power range is set to half of the energy
storage capacity assuming a full depth of discharge, i.e., Zmin

n = −0.5Cn and
Zmax
n = 0.5Cn. Finally, the operational cost of discharging is set to a negligible

quantity csn,1 = $0.1/MWh, which helps with the conditioning of the optimization
problem.

4.2 Numerical Results and Discussion

Table 2 provides the optimal storage allocation and corresponding marginal profits
πS
n for the ESS units at each bus obtained by solving the SDR-OPF+S problem

in (34) and (35). We show results for two cases. Case 1, which is labeled ESS,
corresponds to a simulation where the storage only provides real power to the
system, i.e., zn(t) = 0 for all n ∈ N and t ∈ T , and the total profits are computed
as (28) since trivially (29) is equal to zero. In Case 2, denoted ESS+VAr support, the
storage is allowed to provide VAr support, i.e., we allow zn(t) �= 0 with the bounds
given in equation (11), and the total storage operator profit is computed as the sum
of (28) and (29). These results demonstrate that the siting decisions change when
the storage provides both traditional grid services and reactive power to the system.
The results also provide numerical support of Theorem 1 as the storage allocation is
directly tied to the marginal profits (either πsP (·)∗ in Case 1 or πsP (·)∗ + πsQ(·)∗
in Case 2). Corollary 1 is also satisfied as all profits are nonnegative.

Table 3 provides the corresponding optimal objective function value (16), real
power losses, and total storage profits for the two operating cases. The net system
savings of $206,164.00 − $204,697.28 = $1,466.72 in total system costs when
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Table 2 Nodal storage capacity and profits.

ESS ESS+VAr Support

cn πsP
n (·) cn πsP

n (·)+ π
sQ
n (·)

Bus (MW/30-min) ($) (MW/30-min) ($)

1 1.7 20.79 0 0

2 11.4 145.85 6.0 110.87

3 0 0 0 0

4 75.8 553.84 54.1 609.24

5 0 0 36.6 445.84

6–11 0 0 0 0

12 1.0 6.74 0 0

13 3.4 24.09 0 0

14 6.7 46.91 3.3 36.31

Total 100 798.37 100 1,202.39

Table 3 The total system cost, real power losses, and total storage profit.

Computation ESS ESS + VAr Support

Total System Cost ($) p̂∗ in (34) 206,164.00 204,697.28

I2R Losses (MW)
∑

k∈K ,t∈T P 

k(·) (t) 151.7 145.1

Total Marginal Profit to ESS ($) π s(·)∗ 798.37 1,202.39

compensating ESS units for VAr support is greater than the $1,202.39− $798.37 =
$404.02 increase in total marginal profits for the storage operator(s). These results
indicate that when ESS units provide VAr compensation, the total costs and real
power losses in the system are lower, i.e., the power system operates more efficiently
and the market settlements clear at a lower operating cost. The lower overall power
losses arise because the additional reactive power dispatch from ESS units leads
to higher overall system voltages, and this operating state requires less current, as
illustrated by Figure 3a and b.

Table 4 shows the total costs to consumers and total marginal profits to the
generators for cases 1 and 2. Here the total cost to consumers is given by

∑
t∈T

λn (t) P
d
n (t)+ ϕn (t)Q

d
n (t) ,

and the marginal profit to generators is computed as

∑
i∈I (n),t∈T

λn (t) P
g
n (t)+ λn (t) P

w
n (t)+ ϕn (t)Q

g
n (t)− f

g
n (·) .

The results in Table 4 indicate that the optimal integration of ESSs for both types of
services results in a better outcome for all market participants in aggregate, although
each individual participant may not have lower costs. For example, the customers at
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Fig. 3 (a) The maximum and minimum system voltages for the network in Figure 1 for cases 1
and 2. In both cases, the maximum network voltage is 1.06 p.u. (b) The total real power network
losses corresponding to the voltage profiles in panel (a).

Table 4 The effect of optimal ESS integration on the costs to consumers.

Consumer Costs Generator Marginal Profits

ESS ESS + VAr Support ESS ESS + VAr Support

Bus ($) ($) ($) ($)

1 - - 52,101.34 52,191.70

2 17,600.00 17,661.68 32,932.91 33,008.10

3 154,579.53 154,558.66 1,117.54 1,110.97

4 66,983.00 66,872.91 - -

5 9,916.90 9,926.44 - -

6 15,022.78 14,994.88 47.85 10.40

7 - - - -

8 - - 310.45 354.33

9 38,918.46 38,943.43 - -

10 11,836.50 11,840.61 - -

11 5,231.05 5,227.22 - -

12 8,123.65 8,107.98 - -

13 16,138.23 16,111.45 - -

14 19,492.92 19,479.95 - -

Energy Services ($) 363,728.02 363,671.68 86,461.39 86,611.41

VAr Support ($) 114.99 53.54 48.70 64.06

Total ($) 363,843.02 363,725.22 86,510.09 86,675.47

buses 2, 5, 9, and 10 experience a slight increase in costs and generators at buses 3
and 4 experience a slight decrease in profits.

The positive effects related to the provision of VAr by ESSs demonstrated in
Tables 3 and 4 are not unexpected as allowing the storage to provide VAr support
increases overall VAr availability in the system and increases voltage control points.
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Table 5 Reactive power capability (power rating) and maximum dispatch, including reactive
power produced or absorbed, for the given operating cycle.

VAr Capability maxt |zn,t | Dispatch Total VAr Dispatch

Bus (MVAr) (MVAr) (MVAr)

1 0 0 0

2 3.0 0.08 1.69

3 0 0 0

4 27.05 27.05 1,298.79

5 18.3 18.3 879.56

6–13 0 0 0

14 1.65 1.63 74.70

Total 50 47.06 2,254.74

Table 6 The minimum and maximum Q-LMPs, the load weighted mean Q-LMPs total Q-LMP
payments to storage.

Nodal Q-LMP ESS + VAr Support

Minimum Maximum Load Weighted Mean Total VAr Dispatch Total Q-LMP Payments

Bus ($/MVAr) ($/MVAr) ($/MVAr) (MVAr) ($)

2 0 0 0 1.69 0

4 0.058 0.255 0.176 1,298.79 213.61

5 0.086 0.424 0.285 879.56 233.10

14 0 0.321 0.202 74.70 13.22

Prior to ESS integration, the only dynamic reactive power capability is provided
by generating units at buses 1, 2, 3, 6, and 8. The ESS units increase the dynamic
reactive power capability on the network by 33.8% and introduce new VAr support
at buses 4, 5, and 14. The local availability of VAr support is particularly important
because reactive power losses across lines tend to be large due to the high reactance
characteristic of transmission line conductors. The efficiency of having VAr support
at more buses is illustrated in Table 5 which shows that in Case 2 the reactive power
capability of the ESS at bus 2 is 97.3% underutilized, whereas the ESS units at buses
4 and 5 are dispatching VAr support at full capacity for the duration of the operating
cycle. The variation in how ESS units are best utilized in Case 2 demonstrates
that optimal ESS integration is driven by profitability in both real and reactive
power services. Table 6 illustrates that Q-LMP payments can be quite substantial
depending on the magnitude of the Q-LMP and the amount of VAr dispatched from
the ESS (as summarized in Table 5).

For the Q-LMP-based profits used here, the payments for VAr support increase
the marginal profits of the storage operator by 50.6%, which indicates that Q-
LMP-based payments create substantial incentives for ESS units to provide VAr
support in addition to traditional power and energy services. However, the positive
system effects illustrated in Table 3 are realized regardless as to whether or not the
storage operator is compensated for the VAr support. In fact, it is worth noting that
the ESS units are not typically employed to provide VAr support and may not be
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Table 7 The total revenues, costs, and marginal profits to ESSs without and with VAr support; the
total Q-LMP payments to the storage operator is $459.93.

Energy Services ESS ESS + VAr Support

Revenues ($) 5,304.55 4,798.65

Costs ($) 4,506.17 4,056.19

Profits ($) 798.37 742.46

Reactive Power Compensation

Revenues ($) 0 459.93

Costs ($) 0 0

Profits ($) 0 459.93

Total Marginal Profits ($) 798.37 1,202.39

compensated using the Q-LMP as assumed here. However we use this approach
for consistency with real power compensation mechanisms. Proposing a payment
scheme of some type is motivated by the fact that changes to the makeup of
electric power systems is making system operators consider requiring nontraditional
resources [16] to provide ancillary services such as VAr support to the grid. Related
concerns have made VAr markets an area of growing interest [2, 18, 23, 29, 40, 41],
and our results demonstrate that a market that reflects the value of the VAr support
provided by ESSs would have a substantial impact on the financial viability of
energy storage projects.

The impact of remuneration is illustrated in Table 7, which reports equivalent
results to Table 2 for the same case study but breaks out the revenues, costs, and
profits based on energy services and reactive power compensation. The results in
Table 7 show that the introduction of a market mechanism such as Q-LMP can
benefit the storage operator and therefore incentivize the storage operator to help
decrease system costs. For the current market design with nodal pricing on the real
power dispatch only, i.e., the LMP, the marginal profits to a storage operator without
VAr support would be $798.37, which would then decrease to $742.46 if VAr
support were also provided but Q-LMP payments are not included. However with
nodal pricing also on the reactive power dispatch, i.e., Q-LMP, the overall marginal
profits to the storage operator with VAr support would increase to $1,202.39. This
simple example illustrates that the current market design disincentivizes storage
operators from providing VAr support because marginal profits decrease unless the
VAr dispatch is remunerated.

In the next section, we take a step toward addressing the question of VAr
compensation mechanisms by comparing the Q-LMP-based payment mechanism to
the reactive power capability payments used by two Independent System Operators
(ISOs) in the Eastern United States: the New York ISO (NYISO) and ISO New
England (ISO-NE).
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4.3 Payments for VAr Support: Capability or Dispatch Rates?

The case study in Section 4.2 demonstrates that having ESS units which can provide
VAr support is beneficial to grid operations. Here we compare our proposed nodal
Q-LMP payment mechanism, which pays for reactive power dispatch, to current
market mechanisms, which pay for reactive power capability. In this analysis we
consider OATT Schedule 2 Rates for NYISO and ISO-NE [14]. Both NYISO
and ISO-NE pay qualified units for VAr capability, where the cost is typically
allocated to customers based on a load ratio that is measured in terms of real
power. The NYISO and ISO-NE VAr capability rates are $3,919/MVAr − year
and $2,190/MVAr − year, respectively [14]. Both system operators also make lost
opportunity cost (LOC) payments when the qualified unit’s real power output is
dispatched down for the purpose of providing VAr support. LOC payments are not
considered in this study since it is assumed that there is no trade-off between real
and reactive power outputs from the power electronics on the ESS unit; however,
such trade-offs do occur in practice for conventional generation operating along the
border of its capability curve. This trade-off in ESS operations is largely dependent
on the configuration of the system and its storage technology. A growing trend for
asynchronous generation is to oversize the power converters in order to increase
reactive power capacity [6, 52], which may result in little to no trade-off depending
upon the local reactive power needs of the system.

Table 8 compares the Q-LMP payments to the NYISO and ISO-NE capability
payments. The results show that the NYISO and ISO-NE type VAr capability rates
are inconsistent between the system operators. This inconsistency is also observed
for the other ISOs including MISO, PJM, and CAISO [14]. The disconnect between
these rates and nodal prices can lead to significant oversupply of VAr in some areas
and scarcity in others. This can be thought of as a misalignment of system costs,
investment and dispatch incentives, and operational needs of the electric power grid.
Through pricing the locational and temporal needs for VAr support on the system,
the Q-LMP mechanism reflects the marginal value of VAr support as a paid service
and is incentive compatible and revenue adequate at a global optimum of the OPF+S
problem.

Table 8 Q-LMP payments compared to the effective daily reactive power capability rates for
reactive capability in NYISO and ISO-NE.

Q-LMP NYISO Capability Rate ISO-NE Capability Rate

Bus ($/Day) ($/Day) ($/Day)

1 0 0 0

2 0.04 32.21 18.00

3 0 0 0

4 213.61 290.43 162.30

5 233.06 196.49 109.80

6–13 0 0 0

14 13.22 17.72 9.90

Total 459.93 536.85 300.00
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5 Conclusions

This paper uses an OPF+S framework to study how the provision of VAr support
by ESS units affects optimal storage siting and sizing decisions as well as overall
system performance. We solve the nonconvex problem through a semidefinite
relaxation (SDR) that allows us to exploit strong duality to form a storage operator
subproblem from its Lagrangian dual. This storage operator subproblem optimizes
profits for the storage operator. Our theoretical results provide an analytical relation-
ship between maximizing storage operator profits and the minimum cost allocation
and operation of distributed energy storage systems for the system operator. In
particular, we show that there is a natural duality between these problems in a purely
competitive market.

We illustrate the theoretical relationships and discuss their impact on siting
decisions through a numerical study. Our results show that the inclusion of VAr
support greatly changes the optimal allocation of resources in the network. The
provision of VAr support also makes the power system operations more efficient,
resulting in market settlements that clear at a lower operating cost. The combination
of theoretical results and case studies highlight the tight connections between market
design and the financial viability of large-scale storage integration in AC power
systems.

A direct extension to this work includes sensitivity analysis to better understand
the effects of wind and load uncertainty on optimal storage siting and sizing. The
optimal storage allocation problem and solution approach discussed herein can
also be modified to investigate optimal allocation of renewables and other grid
resources, although new theory including proofs of strong duality for the associated
subproblem would be required.

Two important directions for future work include developing methods to scale the
results to larger test systems and the inclusion of uncertainty. Scaling the approach
to large power systems can be accomplished through the use of newly proposed
decompositions and scaling techniques for the SDR of the OPF problem, e.g.,
those discussed in [34, 35], although these would first need to be extended to the
multi-period OPF with storage problem. Reformulation as a stochastic optimization
model would allow the inclusion of demand and wind uncertainty, as well as
include other flexible resources such as price-responsive demand. We could then
frame our results in terms of either the expectation or the conditional value-at-risk
(CVaR), which would enable us to quantify the effects of resource variability and
uncertainty for a range of scenarios. As the stochastic formulation may not provide
an exact relaxation, application to problems where strong duality does not hold is
an important direction for ongoing work; these cases would require more advanced
solution techniques (and extensions of these techniques for multi-period problems
with storage) to determine the global optimum; see, e.g., [28, 34].
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6 Appendix

6.1 Primal Relaxation

First we introduce parameters to construct the SDR. For the nodal admittance matrix

Y we define Yn := ene
T
n Y for each bus n ∈ N , and Y




k(n,i) :=
(
ysn + yni

)
ene

T
n −

(yni) ene
T
i for each line k ∈ K , where ysn is the shunt component of the admittance

yn and en ∈ R
N is the standard basis vector. We then define Φn := h

(
Yn

)
for

h : CN×N → R
2N×2N and Φ


k := h
(
Y



k

)
for h : CK×N → R

2N×2N where

h (Ω) := 1

2

[
Re

{
Ω +ΩT

}
Im

{
Ω −ΩT

}
Im

{
Ω −ΩT

}
Re

{
Ω +ΩT

}
]
,

and Re {·} and Im {·} denote the real and imaginary parts of their arguments,
respectively. Similarly, we define Ψn := h̃

(
Yn

)
for h̃ : CN×N → R

2N×2N and

Ψ 

k := h̃

(
Y



k

)
for h̃ : CK×N → R

2N×2N where

h̃ (Ω) := −1

2

[
Im

{
Ω +ΩT

}
Re

{
ΩT −Ω

}
Re

{
ΩT −Ω

}
Im

{
Ω +ΩT

}
]
.

Using the trace operator tr {·}, we determine the active and reactive power injections
for each bus n ∈ N , i.e., tr {ΦnW (t)} and tr {ΨnW (t)}, and the active and
reactive power flows on each line k ∈ K , i.e. tr

{
Φ


kW (t)
}

and tr
{
Ψ 

k W (t)

}
,

respectively. We also define the coefficient matrix Mn := ene
T
n

⊕
ene

T
n to reference

with tr {MnW (t)} the equivalent terms to the real component of the nodal voltage
squared and the imaginary component of the nodal voltage squared for each bus
n ∈ N .

Let W and αg denote the decision variable sets {W (t)}t∈T and
{
α
g
n (t)

}
G×T ,

respectively. We refer to the relaxation of OPF+S in (16) and (17) as the SDR-
OPF+S:

p̂∗ := min
W,αg,rc,rd ,z,Pg,Qg,C

∑
n∈N

⎛
⎝∑

t∈T

α
g
n (t)+ f s

n (·)
⎞
⎠ (34)

subject to

Pmin
n ≤ P

g
n (t) ≤ Pmax

n : λmin
n (t), λmax

n (t) (35a)

Qmin
n ≤ Q

g
n (t) ≤ Qmax

n : ϕmin
n (t), ϕmax

n (t) (35b)

− RRn ≤ P
g
n (t)− P

g
n (t − 1) ≤ RRn : δmin

n (t), δmax
n (t) (35c)
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0 ≤ Pw
n (t) ≤ Cw

n (t) : ξmin
n (t), ξmax

n (t) (35d)

Cmin
n ≤ sn (t) ≤ Cn : βmin

n (t), βmax
n (t) (35e)

sn (t) = sn (t − 1)+ ηcnr
c
n (t)− rdn (t) /ηdn : γn(t) (35f)

0 ≤ rcn (t) ≤ Rc
n : ρmin

n (t), ρmax
n (t) (35g)

0 ≤ rdn (t) ≤ Rd
n : σmin

n (t), σmax
n (t) (35h)

s̃n (T )− sn (T ) = 0 : 1n (35i)

Zmin
n ≤ zn (t) ≤ Zmax

n : ψmin
n (t), ψmax

n (t) (35j)
∑
n∈N

Cn ≤ h : φ (35k)

tr {ΦnW (t)} = Pw
n (t)+ P

g
n (t)− Pd

n (t)− rcn (t)+ rdn (t) : λn(t) (35l)

tr {ΨnW (t)} = Q
g
n (t)−Qd

n (t)+ zn (t) : ϕn(t) (35m)
(
Vmin
n

)2 ≤ tr {MnW (t)} ≤ (
Vmax
n

)2 : ϑmin
n (t), ϑmax

n (t) (35n)

⎡
⎢⎣

− (
Smax
k

)2 tr
{
Φ


kW (t)
}

tr
{
Ψ 

k W (t)

}
tr
{
Φ


kW (t)
} −1 0

tr
{
Ψ 

k W (t)

}
0 −1

⎤
⎥⎦ $ 0 : ζk(t) (35o)

⎡
⎣ c

g

n1 (t) P
g
n (t)− α

g
n (t)

√
c
g

n2 (t)P
g
n (t)√

c
g

n2 (t)P
g
n (t) −1

⎤
⎦ $ 0 : νn(t) (35p)

W (t) ! 0 : μ(t) (35q)

with its corresponding dual variables for all n ∈ N , k ∈ K , and t ∈ T . For the
reformulated constraints, equations (35l)–(35n) and (35p) apply to each bus n ∈
N and time t ∈ T ; equation (35o) applies to each line k ∈ K and time t ∈
T ; equation (35q) applies to all t ∈ T . Note that SDR-OPF+S has a linear cost
function (34), linear equality and inequality constraints in equations (35l)–(35n),
and linear matrix inequality (LMI) constraints in (35o) and (35p).

The change of variables that transforms (16) and (17) into (34) and (35) follows
from the fact that a symmetric matrix W (t) ∈ R

2N×2N is positive semidefinite and
rank one if and only if there exists ω (t) ∈ R

2N such that W (t) = ω (t) ω (t)T for
all t ∈ T . This condition can be enforced by including the following constraint to
the constraint set in SDR-OPF+S:

rank (W (t)) = 1 (36)

for all t ∈ T . However equation (36) is a nonconvex constraint, and therefore we
can exclude (36) by analytically determining if the solution to SDR-OPF+S in (34)
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and (35) meets the rank one criteria. In the case when W∗ has a rank one solution,
p̂∗ is the global optimum of the OPF+S problem, and SDR-OPF+S is equivalent to
OPF+S where p̂∗ = p∗, i.e., the SDR is exact.

6.2 Lagrangian Dual

We present the Lagrangian dual formulation, which is the basis for the storage
subproblem in (21) and (22) as presented in Section 3. The Lagrangian dual for
optimization of (34) and (35) excluding the rank constraint (36) is

d̂∗ := max
x≥0,λ,ϕ,γ ,�,ν,ζ

g (·) (37)

subject to

∑
n∈N

{
λn (t)Φn +

(
ϑmax
n (t)− ϑmin

n (t)
)
Mn + ϕn (t) Ψn

}

+
∑
k∈K

{
2ζk2 (t)Φk + 2ζk3 (t) Ψk

}
! 0 (38a)

ρmax
n (t)− ρmin

n (t)+ λn (t)+ γn (t) η
c = 0 (38b)

σmax
n (t)− σmin

n (t)− λn (t)− γn (t)
(
ηd
)−1 + csn1 (t) = 0 (38c)

λmax
n (t)− λmin

n (t)− λn (t)+ δmax
n (t)− δmin

n (t)

− δmax
n (t − 1)+ δmin

n (t − 1)+ c
g

n1 (t)+ 2
√
c
g

n2 (t)νn1 (t) = 0 (38d)

ϕmax
n (t)− ϕmin

n (t)− ϕn (t) = 0 (38e)

ψmax
n (t)− ψmin

n (t)− ϕn (t) = 0 (38f)

ξmax
n (t)− λn (t) = 0 (38g)

γn (t)− γn (t − 1)+ βmax
n (t)− βmin

n (t)+ 1n = 0 (38h)

φ − βmax
n (t) = 0 (38i)

ζk (t) :=
⎡
⎣
ζk1 (t) ζk2 (t) ζk3 (t)

ζk2 (t) ζk4 (t) ζk5 (t)

ζk3 (t) ζk5 (t) ζk6 (t)

⎤
⎦ ! 0 (38j)

νn (t) :=
[

1 νn1 (t)

νn1 (t) νn2 (t)

]
! 0 (38k)
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where the cost function in (37) is

g (·) := −φh−
∑
n∈N

1ns̃n(T )−
T∑
t=2

∑
n∈N

RRn

(
δmin
n (t)+ δmax

n (t)
)

(39)

+
∑
t∈T

∑
n∈N

{
λn (t) P

d
n (t)+ϕn (t)Q

d
n (t)+csn1 (t)+ λmin

n (t) Pmin
n − λmax

n (t) Pmax
n

+ ϕmin
n (t)Qmin

n − ϕmax
n (t)Qmax

n + ϑmin
n (t)

(
Vmin
n

)2

− ϑmax
n (t)

(
Vmax
n

)2 + βmin
n (t) Cmin

n

− ξmax
n (t) Cw

n (t)− ρmax
n (t) Rc − σmax

n (t) Rd + ψmin
n (t) Zmin − ψmax

n (t) Zmax
}

+
∑
t∈T

∑
n∈G

(
c
g

n1 (t)+ 2
√
c
g

n2 (t)νn1 (t)− νn2 (t)
)

+
∑
t∈T

∑
k∈K

(
ζk1 (t)

(
Smax
k

)2 + ζk4 (t)+ ζk6 (t)
)

with n ∈ N , k ∈ K , and t ∈ T . For equation (38d), we drop the δmin
n (t − 1)

and δmax
n (t − 1) terms when t = 1. For equation (38h), γn (0) and γn (T ) are

unrestricted.
Accordingly, let λ, ϕ, γ , and � denote the respective sign indefinite dual variable

sets {λn (t)}N ×T , {ϕn (t)}N ×T , {γn (t)}N ×T̃ , and {1n}N . Also let ζ and ν

denote the respective Lagrange multiplier matrix sets {ζk (t)}K ×T and {νn (t)}G×T
that are associated with the LMI constraints in (35o) and (35p), respectively.
Without loss of generality let x denote the remaining nonnegative decision variable
sets.

Therefore we define the Lagrangian dual problem LD-OPF+S, which is a convex
problem, by equations (37) and (38). By solving for d̂∗, we can determine the
tightest lower bound for all the primal variables in SDP-OPF+S. Moreover since
the primal problem SDP-OPF+S is also convex, the KKT conditions are sufficient
for the solution to be both primal and dual optimal. Gayme and Topcu prove that,
excluding the rank constraint, strong duality holds by Slater’s condition [20].

7 Appendix

7.1 Proof of Lemma 1

Proof At the KKT point for the LD-OPF+S in (37) and (38), the storage variables
Cn, sn (t) , r

c
n (t) , r

d
n (t), and zn (t) provide a feasible solution for every bus n ∈ N .
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By construction, a rank one solution to the SDR-OPF+S problem satisfies the
constraints (5)–(12), the associated complementary slackness conditions:

γn (t)
[
sn (t − 1)− sn (t)+ ηcnr

c
n (t)− rdn (t) /ηdn

] = 0, (40)

ρmin
n (t) rcn (t) = 0, (41)

ρmax
n (t)

[
rcn (t)− Rc

n

] = 0, (42)

σmin
n (t) rdn (t) = 0, (43)

σmax
n (t)

[
rdn (t)− Rd

n

] = 0, (44)

ψmin
n (t)

[
Zmin
n − zn (t)

] = 0, (45)

ψmax
n (t)

[
zn (t)− Zmax

n

] = 0, (46)

βmin
n (t)

[
Cmin
n − sn (t)

] = 0, (47)

βmax
n (t) [sn (t)− Cn] = 0, (48)

φ
[∑

n∈N Cn − h
] = 0, (49)

1n
[
s̃n (T )− sn (T )

] = 0, (50)

λn (t)
[
P̃n (t)+ rcn (t)− rdn (t)

]
= 0, (51)

for all t ∈ T where P̃n (t) = P
g
n (t) + Pw

n (t) − tr {ΦnW (t)} − Pd
n (t), and the

respective zero gradient conditions of Cn, sn (t) , r
c
n (t) , r

d
n (t) , and zn (t) which are

φ − βmax
n (t) = 0 (52)

γn (t)− γn (t − 1)+ βmax
n (t)− βmin

n (t)+ 1n = 0 (53)

ρmax
n (t)− ρmin

n (t)+ λn (t)+ ηcnγn (t) = 0 (54)

σmax
n (t)− σmin

n (t)− λn (t)− γn (t) /η
d
n + csn,1 = 0 (55)

ψmax
n (t)− ψmin

n (t)− ϕn (t) = 0 (56)

for all t ∈ T . From the zero gradient conditions, when λn (t) ≥ 0 the ESS dynamics
at bus n are given by

− csn,1 +
(
ρmin
n (t)− ρmax

n (t)
)

+
(
σmin
n (t)− σmax

n (t)
)
+
(

1/ηdn − ηcn

)
γn (t) ≥ 0.

(57)

Finally we note that for any storage technology with efficiencies ηcn, η
d
n ∈ (0, 1],(

1/ηdn − ηcn
) ≥ 0.
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We now demonstrate that whenever λn (t) ≥ 0, either rcn (t) or rdn (t) is zero, so
rcn (t) r

d
n (t) = 0 implicitly holds for every time interval t ∈ T .

This fact can be seen by observing that the following properties hold for all t ∈
T at the KKT optimal point when λn (t) ≥ 0:

1. If γn (t) > 0, then from (41) and (54) we have that ρmin
n (t) > λn (t) ≥ 0. As a

result rcn (t) = 0, i.e., the storage is not charging.
2. If γn (t) ≤ 0, then either ρmin

n (t) > 0, σmin
n (t) > 0, or both for the condition

in (57) to hold. Then (41) and (43), respectively, imply that either rcn (t) = 0 or
rdn (t) = 0, i.e., the storage is not charging, the storage is not discharging, or the
storage is idle if both criteria hold.

7.2 Proof of Lemma 2

Proof (⇐=) The real power balance constraint in (12) for Pn (t) = tr {ΦnW (t)} is
equivalent to the following two inequalities:

Pn (t)+ Pd
n (t)+ rcn (t) ≤ P

g
n (t)+ Pw

n (t)+ rdn (t) (58)

Pn (t)+ Pd
n (t)+ rcn (t) ≥ P

g
n (t)+ Pw

n (t)+ rdn (t) (59)

for all t ∈ T , n ∈ N where λ+n (t) is the dual variable to (58), λ−n (t) is the dual
variable to (59), and λ+n (t) , λ−n (t) ≥ 0. The dual variable λn (t) to (12) is sign
indefinite where λn (t) = λ+n (t)− λ−n (t).

Dual feasibility of equations (58) and (59) requires that

λ+n (t)− λ−n (t) ≥ 0. (60)

This implies that if λ+n (t) ≥ λ−n (t), then (58) holds.
(=⇒) Assuming we replace the equality constraint in (12) by the inequality

Pn (t)+ Pd
n (t)+ rcn (t) ≤ P

g
n (t)+ Pw

n (t)+ rdn (t) , (61)

and suppose P̂
g
n (t), r̂ cn (t), r̂

d
n (t), and P̂n (t) results in a feasible solution to the

SDR-OPF+S primal problem in (34) and (35) and LD-OPF+S dual problem in (37)
and (38). By dual feasibility, the dual problem gives a nontrivial lower bound on the
OPF+S only when (61) is binding, which implies λn (t) ≥ 0.

Acknowledgment This work was partially supported through the National Science Foundation
(grant numbers ECCS 1230788 and OISE 1243482) and Sandia National Laboratories’ Laboratory
Directed Research and Development (LDRD) program. The authors would also like to thank
Benjamin Hobbs for useful discussions.



278 A. Castillo and D. F. Gayme

References

1. Abbaspour M et al (2013) Optimal operation scheduling of wind power integrated with
compressed air energy storage. Renew Energy 51:53–59

2. Ahmadi H, Foroud AA (2016) Improvement of the simultaneous active and reactive power
markets pricing and structure. IET Gener Transm Distrib 10(1):81–92

3. Akhil AA, Huff G, Currier AB, Kaun BC, Rastler DM, Chen SB, Cotter AL, Bradshaw DT,
Gauntlett WD (2013) DOE/EPRI 2013 electricity storage handbook in collaboration with
NRECA. Tech. Rep. SAND2013-5131, Sandia National Laboratories

4. Atwa YM, El-Saadany EF (2013) Optimal allocation of ESS in distribution systems with a
high penetration of wind energy. IEEE Trans Power Syst 25(4):1815–1822

5. Bai X, Wei H, Fujisawa K, Wang Y (2008) Semidefinite programming for optimal power flow
problems. Int J Electr Power Energy Syst 30(6–7):383–392

6. Boldea I (2015) Variable speed generators. CRC Press, Boca Raton, FL
7. Bose S, Gayme DF, Topcu U, Chandy KM (2012) Optimal placement of energy storage in

the grid. In: Proceeding of the 51st IEEE conference on decision and control, Maui, HI,
pp 5605–5612

8. Bose S, Gayme D, Chandy K, Low S (2015) Quadratically constrained quadratic programs on
acyclic graphs with application to power flow. IEEE Trans Control Netw Syst 2(3):278–287.
https://doi.org/10.1109/TCNS.2015.2401172

9. Bragard M, Soltau N, Thomas S, Doncker RWD (2010) The balance of renewable sources and
user demands in grids: power electronics for modular battery energy storage systems. IEEE
Trans Power Electron 25(12):3049–3056

10. Castillo A, Gayme DF (2013) Profit maximizing storage allocation in power grids. In:
Proceeding of the 52nd IEEE conference on decision and control, Firenze, pp 429–435

11. Castillo A, Gayme DF (2014) Grid-scale energy storage applications in renewable energy
integration: a survey. Energy Convers Manag 87:885–894

12. Castillo A, Gayme DF (2017) Evaluating the effects of real power losses in optimal power flow
based storage integration. IEEE Trans Control Netw Syst. https://doi.org/10.1109/TCNS.2017.
2687819

13. Chandy KM, Low S, Topcu U, Xu H (2010) A simple optimal power flow model with energy
storage. In: Proceeding of the 49th IEEE conference on decision and control, pp 1051–1057

14. Commission Staff Report: Payment for reactive power. Tech. Rep. AD14-7, Federal Energy
Regulatory Commission (2014)

15. Dvijotham K, Backhaus S, Chertkov M (2011) Operations-based planning for placement and
sizing of energy storage in a grid with a high penetration of renewables. Tech. rep., Los Alamos
National Lab

16. Ellis A, Nelson R, Engeln EV, Walling R, MacDowell J, Casey L, Seymour E, Peter W,
Barker C, Kirby B, Williams JR: Review of existing reactive power requirements for variable
generation. In: IEEE power and energy society general meeting, pp 1–7 (2012)

17. Eyer J, Corey G (2010) Energy storage for the electricity grid: benefits and market potential
assessment guide. Tech. rep., Sandia National Laboratories

18. Farahani HF, Shayanfar HA, Ghazizadeh MS (2014) Modeling of stochastic behavior of plug-
in hybrid electric vehicle in a reactive power market. Electr Eng 96(1):1–13

19. Gabash A, Li P (2012) Active-reactive optimal power flow in distribution networks with
embedded generation and battery storage. IEEE Trans Power Syst 27(4):2026–2035

20. Gayme DF, Topcu U (2013) Optimal power flow with large-scale storage integration. IEEE
Trans Power Syst 28(2):709–717

21. Ghofrani M, Arabali A, Etezadi-Amoli M, Fadali MS (2013) A framework for optimal
placement of energy storage units within a power system with high wind penetration. IEEE
Trans Sustainable Energy 4(2):434–442

https://doi.org/10.1109/TCNS.2015.2401172
https://doi.org/10.1109/TCNS.2017.2687819
https://doi.org/10.1109/TCNS.2017.2687819


Profit Maximizing Storage Integration in AC Power Networks 279

22. Gopalakrishnan A, Raghunathan AU, Nikovski D, Biegler LT (2013) Global optimization
of multi-period optimal power flow. In: Proceeding of the American control conference,
Washington, DC, pp 1157–1164

23. Homaee O, Jadid S (2014) Investigation of synchronous generator in reactive power market –
an accurate view. IET Gener Transm Distrib 8(11):1881–1890

24. Hu Z, Jewell WT (2011) Optimal power flow analysis of energy storage for congestion relief,
emissions reduction, and cost savings. In: 2011 IEEE/PES systems Conference and exposition.
Phoenix, AZ

25. Irving MR, Sterling MJH (1985) Economic dispatch of active power by quadratic programming
using a sparse linear complementary algorithm. Electr Power Energy Syst 7:2–6

26. Jabr RA, Coonick AH, Cory BJ (2002) A primal-dual interior point method for optimal power
flow dispatching. IEEE Trans Power Syst 17(3):654–662

27. Jenkins N, Allan R, Crossley P, Kirschen D, Strbac G (2000) Technical impacts of embedded
generation on the distribution system. In: Embedded generation, pp 11–12. The Institution of
Electrical Engineers, London

28. Josz C, Maeght J, Panciatici P, Gilbert JC (2015) Application of the moment-SOS approach to
global optimization of the OPF problem. IEEE Trans Power Syst 30(1):463–470

29. Kargarian A, Raoofat M, Mohammadi M (2011) Reactive power market management consid-
ering voltage control area reserve and system security. Appl Energy 88(11):3832–3840

30. Lavaei J, Low SH (2012) Zero duality gap in optimal power flow problem. IEEE Trans Power
Syst 27(1):92–107

31. Low SH (2014) Convex relaxation of optimal power flow; Part I: formulations and equivalence.
IEEE Trans Control Netw Syst 1(1):15–27

32. Madani R, Sojoudi S, Lavaei J (2015) Convex relaxation for optimal power flow problem: mesh
networks. IEEE Trans Power Syst 30(1):199–211

33. MATLAB (2014) version 8.3.0.532 (R2014a). The MathWorks Inc.
34. Molzahn DK, Hiskens IA (2015) Sparsity-exploiting moment-based relaxations of the optimal

power flow problem. IEEE Trans Power Syst 30(6):3168–3180
35. Molzahn DK, Holzer J, Lesieutre B, DeMarco C (2013) Implementation of a lrage-scale

optimal power flow solver based on semidefinite programming. IEEE Trans Power Syst
28(4):3987–3998

36. Momoh JA (2001) Electric power system applications of optimization. Markel Dekker, New
York

37. MOSEK ApS (2015) The MOSEK optimization toolbox for MATLAB manual. Version 7.1
(Revision 28). http://docs.mosek.com/7.1/toolbox/index.html

38. National Renewable Energy Laboratory (2006) Western wind resources dataset. http://wind.
nrel.gov/Web_nrel/

39. Rebennack S, Kallrath J, Pardalos PM (2011) Optimal storage design for a multi-product plant:
a non-convex MINLP formulation. Comput Chem Eng 35:255–271

40. Rueda-Medina AC, Padilha-Feltrin A (2013) Distributed generators as providers of reactive
power support–a market approach. IEEE Trans Power Syst 28(1), 347–370

41. Saraswat A, Saini A, Saxena AK (2013) A novel multi-zone reactive power market settlement
model: a pareto-optimization approach. Energy 51(1):85–100

42. Scaini V (2012) Grid support stability for reliable, renewable power. Tech. Rep.,
WP083002EN, Eaton Corporation

43. Sioshansi R, Denholm P, Jenkin T (2012) Market and policy barriers to deployment of energy
storage. Econ Energy Environ Policy 1(2):47–63

44. Smith SC, Sen PK, Kroposki B, Malmedal K (2010) Renewable energy and energy storage
systems in rural electrical power systems: issues, challenges and application guidelines. In:
Proceeding of the IEEE Rural Electric Power Conference (REPC), pp B4-1–B4-7

45. Sojoudi S, Lavaei J (2012) Physics of power networks makes hard optimization problems easy
to solve. In: Proceeding of the IEEE PES general meeting

http://docs.mosek.com/7.1/toolbox/index.html
http://wind.nrel.gov/Web_nrel/
http://wind.nrel.gov/Web_nrel/


280 A. Castillo and D. F. Gayme

46. Sojoudi S, Lavaei J (2013) Convexification of generalized network flow problem with
application to power systems. In: Proceeding of 52nd IEEE conference on decision and control,
pp 7552–7559

47. Thrampoulidis C, Bose S, Hassibi B (2013) Optimal placement of distributed energy storage
in power networks. Tech. rep., Caltech

48. Tripathy S (1997) Improved load-frequency control with capacitive energy storage. Energy
Convers Manag 38(6):551–562

49. University of Washington (1993) Power systems test case archive. http://www.ee.washington.
edu/research/pstca

50. Warrington J, Goulart P, Mariéthoz S, Morari M (2012) A market mechanism for solving multi-
period optimal power flow exactly on AC networks with mixed participants. In: Proceeding of
the American control conference, Montreal, QC, pp 3101–3107

51. Wogrin S, Gayme DF (2014) Optimizing storage siting, sizing and technology portfolios in
transmission-constrained networks. Preprint

52. Wu B, Lang Y, Zargari N, Kouro S (2011) Power conversion and control of wind energy
systems. Wiley, New York

53. Tan Z et al (2014) A two-stage scheduling optimization model and solution algorithm for wind
power and energy storage system considering uncertainty and demand response. Electr Power
Energy Syst 63:1057–1069

54. Zimmerman RD, Murillo-Sánchez CE, Thomas RJ (2011) MATPOWER: Steady-state opera-
tions, planning and analysis tools for power systems research and education. IEEE Trans Power
Syst 26(1):12–19

http://www.ee.washington.edu/research/pstca
http://www.ee.washington.edu/research/pstca


Virtual Inertia Placement in Electric
Power Grids

Bala Kameshwar Poolla, Dominic Groß, Theodor Borsche, Saverio Bolognani,
and Florian Dörfler

Abstract The past few years have witnessed a steady shift in the nature of power
generation worldwide. While the share of renewable-based distributed generation
has been on the rise, there has also been a decline in the conventional synchronous-
based generation. The renewable-based power generation interfaced to the grid via
power-electronic converters, however, does not provide rotational inertia, an inher-
ent feature of synchronous machines. This absence of inertia has been highlighted as
the prime source for the increasing frequency violations and severely impacting grid
stability. As a countermeasure, virtual or synthetic inertia and damping emulated
by advanced control techniques have been proposed. In this chapter, we study
the optimal placement and tuning of these devices. We discuss two approaches

of a disturbance and the spectral notion of pole-placement. A comprehensive
analysis accompanied by iterative gradient-based algorithms is presented for both
the approaches and validated on a three-area test case for comparison.

1 Introduction

Modern power systems are experiencing many transformations and are facing
unprecedented challenges in order to accommodate the shift from classical
synchronous generation to power electronic-based nonsynchronous generation
(typically from renewable power sources).

In this scenario, the most pressing issue that grid operators need to tackle is
the loss of frequency stability of the grid [17, 29]. In fact, by retiring synchronous
machines, the locally available system inertia decreases. System inertia, as a global
parameter, represents the capability to store and inject kinetic energy to the grid.
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Lower inertia means larger frequency fluctuations following a disturbance [33], i.e.,
any event that causes power imbalance in the grid: disconnection of a generator,
sudden drop in power injection from a renewable (uncontrollable) source, tie line
faults, grid splits, etc. Even as of today, the deteriorating effects of low-inertia levels
on the system frequency and related incidents are being observed by transmission
system operators worldwide [1, 27, 31].

1.1 Quantification of Frequency Stability

The amount of inertia available in the network directly affects the rate of change
of frequency (RoCoF) at the grid buses in the instants that immediately follow a
large disturbance, as depicted in upper panel of Figure 1 (see, e.g., the numerical
investigation in [27] for a quantification of this relation). Based on this understand-
ing, RoCoF is typically adopted as the main metric to evaluate the robustness of the
system in terms of frequency stability, for the following reasons.

• Steep changes in generator frequencies (i.e., large RoCoF at the bus where the
generators are connected) are poorly tolerated by the prime movers of power
plants, leading to a higher probability of further disconnections and ultimately to
cascading events.

• Immediately after a fault, the grid frequency will be substantially different
at different buses. Therefore, larger RoCoF translates into potentially larger
voltage angle differences across power lines and therefore higher probability of
protection tripping and even network splitting.

• Moreover, as the governor response of the generators (primary frequency regu-
lation) does not act until seconds after an incident, the RoCoF directly affects
the lowest frequency reached by the grid (the frequency nadir, in Figure 1).
A low-frequency peak can lead to the disconnection of generators, load shedding
intervention, and is therefore dangerous for system stability.

Based on historical observations of exceptional events in the continental
European grid, operators have derived recommendations regarding the maximum
allowed values for the RoCoF (typically of the order of 500 mHz/s up to 1 Hz/s).

However, the robustness of the system frequency against power imbalance
disturbances can be also assessed and quantified via different metrics. For example,
if faster primary control mechanisms are deployed (e.g., by exploiting the flexibility
of the power converters, or the smart loads available in the grid, or battery storage
as in [16]), then the time scale separation between primary control and inertial
response of the grid may become less sharp. In such a scenario, the frequency nadir
should be explicitly evaluated (and not indirectly, via the RoCoF, which falls short
in describing the entire response curve).

Another approach for the assessment of frequency stability consists of evaluating
a signal norm for the post-fault frequency response. As depicted in Figure 1, the
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i

nominal frequency

RoCoF (max rate of change of frequency)

frequency nadir

energy unbalance

restoration time

i

nominal frequency

secondary control

Fig. 1 Schematic representation of the frequency response at a generic grid bus i, caused by a large
disturbances, such as generator faults and network splits (upper panel), and by smaller persistent
disturbances, such as fluctuating power generation from renewables (lower panel)

total area between the frequency evolution and the steady-state post-disturbance
frequency describes how promptly (and efficiently) the bus frequency returns to
its nominal operating conditions after a disturbance. By selecting a proper signal
norm, we can evaluate the norm of these transients for all the grid buses, therefore
obtaining a meaningful aggregate performance metric that can be interpreted as the
total energy unbalance caused by the disturbance.

Interestingly, the same signal norm is informative also in another scenario. When
a large number of renewable sources are connected to the grid, power imbalance will
not only be caused by large (although rare) events, such as the loss of a generator,
but also by sudden unpredicted fluctuations of uncontrollable sources such as wind
and solar. The size of this latter class of events is expected to be smaller, but their
occurrence is quite more frequent. For analysis purposes, one should consider a
persistent disturbance on the power infeed of the buses where renewable sources
are connected. In this case, the aforementioned signal norm would describe the
amplification gain between these disturbances and the resulting fluctuations in the
grid frequencies at all the buses, as depicted in the bottom panel of Figure 1 for a
generic grid bus i.

In this chapter, we consider all these metrics, in order to build a deeper
understanding of the effects of lower grid inertia and of the related frequency
stability phenomena. We present their mathematical formulation in Section 3. The
resulting analysis and methodologies have the advantage of remaining valid also for
the future scenarios that we identified, namely, grids with faster primary frequency
regulation loops and systems that host large amounts of fluctuating power sources.
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1.2 Virtual Inertia and Damping

Considering the role played by system inertia in the stability of the grid, it is not
surprising that inertia has been recognized as a key ancillary service. To overcome
the lack of inertia provided by synchronous generators, different technologies have
been proposed to provide virtual (or synthetic) inertia.

A number of control schemes have been designed in order to make power
converters behave as closely as possible to synchronous machines [15, 37]. These
schemes range from simple proportional-derivative droop control laws [30] up to
the more complex control schemes reviewed in [5] and [8] under the name of virtual
synchronous generators. All these strategies require some amount of energy storage
(to play the role of the missing rotor kinetic energy), which could be batteries [35],
super-capacitors, or flywheels.

On the other hand, specialized control schemes have been proposed for those
power sources in which some kinetic energy is available, although not syn-
chronously with the grid frequency, notably wind turbines [21] and diesel generators
[32]. For these sources, and in particular for wind turbines interconnected to the
grid via doubly fed induction generators, the power converters can be controlled
in order to mimic the inertial and damping response of a synchronous machine,
i.e., proportional to the rate of change of frequency and to the frequency observed
by a PLL, respectively. See, for example, the solutions proposed in [2, 10, 11,
14]. Interestingly, it is also possible to control these power converters so that
an inertial response is induced, without relying on (possibly destabilizing) PLL
measurements [36].

Given the maturity of these solutions, in this work we assume that synthetic
inertia and damping can be deployed in the grid, and we are agnostic with respect
to the specific technology and energy storage solution that is adopted.

1.3 Where to Deploy Virtual Inertia and Damping?

The authors in [33] recognized that the detrimental effects of reduced system inertia
are worsened by spatially heterogeneous inertia profiles. In other words, not only is
the total amount of system inertia directly connected to the frequency stability and
robustness of the grid but also its specific location.

Given the opportunity of placing synthetic inertia and damping in the grid, and
therefore of deciding its location, in this chapter we focus on the fundamental
problem of “where to optimally place synthetic inertia and damping”. Different
authors considered this problem of optimally placing and tuning of virtual inertia
controllers based on either spectral performance metrics [6, 7, 13, 25] or system
norms [12, 19, 23, 24].
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In this chapter, we consider and compare two algorithms toward this goal. Both
algorithms aim at tuning the parameters and the location of the synthetic inertia
and damping devices available in the grid, in order to optimize some performance
metric of the frequency stability of the system. In the first algorithm, presented
in Section 4.1, we consider the amplification gain from disturbances to frequency
fluctuations of the synchronous machines and control effort of the synthetic inertia
devices. In the second algorithm, presented in Section 4.2, the performance metric is
a weighted combination of time-domain indices (RoCoF and frequency nadir) and
spectral parameters (damping ratio).

We analyze the performance of the two algorithms for a three-area test system in
Section 5, where we compare the resulting spatial allocations of synthetic inertia and
damping, the post-fault time-domain response of the frequency at generator buses,
and a set of system performance indices.

2 Model

2.1 Synchronous Machines

A common, simple model to assess dynamic phenomena in power systems is the
swing equation. It models each generator i with two dynamic states, angle θi and
frequency ωi . The dynamics of generators are assumed to be dominated by the
rotational inertia, and voltages are assumed constant; see [18, 28] for a detailed
derivation. We further linearize over the current steady state and assume that the
mechanical input to the generator stays constant over the time scale of interest. The
differential equation describing the dynamics of the phase angles at each generator
bus is then

miω̇i = −diωi + pmech,i + pel,i , (1)

with mi the inertia and di the damping of the generator. The term pmech,i represents
changes in the mechanical torque on the machine, while pel,i represents changes in
the electrical torque, including line flows to neighboring buses, bus power injections,
and local disturbances.

Moreover, we also use (1) with pmech,i = 0 to model dynamics of the voltage
phase angles of a load bus with index i. Specifically, a small inertia constant mi

at the load buses is used to model fast initial transients in the angle and frequency
of the load buses after a disturbance, and di represents the typical load damping.
Using mi = 0 for the load buses results in the well-known frequency-dependent
load model with damping [3]. The differences between the two models become
negligible for a small enough mi at the load buses. Moreover, letting both mi = 0
and di = 0 for the load buses results in an implicit formulation of the frequency
divider [20]. It should also be noted that, in some cases, using the load inertia mi = 0
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will result in a more involved formulation of the optimization problems presented in
Section 4. In the remainder, we consider the more general case of a small load bus
inertia constants mi > 0.

The load buses and generator buses are connected via power lines, described by
the graph Laplacian L (the bus susceptance matrix of the grid). Under small-signal
DC power flow assumptions, the electric torque term pel can then be linearized as

pel = −Lθ + p,

where the i-th element pi of p represents the change in electric power injection at
bus i.

The system dynamics can be written as

[
θ̇

ω̇

]
=
[

0 I

−M−1L −M−1D

]

︸ ︷︷ ︸
A0

[
θ

ω

]

︸︷︷︸
x0

+
[

0
M−1

]

︸ ︷︷ ︸
B0

(pmech + p), (2)

where the diagonal matrices M and D contain the inertia and damping coefficients
mi and di , respectively. We denote the state of system (2), which contains all
generator angles and frequencies, by x0.

2.2 Governors

The swing equation model is best suited for small-signal disturbance analysis. As
we investigate constant disturbances that bring the system to a new steady state,
we need to extend the model of each synchronous machine with a governor model.
Conventionally, the turbine and governor are modeled by a first-order low-pass filter
[18] of the form

pgov,i = − Kgov,i

Tgov,i s + 1
ωi. (3)

As a state-space representation for each governor, we adopt the form

Agov,i = − 1

Tgov,i
, Bgov,i = 1

Tgov,i
, Cgov,i = −Kgov,i , (4)

which constitute the diagonal elements of the aggregate state-space representation
matrices Agov, Bgov, and Cgov. The state xgov of the aggregated system is a low-
pass-filtered version of the generator frequencies (the input of the system), while
the output pgov is fed into the mechanical power control term pmech in (2).
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2.3 Virtual Inertia and Damping as a Feedback Control Loop

Virtual inertia and damping devices are abstracted as local feedback control loops.
Each such device receives bus frequency ωi as input and feeds power pv,i into the
system according to the transfer function

pv,i = m̃is + d̃i

(T1i s + 1)(T2i s + 1)
ωi. (5)

We call m̃i virtual inertia, as it reacts proportional to the derivative of the frequency,
and d̃i virtual damping, as it reacts proportional to the frequency itself.

The transfer function has two poles—one is needed for causality of the PD
control and the other can be interpreted as time constant of the PLL. In fact, ωi

is the physical frequency at bus i, which cannot be measured without a time delay.
One possible state-space realization of the controller (5) is

Ãi =
[
−T1i+T2i

T1iT2i
− 1

T1iT2i

1 0

]
, B̃i =

[
1

T1iT2i

0

]
, C̃i =

[
m̃i d̃i

]
. (6)

The control system (6) has two states. The second state can be interpreted as
low-pass-filtered measurement of the frequency ωi , while the first state can be seen
as low-pass-filtered derivative of ωi . The output of the controller (6) is the electric
power pv,i injected by the virtual inertia and damping device at bus i and therefore
acts via the term pel,i in (2). We finally define the aggregate representation matrices
Ã, B̃, and C̃, which have the blocks Ãi , B̃i , and C̃i , respectively, on their diagonal.
We denote the state of the aggregated virtual inertia devices by x̃.

2.4 Interconnected Closed-Loop Power System

The interconnection of the dynamical models of synchronous machines, governors,
and virtual inertia and damping devices is schematically represented in Figure 2.
Notice that in the interconnected diagram, we have also considered a disturbance
input η in the electric power injection. Convenient state-space representations of
the interconnected systems will be introduced for each of the virtual inertia and
damping placement and tuning methods in Section 4.

2.5 Assumptions and Limitations

As stated throughout the model description, the swing equation model is well
suited for small-signal analysis, as it is a linearization around the current operating
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state x̃

pv

and load buses

and damping
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Fig. 2 Schematic representation of the interconnection of the dynamical models for synchronous
machines, governors, and virtual inertia and damping devices

point. Adding governors accounts for the change in operating point, as it correctly
describes the lasting frequency deviation after a fault and before secondary control
mechanisms are activated. The interconnection of multiple swing equation models
and governor models via linearized power flow equations yields a high-dimensional
linear system which exhibits complex and coupled transient behaviors in the bus
voltage angles and frequencies. It does not, however, account for the nonlinearities
in the power flows which become increasingly significant for larger disturbances.
Nonetheless, adopting a linear model enables us to use efficient tools from linear
system theory while capturing the main phenomena in the post-fault response of a
power system.

The second simplification we make relates to the model detail and granularity.
We ignore all voltage dynamics and related automatic voltage regulation and power
system stabilizers. Adding these would not interfere with the algorithms proposed
in the next sections, as long as they are modeled as linear controllers, but for the
sake of simplicity, we do not consider them in this chapter.

3 Performance Metrics and Design Constraints

Based on the model presented in Section 2, here we formally define a set of
performance metrics that we shall use to assess the frequency stability of the grid,
when subject to power disturbances.

As discussed in Section 1.1 and schematically represented in Figure 1, different
metrics can be defined on the time-domain response of the system following a
specified disturbance input η0.
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In particular, given a step disturbance η0 at time t = 0, we define the following
indices on the time-domain evolution of bus frequencies.

• Rate of change of frequency (RoCoF):

max
i

(
max
t≥0

|ω̇i(t)|
)
. (7)

• Frequency nadir:

max
i

(
max
t≥0

|ωi(t)|
)
. (8)

• Total energy unbalance:

∫ ∞

0

∑
i

qiω
2
i d t =

∫ ∞

0
ω&Qω d t, (9)

where qi are positive, possibly bus-dependent, weights on the different bus
frequencies and are collected in the diagonal matrix Q.

• Damping ratio of a power system:
Independently of the particular disturbance, the damping ratio describes how fast
oscillations in the power system are vanishing. The damping ratio of a power
system is defined as the smallest damping ratio of its eigenvalues λk . A higher
numeric value hence corresponds to better performance.

min
k

−σk√
(σk)2 + (ωk)2

, (10)

where λk = σk + iωk is the k-th eigenvalue of the closed-loop power system
model.

For the same step disturbance as considered above, we also define the following
indices to quantify the control effort that the governors and the virtual inertia devices
need to exert.

• Total governor effort:

∫ ∞

0

∑
i

rgov,ip
2
gov,i d t =

∫ ∞

0
p&govRgovpgov d t, (11)

where rgov,i are positive, possibly bus-dependent, weights on the control effort
of different governors and are collected in the diagonal matrix Rgov.

• Total virtual inertia and damping effort:

∫ ∞

0

∑
i

rip
2
v,i d t =

∫ ∞

0
p&v Rpv d t, (12)
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where ri are positive, possibly bus-dependent, weights on the control effort of
different virtual inertia and damping devices and are collected in the diagonal
matrix R.

• Peak virtual inertia and damping power injection:

max
i

(
max
t≥0

∣∣pv,i (t)
∣∣
)
. (13)

The following two system norms provide a measure of the system output in
response to a disturbance η (see Section 1.1 and [38]).

• H2-norm: The H2-norm can be interpreted as the energy of the response to
impulsive faults or the expected energy of the response to white noise. By
defining a suitable performance output, the energy metrics (11), (12), and (9)
can be directly considered in this framework.

• H∞-norm: The H∞-norm corresponds to the RMS gain from the disturbance
to the performance output, which may include the frequencies ω as well as the
control inputs pgov and pv.

The performance indices (12) and (13) quantify the control effort of the virtual
inertia and damping devices, either in terms of total energy or peak power injection.
They need to be considered when tuning the virtual inertia gains m̃i and virtual
damping gains d̃i , as these devices will necessarily have bounds on both their energy
and the maximum instantaneous power that their power converters can inject in the
grid.

In order to convert bounds on the peak power injection into bounds on the values
of m̃i and d̃i , we examined some real frequency measurements from two different
grids (Figure 3). In both cases, it is evident that maximum frequency deviations and
maximum RoCoF do not happen simultaneously. Therefore, the derivative control
term m̃iω̇i and the proportional term d̃iωi in (5) will not reach their peak value at
the same time, and it is recommended to consider a joint constraint on the two gains.
In this chapter we adopt the constraint

Frequency deviation [Hz]

R
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oF
 [
H

z/
s]

R
oC

oF
 [
H

z/
s]

Frequency deviation [Hz]

Fig. 3 Scatter plot of frequency data measurements from Ireland (left panel, courtesy of F. Milano,
University College Dublin) and from continental Europe (right panel, courtesy of RTE France)
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max{αm̃i, βd̃i} ≤ pmax
v,i ,

where pmax
v,i depends on the power inverter size, while α and β depend on the typical

observed ranges in the RoCoF and the frequency deviation, respectively.
When considering the problem of allocating virtual inertia and damping in a grid,

from an economic perspective, we expect to have a budget on the maximum total
size of the power converters in these devices. We shall therefore consider a system-
wide constraint of the form

∑
i

max{αm̃i, βd̃i} ≤ p
budget
v . (14)

4 Methods

In the following, we present two algorithms to optimally place and tune virtual
inertia and damping throughout the power system. The two algorithms are iterative
gradient-based schemes targeting the different performance metrics presented in
Section 3.

4.1 Control Design via H2 Optimization

A first approach to answer the question of “where to optimally place virtual inertia
and damping” consists of recasting the problem as that of minimizing an input-
output gain. Here, the disturbances acting on the system form the set of inputs,
and the frequency deviations of the synchronous machines and control energy used
by the virtual inertia and damping devices and governors are the outputs. Such an
input-output gain is also referred to as the H2 system gain as discussed in Section 3.

To this end, we consider the interconnected grid model presented in Figure 2.
More precisely, we combine the state-space representations of the synchronous
machines (2), the governors (4), and the virtual inertia filters (6) but keep the virtual
inertia and damping gains as explicit feedback inputs. While the frequencies ω of
the synchronous machines (2) are stable, their angles θ are not. However, the input-
output behavior of (2) with output ω can be equivalently expressed in terms of the
state vector xδ = (δ, ω), where δi = θ1 − θi corresponds to the angle relative to
the angle of bus 1. After applying a corresponding similarity transformation and
removing the remaining unstable mode corresponding to the absolute angle θ1, we
obtain a stable system (Aδ, Bδ, Cδ). The overall system is then given by

⎡
⎣
ẋδ

ẋg˙̃x

⎤
⎦=

⎡
⎢⎣

Aδ Bδ,gov 0
Bgov,δ Agov 0

B̃Cδ 0 Ã

⎤
⎥⎦

︸ ︷︷ ︸
A

⎡
⎣

xδ

xgov

x̃

⎤
⎦

︸ ︷︷ ︸
x

+
⎡
⎣
Bδ

0
0

⎤
⎦

︸ ︷︷ ︸
B

pv +
⎡
⎣
Bδ%

0
0

⎤
⎦

︸ ︷︷ ︸
G

η, (15)
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where η is the vector of disturbances and G is the disturbance gain matrix. The
matrix % encodes the a priori information about the location of the sources of these
disturbances, such as large synchronous generators and HVDC terminal points,
among others. Finally, the matrix %G is used to obtain the generator frequencies ωG

from the system state, i.e., ωG = %GCδxδ , and the matrices Bδ,gov = Bδ%
&
GCgov

and Bgov,δ = Bgov%GCδ are used to model the interconnection between the
synchronous machines and the governors.

The output of the virtual inertia and damping devices fed into the interconnected
system as in Figure 2 is given by

pv =
[
0 0 [M̃ D̃]]︸ ︷︷ ︸

K̃

⎡
⎣

xδ

xgov

x̃

⎤
⎦

︸ ︷︷ ︸
x

, (16)

where K̃ is the matrix of virtual inertia and damping parameters (proportional and
derivative gains). M̃ and D̃ are diagonal matrices collecting the inertia constants m̃i

and damping constants d̃i of the individual emulation devices (5).
We then introduce a performance output y which contains the signals that we

wish to include in the H2 gain analysis. This output can be constructed as

y =
⎡
⎢⎣
Q

1
2 Cδ 0 0

0 R
1
2
govCgov 0

0 0 0

⎤
⎥⎦

︸ ︷︷ ︸
C

⎡
⎣

xδ

xgov

x̃

⎤
⎦

︸ ︷︷ ︸
x

+
⎡
⎢⎣

0
0

R
1
2

⎤
⎥⎦

︸ ︷︷ ︸
F

pv, (17)

where Q penalizes the frequency deviations ω, Rgov penalizes the governor control
effort pgov, and R is a penalty on the control energy used by the virtual inertia and
damping devices pv, as discussed in Section 3.

The performance output (17) is then used to formulate the following performance
metric which combines the metrics (9), (11), and (12):

∫ ∞

0
y&y d t =

∫ ∞

0
ω&Qω + pgov

&Rgovpgov + pv
&Rpv d t . (18)

By explicitly closing the loop, this results in the following dynamic system G :

ẋ = (A+ BK̃)x +Gη,

y = (C + FK̃)x. (19)

To compute the norm ‖G ‖2
2 between the disturbance input η and the performance

output y of system (19), let P
K̃

denote the solution of the Lyapunov equation
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P(A+ BK̃)+ (A+ BK̃)&P + C&C + K̃&F&FK̃ = 0, (20)

parameterized in K̃ for the given system matrices A, B, C, and F . Based on the
observability Gramian P

K̃
, the norm ‖G ‖2

2 is given by [38]

‖G ‖2
2 = trace(G&P

K̃
G). (21)

Thus, the optimization problem to compute the optimal allocation with respect
to the H2-norm ‖G ‖2

2 is obtained as

min
K̃

trace(G&P
K̃
G) (22)

s.t. K̃ ∈ S ∩ C

where C is a convex constraint for the magnitudes of m̃i and d̃i . Furthermore, S
encodes the structural constraint on K̃ , i.e., the purely local feedback structure of
the virtual inertia and damping control in (5). Note that evaluating the cost function
requires solving the Lyapunov equation (20).

In general, the optimization problem (22) is non-convex and may be very large-
scale, but its structure can be exploited to obtain efficient solution methods. By using
the implicit linearization technique from [26], the gradient of the norm ‖G ‖2

2(K̃)

with respect to K̃ is given by

∇
K̃
‖G ‖2

2 =

⎡
⎢⎢⎣

∂

∂K̃1,1
‖G ‖2

2 . . . ∂

∂K̃1,n
‖G ‖2

2

...
. . .

...
∂

∂K̃m,1
‖G ‖2

2 . . . ∂

∂K̃m,n
‖G ‖2

2

⎤
⎥⎥⎦ = 2(B&P

K̃
+ RK̃)L

K̃
, (23)

where L
K̃

is the controllability Gramian obtained as solution to the Lyapunov
equation

L(A+ BK̃)& + (A+ BK̃)L+GG& = 0, (24)

parameterized in K̃ for the given system matrices A, B, and G. Thus, computing
the norm ‖G ‖2

2 and its gradient ∇
K̃
‖G ‖2

2 for a given K̃ mainly requires solving
the Lyapunov equations (20) and (24). Moreover, the number of decision variables
of the optimization problem (22) can be reduced by projecting the gradient
∇
K̃
‖G ‖2

2 on the sparsity constraint S . Using the vector of nonzero parameters
φ = [m̃1, d̃1, . . . , m̃m, d̃m], the projected gradient is given by



294 B. K. Poolla et al.

∇φ‖G ‖2
2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

∂
∂m̃1

‖G ‖2
2

∂

∂d̃1
‖G ‖2

2
...

∂
∂m̃m

‖G ‖2
2

∂

∂d̃m
‖G ‖2

2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (25)

Because the H2 norm is infinite for unstable systems, both the system norm ‖G ‖2
2

and its gradient (23) are only well defined for a stable closed-loop system (19). Thus,
to optimize the control gain K̃ , an initial guess for K̃ is required that stabilizes (19)
and satisfies the sparsity constraint S . As the plant is stable, an initial guess which
satisfies these conditions is given by m̃i = 0 and d̃i = 0.

Assuming that the projections onto C can be efficiently computed via the
projected gradient method [4], the gradient computation outlined above can be used
to solve the optimization problem (22) even for systems of very large dimension,
e.g., when C encodes upper and lower bounds on m̃i and d̃i . However, if the
projection onto C cannot be computed efficiently, the above gradient computation
can still be used to speed up the computation’s higher-order methods.

4.2 Control Design via Optimization of Spectral
and Time-Domain Criteria

This subsection outlines a placement algorithm (colloquially referred to as spectral
algorithm in the following) that uses a combination of spectral analysis and
time-domain limits on the step response. We refer to [6, 7] for a more in-depth
presentation and analysis. Previously, spectral optimization has been extensively
used in multi-machine PSS gain scheduling [34]; the main extension here is the
inclusion of time-domain limits.

The damping ratio of a power system introduced in (10) describes how fast power
system oscillations are declining and often is a classical proxy to quantify system
stability [34]. For notational convenience, we define the damping ratio of the k-th
eigenvalue λk = σk + iωk of the power system as

ζk = −σk√
(σk)2 + (ωk)2

. (26)

In addition, we are interested in the magnitude of the overshoot after a given
disturbance. This can be computed from the step response of the transfer function
from a disturbance to a performance output y(t) (e.g., a generator or load bus
frequency) as
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y(t) =
∑
k

rk

λk

(
1 − eλkt

)
, (27)

where the residues rk are defined via the right and left eigenvectors uk and v&k as

rk = Cukv
&
k B. (28)

In general, we consider all input-output step responses, indexed by ydb, where d

corresponds to the index of the disturbance and b to the index of the performance
output.

Next, we define the overshoot as in (8) by the largest value of each step response

Sdb = max
t
|ydb(t)| = |ydb(tS,db)|, (29)

and the RoCoF as the largest rate of change (time derivative) of the step response

Rdb = max
t

∣∣∣∣
dydb(t)

dt

∣∣∣∣ =
∣∣∣∣∣
dydb(t)

dt

∣∣∣∣
t=tR,db

∣∣∣∣∣ , (30)

where tS,db and tR,db are the time instants when the largest amplitude and slope of
the signal ydb(t) occur.

4.2.1 Objectives: Maximizing Damping Ratio or Minimizing Overshoot
and RoCoF

In the following, we formalize the optimization objectives according to the perfor-
mance metrics laid out in Section 3. To maximize the worst-case damping ratio ζ ,
we define the cost term

−cζ ζmin (31)

with a positive coefficient cζ and the variable ζmin lower-bounding the damping
ratio, i.e.,

ζmin ≤ ζk∀ {k|ωk > 0} . (32)

Similarly, one can minimize the worst-case absolute RoCoF |R|∞ = maxd,b|Rdb|
by defining the cost function

cR|R|∞ (33)



296 B. K. Poolla et al.

with some positive coefficient cR and subject to the constraint

|R|∞ ≥ |Rdb|∀ d, b. (34)

An analogous approach can be used for the worst-case overshoot |S|∞ =
maxd,b|Sdb|.

4.2.2 Virtual Inertia and Damping Placement Algorithm

The vector of system parameters φ (e.g., the control gains in (5)) can be obtained by
solving a multi-objective optimization problem of the form

min
φ∈C

−cζ ζmin + cR|R|∞ + cS|S|∞ (35)

s.t. ζ ≤ ζk ≤ ζ ∀ k,
S ≤ Sdb ≤ S ∀ d, b,
R ≤ Rdb ≤ R ∀ d, b,

where the coefficients cζ > 0, cR > 0, and cS > 0 penalize the damping ratio,
the overshoot, and the RoCoF. In addition, we consider limits on the worst-case
values of the performance metrics while confining the control gains to a set C as in
Section 3.

Because the underlying eigenvalue problem is heavily nonlinear and non-
convex, the optimization problem (35) is very difficult to solve. Here, we adopt
a sequential linear programming approach that iteratively optimizes φ and updates
the eigenvalues as well as eigenvectors to ultimately arrive at a local optimum. In
the remainder we shall use linear approximations of (35). To this end, we define
the sensitivity operator D which characterizes a first-order approximation (not
necessarily a gradient) of the change of a function f with respect to a parameter x:

Dxf ≈ ∂f

∂x
. (36)

4.2.3 Sensitivity of Damping Ratio

The sensitivity of the damping ratio (26) with respect to a vector of system
parameters φ (e.g., a set of control gains as in (5)) is given by

Dφζk = Dφ

(
−σk√

(σk)2 + (ωk)2

)
= ωk

(
σkDφωk − ωkDφσk

)
(
(σk)2 + (ωk)2

) 3
2

. (37)
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Observe that in order to compute (37), we need the eigenvalue derivatives, which
can be obtained as in [22]

Dφλk = v&k (DφA)uk . (38)

4.2.4 Sensitivities of Time-Domain Indices: Overshoot and RoCoF

Because the time instants tS,db and tR,db implicitly depend on the parameters φ, the
sensitivities of the overshoot Sdb and the largest RoCoF Rdb with respect to φ are
more involved. The full sensitivity of S is obtained as

DφS =
∑
k

[(
Dφ

rk

λk

) (
1 − eλktS

)− rk

λk

((
Dφλk

)
tS + λkDφtS

)
eλktS

]
, (39)

and makes use of the derivatives of the residues rk , the derivative of the eigenvalues
λk , and the sensitivity of the peak time tS,db (see [6, 7] for details). The sensitivity
of the RoCoF DφR can be found in a similar fashion as

DφR = −
∑
k

[
Dφrk + rk

(
Dφλk

)
tR + rkλkDφtR

]
eλktR . (40)

4.2.5 Sequential Linear Programming and Updates of Performance
Metrics

We adopt a sequential linear programming approach to solve (35). Given a sequence
of parameters φν with iteration index ν, the performance indices are approximated
at each iteration ν according to

ζ̃ νk = ζ νk +
(
Dφζ

ν
k

) (
φ − φν

) ∀ {k|ωk > 0} , (41)

R̃ν
db = Rν

db +
(
DφR

ν
db

) (
φ − φν

)∀ d, b , (42)

S̃ν
db = Sν

db +
(
DφS

ν
db

) (
φ − φν

)∀ d, b , (43)

where Sν
db = Sdb(φ

ν), Rν
db = Rdb(φ

ν), and ζ νk = ζk(φ
ν) are the exact values

at φν . Letting ζk = ζ̃ νk , Rdb = R̃ν
db, Sdb = S̃ν

db in (35) a linear program is
obtained. This linear program is solved at every iteration ν to obtain a new parameter
vector φν+1. Based on φν+1, new linear approximations are constructed according
to (41)–(43) resulting in a linear program to be solved in iteration ν+1. This iterative
scheme is repeated until convergence. To ensure convergence of the sequential linear
programming scheme, the step size is limited by a constraint ‖φ− φν‖ ≤ εν and an
appropriate step size rule.
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5 Test Case

In this section, we investigate the virtual inertia and damping placement problem for
a case study described in Section 5.1. The optimal virtual inertia and virtual damping
allocations are derived via the H2-based and the spectral optimization-based
approaches presented in Section 4. In Section 5.2, we compare the performance
of these two allocations based on different system metrics and draw suitable
interpretations. Finally, in Section 5.3, we conclude by illustrating the time-domain
evolution of some of the performance metrics.

5.1 Description of the Test System

The three-area test system is adapted from [7], and its topology is shown in Figure 4.
The system is an aggregation of twelve buses, which are classified as load or
generator buses. As the bus labeled 11 does not belong to either of these categories,
we can effectively remove it and reduce the system without any loss of generality
to an eleven-bus (i.e. buses labeled 1–10 and 12) system via Kron reduction [9].
We do not initially constrain ourselves concerning possible sites for virtual inertia
and damping placement. Rather, we assume that each of the remaining eleven buses
can be assigned a virtual inertia and damping device (with identical time constants
T1 = 0.1 and T2 = 0.3), and we find the optimal placement through the algorithms
presented in Section 4.

To set up the test case, we consider a disturbance input at every load bus
(i.e., the buses labeled 3, 4, 7, 8, 12). A disturbance of 1 p.u. corresponds
to 100 MVA. We consider the optimal placement and tuning of virtual inertia

25 km 10 km 25 km10 km

25 km

110 km

11
0 k
m

110 km

1

2

3 4

5

6

78

910 11

12

1570MW

1000MW
100Mvar

567MW
100Mvar

400MW 490MW

611MW
164Mvar

1050MW
284Mvar

719MW
133Mvar

350MW
69Mvar

700MW
208Mvar

700MW
293Mvar

200
M
var

350
M
var

Fig. 4 Topology of the twelve-bus test system with six generators and five load buses
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Fig. 5 Optimal inertial allocations for H2 optimized, spectral optimized algorithms, and original
allocation
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Fig. 6 Optimal damping allocations for H2 optimized, spectral optimized algorithms, and original
allocation

and damping according to the performance metrics and algorithms laid out in
Sections 3 and 4, respectively. Specifically, the spectral optimization presented in
Section 4.2 considers the step response of the performance outputs with respect to
every disturbance input, and the H2-based optimization presented in Section 4.1
optimizes the gains from all disturbance inputs to all disturbance outputs. The
allocation of the H2-based optimization considers a cost identically penalizing the
generator frequency deviations, the governor control inputs, and the virtual inertia
power injections. This is a feasible choice as all the states are normalized in the
p.u. scale. The spectral algorithm on the other hand considers identical penalties on
frequency overshoot and RoCoF, while ensuring a minimum limit on damping ratio
of 0.07. The constraints on inertia and damping are considered as described in (14)
with α = 1, β = 0.5, and p

budget
v = 100.

Based on the two algorithms, the inertia and damping allocations are obtained as
depicted in Figures 5 and 6, respectively. Observe that both optimization algorithms
are essentially in agreement concerning the allocation of virtual inertia and damping
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Table 1 Comparison of pure frequency metrics

Original system Spectral optimization H2 optimization

System norms (from all disturbance inputs to all performance outputs)
H2 gainα 0.4606 0.3551 0.3590

H∞ gainα 0.2222 0.1729 0.1600

Localized disturbance at bus 4
Damping ratio 0.0648 0.0700 0.0701

Max RoCoF 0.2874 (at node 2) 0.2489 (at node 2) 0.2682 (at node 2)

Frequency nadir 0.0419 (at node 2) 0.0334 (at node 2) 0.0374 (at node 2)
αFrom disturbance to frequency

Table 2 Comparison of system metrics

Original system Spectral optimization H2 optimization

System norms (from all disturbance inputs to all performance outputs)
H2 gainβ 0.5574 0.4720 0.3956

H∞ gainβ 0.6632 0.4276 0.4259

Localized disturbance at bus 4
Peak power injection 0 0.0103 (at node 4) 0.0029 (at node 4)

βFrom disturbance to frequency and control effort

devices dominantly placed at the periphery buses of the grid (see Figures 5 and 6).
The differences between the two allocations are subtle but lead to quite distinct
characteristics, which we shall discuss below.

5.2 Comparison of Performance

For the purpose of comparing the efficacy of these two allocations vis-à-vis the
original allocations, we compare in this subsection a few performance metrics
that have been introduced in Section 3. In particular, we consider the damping
ratio, maximum RoCoF (rate of change of frequency), frequency overshoot, peak
power injection, and H2 and H∞ system input-output gains, which can effectively
capture system-wide performance in response to a disturbance. A comparison of the
aforementioned metrics across different allocations is tabulated forthwith based on
the classification of each metric either as a pure frequency performance measure
(Table 1) or a system performance measure (Table 2) that includes the control effort
as well.

In Tables 1 and 2, we consider the system norms (i.e., the gains from all
disturbance inputs to all performance outputs) as well as a spectral and time-domain
criteria for a single localized fault. We compare the H2 and H∞ norms for the
system with optimized control gains when (a) the generator frequency violations
alone are penalized (Table 1), i.e., R = 0, Rgov = 0, and (b) the generator
frequency violations and the control input are penalized (Table 2).
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To further illustrate the performance of the optimized allocations and compare
the spectral and time-domain criteria which are only well defined for a single
disturbance input, we inspect the response when the test system is subjected to a
localized disturbance of 1 p.u. at the load bus labeled 4 in Figure 4.

The following inferences can be drawn from the above results:

• The system input-output gains, H2 and H∞, are significantly reduced for the
two optimal allocations in comparison to the original allocation. This holds for
both scenarios—with and without control input penalties.

• The spectral optimization algorithm marginally outperforms the H2 optimization
for the time-domain criteria of maximum RoCoF and frequency overshoot.

• For both the algorithms, the peak control input occurs at the bus where the
disturbance strikes. However, for obtaining a similar performance, the spectral
optimization roughly expends four times the effort of what is required by the H2
optimization. Indeed, compared to H2-optimal algorithm, the spectral algorithm
as presented in Section 4.2 does not penalize the control effort.

5.3 Time-Domain and Spectral Simulations

In this subsection, we present a few simulation plots which enable a better
understanding of the post-fault system behavior. The time-domain plots in Figure 7
suggest that all generators experience an improved transient frequency response
behavior post-fault for both the H2 and the spectral-optimized algorithms over
the original allocation. However, the control effort displayed in Figure 8 reveals a
significantly higher peak control effort for the spectral optimization than for the H2
optimization. Finally, the plot of the closed-loop eigenvalues in Figure 9 does not
shed much light on the effectiveness of the optimization techniques, as all methods
achieve similar worst-case damping ratios and damping asymptotes. We conclude
that the spectrum itself is not very insightful, which points toward the need to
investigate other meaningful metrics as discussed above in Section 3.

6 Summary and Conclusions

In this chapter we presented performance metrics for low-inertia power systems
and studied the optimal placement and tuning of control devices providing virtual
inertia and damping subject to power constraints. We introduced two different
algorithms that formalized this control problem: the first algorithm was based on
the control-system notion of an H2 system gain characterizing the amplification
of a disturbance, whereas the second algorithm targeted spectral and time-domain
performance indices that are of immediate concern to system operators. For both
optimization criteria, we presented iterative and gradient-based strategies leading
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Fig. 7 Time-domain plots for frequency variation at different generator nodes post a step fault at
load bus labeled 4
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Fig. 8 Time-domain plots for control input at node 4 post a step fault at load bus labeled 4

-11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0
Real Axis

-20

-10

0

10

20

Im
ag

in
ar

y 
A

xi
s

original spectral H2

Fig. 9 Spectrum of the system matrices for the original, H2, and the spectral optimized algorithms

to locally optimal controllers. Finally, we compared the performance of the two
approaches for a three-area power system test case.

Our results revealed at first glance only subtle differences, as both algorithms led
to a fairly similar allocation of inertia and damping (see Figures 5 and 6), nearly
identical transient frequency performance (see Figure 7), and almost perfectly
identical damping ratios and damping asymptotes (see Figure 9), and likewise
most performance indices were in the same range (see Tables 1 and 2). However,
Table 2 and Figure 8 revealed one important distinction: namely, for obtaining
a similar performance, the spectral optimization roughly expends four times the
effort of what is required by the H2 optimization. This is due to the fact that the
H2-optimal algorithm explicitly penalizes the control effort, whereas the spectral
algorithm targets only frequency performance. Thus, as an immediate conclusion,
we recommend that the spectral algorithm presented in Section 4.2 needs to be
extended to explicitly penalize or limit the effort expended by the virtual inertia and
damping control devices. Finally, it would also be interesting to investigate other
performance indices, derive constructive optimization algorithms, and contrast their
performance.
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A Hierarchy of Models for
Inverter-Based Microgrids

Olaoluwapo Ajala, Alejandro D. Domínguez-García, and Peter W. Sauer

Abstract This chapter develops a timescale-based hierarchy of microgrid models
that can be utilized in analysis and control design tasks. The focus is on microgrids
with distributed generation interfaced via grid-forming inverters. The process of
developing the model hierarchy involves two key stages: (1) the formulation of a
microgrid high-order model using circuit and control laws, and (2) the systematic
reduction of this high-order model to several reduced-order models using singular
perturbation techniques. The timescale-based hierarchy of models is comprised of
the aforementioned microgrid high-order model (μHOm), along with three reduced-
order models: microgrid reduced-order model 1 (μROm1), microgrid reduced-order
model 2 (μROm2), and microgrid reduced-order model 3 (μROm3). A numerical
validation of all the models is also presented.

1 Introduction

A microgrid may be defined as a collection of loads and distributed energy resources
(DERs), interconnected via an electrical network with a small physical footprint,
which is capable of operating in (1) grid-connected mode, as part of a large power
system; or (2) islanded mode, as an autonomous power system. The DERs that
constitute a microgrid are often interfaced to the electrical network via a grid-
feeding inverter, where the output real and reactive powers are controlled to track a
given reference, or via a grid-forming inverter, where the output voltage magnitude
and frequency are controlled to track a given reference.

As the popularity and adoption of the microgrid concept in electricity systems
increases, it becomes necessary to develop comprehensive mathematical models.
Models are tools that control engineers, scientists, mathematicians, and other
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nonexperts in the field of microgrids, require for the different analysis and control
design tasks necessary for development of innovative microgrid technologies. For
example, to design and test microgrid frequency controllers, models that capture
phenomena in the same timescale as the frequency, while neglecting phenomena
in faster timescales, are required. Otherwise, the design of such a controller could
prove difficult. Accurate mathematical models may be developed for inverter-
based microgrids by utilizing concepts from circuit and control theory. However,
the resulting models are often highly complex and too detailed for the particular
application. It therefore becomes necessary to simplify these models to less detailed
ones which, though less accurate, can represent the phenomena relevant to the
application of interest.

The main contribution of this chapter is the development of a timescale-based
hierarchy of models for inverter-based microgrids. Specifically, the focus is on
microgrids with grid-forming inverter-interfaced power supplies interconnected to
loads through an electrical network. Using Kirchhoff’s laws and the inverter control
laws, a microgrid high-order model (μHOm) is developed. Afterward three reduced-
order models (microgrid reduced-order model 1 (μROm1), microgrid reduced-order
model 2 (μROm2), and microgrid reduced-order model 3 (μROm3)) are formulated
from the μHOm using singular perturbation techniques for model order reduction—
the Kuramoto-type model developed in [5] can be derived from μROm3. The
time resolution, or timescale, for which the reduced-order models are valid is also
identified, and all four models are explicitly presented, with the small parameters
used for singular perturbation analysis identified. Finally, a comparison of the model
responses, for a given test case, is presented.

The development of high-order and reduced-order models for inverter-based
microgrids has received significant attention in the literature recently. More specifi-
cally, Pogaku et al. [10] present a high-order model for grid-forming inverter-based
microgrids but exclude a discussion on model order reduction. Anand and Fernandes
[2] and Rasheduzzaman et al. [11] present reduced-order models for microgrids,
but the models are obtained using small-signal analysis, which is only valid within
certain operating regions. Kodra et al. [6] discuss the model order reduction of
an islanded microgrid using singular perturbation analysis. However, the electrical
network dynamics are not included in the high-order model presented, and a
simple linear model, which does not fully capture the dynamics of the islanded
microgrid, is used for the singular perturbation analysis. Dörfler and Bullo [5]
present a Kuramoto-type model for a grid-forming inverter developed using singular
perturbation analysis. The electrical network is considered in the analysis and
sufficient conditions for which the reduced-order Kuramoto-type model is valid
are presented. However, the analysis is not as detailed as that presented in this
chapter. More specifically, the timescale resolution associated with the Kuramoto-
type is not discussed, the analysis is performed for a lossless electrical network,
and the high-order model, on which singular perturbation analysis is performed, is
not rigorously developed. Schiffer et al. [13] develop a detailed high-order model
for grid-forming inverter-based microgrids. Singular perturbation analysis is then
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employed to perform timescale separation and model order reduction, as done in
this chapter with underlying assumptions stated. However, though the authors claim
that the model order reduction can be performed, the small parameters used for
singular perturbation analysis are not explicitly identified, and details of the singular
perturbation analysis are not presented. Also, the time resolution associated with
the reduced-order model developed is not identified. Luo and Dhople [9] present
three models for a grid-forming inverter-based microgrid, which are obtained by
performing successive model reduction steps on a high-order model, using singular
perturbation analysis. However, the singular perturbation analysis is presented in
a much less detailed form than that in this chapter, the timescales associated with
each reduced model are not identified, and the high-order model from which all
other models are derived is not explicitly stated with all the small parameters used
for singular perturbation analysis identified.

The remainder of this chapter is organized as follows. In Section 2, the relevant
concepts, to be used in later developments, are introduced. In Section 3, the
microgrid high-order model (μHOm) is developed. In Sections 4–6, by using
singular perturbation techniques, we obtain three reduced-order models that we
refer to as μROm1, μROm2, and μROm3, respectively. Finally, in Section 7, the
time resolutions of μROm1, μROm2, and μROm3 are identified, and a comparison
between the models responses, for a given test case, is presented.

2 Preliminaries

In this section, we first introduce the qd0 transformation of three-phase variables
to arbitrary and synchronous reference frames. Next, we introduce graph-theoretic
notions used in later developments to develop the network model. Finally, a primer
on singular perturbation analysis for timescale modeling and model order reduction
is presented.

2.1 The qd0 Transformation

Let α(t) denote the angular position of a reference frame rotating at an arbitrary

angular velocity, ω(t), and let fqd0[α(t)](t) = [
fq[α(t)](t) fd[α(t)](t) f0[α(t)](t)

]T

denote the qd0 transform of a vector of three-phase variables, fabc(t) =[
fa(t) fb(t) fc(t)

]T
, to the reference frame. The general form of the non-power-

invariant qd0 transformation is given by

fqd0[α(t)](t) = K1(α(t))fabc(t), (1)
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where

K1(α(t)) = 2

3

⎡
⎣

cos(α(t)) cos(α(t)− 2π
3 ) cos(α(t)+ 2π

3 )

sin(α(t)) sin(α(t)− 2π
3 ) sin(α(t)+ 2π

3 )
1
2

1
2

1
2

⎤
⎦ ,

α(t) =
∫ t

0
ω(τ) dτ + α(0).

The qd0 reference frame in Eq. 1 is referred to as the arbitrary reference frame,
but when α(t) = ω0t , where ω0 denotes the synchronous frequency, it is referred to
as the synchronously rotating reference frame [8].

Assume that fa(t), fb(t), and fc(t) are a balanced three-phase set. Let−→
f qd0[ω0t](t) and

−→
f qd0[α(t)](t) denote the complex representation of fabc(t) in

the synchronously rotating reference frame and the arbitrary reference frame,
respectively. Then, by using Eq. 1, we have that for

−→
f qd0[·](t) := fq[·](t)− jfd[·](t), (2)

where j denotes the complex variable, i.e., j = √−1,

−→
f qd0[α(t)](t) = −→

f qd0[ω0t](t) exp(−jδ(t)), (3)

with

δ(t) := α(t)− ω0t.

[Note that because of the balanced assumption on fa(t), fb(t), and fc(t),
f0[α(t)](t) = 0.]

Let f̂qd0[α(t)](t)=
[
fq[α(t)](t) fd[α(t)](t)

]T
, and f̂qd0[ω0t](t)=

[
fq[ω0t](t) fd[ω0t](t)

]T
;

then from Eq. 2–Eq. 3, it follows that:

f̂qd0[α(t)](t) = K2(δ(t))f̂qd0[ω0t](t), (4)

with

K2(δ(t)) =
[

cos(δ(t)) − sin(δ(t))
sin(δ(t)) cos(δ(t))

]
,

and the evolution of δ(t) is governed by

dδ(t)

dt
= ω(t)− ω0. (5)
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2.2 Graph-Theoretic Network Model

The topology of the microgrid electrical network can be described by a connected
undirected graph, G = (V ,E ), with V denoting the set of buses in the network, so
that V := {1, 2, . . . , |V |}, and E ⊂ V × V , so that {j, k} ∈ E if buses j and k

are electrically connected. Choose an arbitrary orientation for each of the elements
in E ; then we can define an incidence matrix, M = [mie] ∈ R

n×|E |, associated with
this orientation as follows:

mie = 1 if edge e is directed away from node i,

mie = −1 if edge e is directed into node i,

mie = 0 if edge e is not incident on node i.

Connected to some buses, we assume that there is an inverter-interfaced source, the
dynamics of which are described in Section 3.1; and at each bus, we assume there
is another element, the dynamics of which are described by a generic dynamical
model satisfying some properties, as described in Section 3.3.

Let VI ⊆ V denote the set of buses with an inverter-interfaced source. For
j = 1, 2, . . . , |VI |, let sj be used to identify parameters or variables associated
with the inverter-interfaced source connected to bus j . As a result, we can represent
the resistance, inductance, and current injection of the source as R(sj ), L(sj ), and
I (sj )(t), respectively.

For j = 1, 2, . . . , |V |, let lj be used to identify parameters or variables
associated with an element connected to bus j . As a result, we can represent the
resistance, inductance, and current injection of the element as R(lj ), L(lj ), and
I (lj )(t), respectively.

For m = 1, 2, . . . , |E |, let em := {j, k}, {j, k} ∈ E . As a result, we can represent
the resistance, inductance, and current across a line extending from bus j to bus k

as R(em), L(em), and I (em)(t), respectively.

2.3 A Primer on Singular Perturbation Analysis

Definition 1 (Big O notation) Consider a function f (ε), defined on some subset
of the real numbers. We write f (ε) = O

(
εk
)

if and only if there exists a positive
real number C, such that

|f (ε)| ≤ Cεk, as ε → 0.

The material in this section follows closely from the developments in ([7],
pp. 1–12) and ([4], pp. 7–11). Consider the following two-timescale dynamical
model:



312 O. Ajala et al.

ẋ(t) = f (x(t), z(t),w(t), ε) , x(0) = x0,

εż(t) = g (x(t), z(t),w(t), ε) , z(0) = z0,

0 = h (x(t), z(t),w(t), ε) , w(0) = w0,

(6)

with slow and fast timescales, t and τ , respectively, where τ = t
ε
, f (·, ·, ·, ε) =

O(1), g (·, ·, ·, ε) = O(1), and h (·, ·, ·, ε) = O(1).

Assumption 2.1 Let the bar (¯) and tilde (˜) notations be used to describe the slow
t-scale and fast τ -scale variables, respectively. x, z, and w can be decoupled to

x(t) = x̄(t)+ x̃(τ ),

z(t) = z̄(t)+ z̃(τ ),

w(t) = w̄(t)+ w̃(τ ),

where

x̄(t) = x̄0(t)+ εx̄1(t)+ ε2x̄2(t)+ · · · ,
x̃(τ ) = x̃0(τ )+ εx̃1(τ )+ ε2x̃2(τ )+ · · · ,
z̄(t) = z̄0(t)+ εz̄1(t)+ ε2z̄2(t)+ · · · ,
z̃(τ ) = z̃0(τ )+ εz̃1(τ )+ ε2z̃2(τ )+ · · · ,
w̄(t) = w̄0(t)+ εw̄1(t)+ ε2w̄2(t)+ · · · ,
w̃(τ ) = w̃0(τ )+ εw̃1(τ )+ ε2w̃2(τ )+ · · · .

The dynamical model in Eq. 6 may be rewritten in terms of t and τ as

˙̄x(t)+ 1

ε

dx̃(τ )
dτ

= f
(
x̄(t)+ x̃(τ ), z̄(t)+ z̃(τ ), w̄(t)+ w̃(τ ), ε

)
,

ε ˙̄z(t)+ d z̃(τ )
dτ

= g
(
x̄(t)+ x̃(τ ), z̄(t)+ z̃(τ ), w̄(t)+ w̃(τ ), ε

)
,

0 = h
(
x̄(t)+ x̃(τ ), z̄(t)+ z̃(τ ), w̄(t)+ w̃(τ ), ε

)
,

and by setting ε = 0, it follows that

dx̃0(τ )

dτ
= 0,

˙̄x0(t) = f
(
x̄0(t)+ x̃0(∞), z̄0(t)+ z̃0(∞), w̄0(t)+ w̃0(∞), 0

)
,

d z̃0(τ )

dτ
= g

(
x̄0(0)+ x̃0(τ ), z̄0(0)+ z̃0(τ ), w̄0(0)+ w̃0(τ ), 0

)
,
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and

0 = h
(
x̄0(0)+ x̃0(τ ), z̄0(0)+ z̃0(τ ), w̄0(0)+ w̃0(τ ), 0

)
,

0 = h
(
x̄0(t)+ x̃0(∞), z̄0(t)+ z̃0(∞), w̄0(t)+ w̃0(∞), 0

)
.

(7)

Assumption 2.2 Equation 7 has distinct real roots, one of which is

w̄0(0)+ w̃0(τ ) = ν
(
x̄0(0)+ x̃0(τ ), z̄0(0)+ z̃0(τ )

)
,

w̄0(t)+ w̃0(∞) = ν
(
x̄0(t)+ x̃0(∞), z̄0(t)+ z̃0(∞)

)
.

Choosing initial conditions x̃0(0) = 0 and x̄0(0) = x0, let z̄0(t) = ζ (x̄0(t)) be a
root of

0 = g (x̄0(t), z̄0(t), ν (x̄0(t), z̄0(t)) , 0) . (8)

As a result, the two-timescale dynamical model in Eq. 6 may be expressed in the
approximate form

˙̄x0(t) = f (x̄0(t), ζ(x̄0(t)), ν (x̄0(t), ζ(x̄0(t))) , 0) , (9)

and

d z̃0(τ )

dτ
= g

(
x0, ζ(x0)+ z̃0(τ ), ν(x0, ζ(x0)+ z̃0(τ )), 0

)
, (10)

where x̄0(0) = x0 and z̃0(0) = z0 − ζ(x0) .

Assumption 2.3 The equilibrium z̃0(τ ) = 0 of Eq. 10 is asymptotically stable in
x0, and z̃0(0) belongs to its domain of attraction.

Assumption 2.4 The eigenvalues of ∂g
∂z (the Jacobian of Eq. 8) evaluated, for

ε = 0, along x̄0(t), z̄0(t), have real parts smaller than a fixed negative number.

Theorem 1 (Tikhonov’s theorem) Let f and g in Eq. 6 be sufficiently many times
continuously differentiable functions of their arguments, and let the root z̄0(t) =
ζ (x̄0(t)) of Eq. 8 be distinct and real, in the domain of interest (it follows from the
implicit function theorem that the Jacobian of Eq. 8 must be invertible). Then, if
assumptions 2.1, 2.2, 2.3, and 2.4 are satisfied, Eq. 6 can be approximated by Eq. 9
and Eq. 10, where

x(t) = x̄0(t)+ O(ε),

z(t) = ζ(x̄0(t))+ z̃0(τ )+ O(ε),

w(t) = ν
(
x̄0(t), ζ(x̄0(t))+ z̃0(τ )

)+ O(ε),



314 O. Ajala et al.

and there exists t0 > 0 such that

z(t) = ζ(x̄0(t))+ O(ε),

w(t) = ν (x̄0(t), ζ(x̄0(t)))+ O(ε),

for all t > t0.

In this work, we refer to the approximate slow component in Eq. 9 as the
reduced-order model.

Definition 2 (Time resolution) The time resolution of the reduced-order model in
Eq. 9 is the time it takes the approximate fast component in Eq. 10 to reach the
equilibrium z̃0(τ ) = 0 from an initial state z̃0(0) = z0 − ζ(x0).

3 Microgrid High-Order Model (μHOm)

In this section, basic circuit laws are used in conjunction with notions introduced
in Section 2 to develop a high-order model for a grid-forming inverter-based AC
microgrid operating in islanded mode. First, a model is developed for an inverter-
interfaced source, which comprises a battery, a three-phase inverter, an LCL

filter, and a voltage magnitude controller model. Next, a three-phase model for
the electrical network is developed, along with a generic model for an element
(typically a load) connected between each bus and the ground. The microgrid high-
order model (μHOm) is developed by combining the inverter-interfaced source
model, the network model, and the generic element model. In this work, the models
developed are expressed using the per-unit representation to ease analysis in later
developments.

3.1 Inverter-Interfaced Source Model

The structure of the inverter-interfaced source adopted in this work is comprised of a
three-phase inverter coupled with a battery, an LCL filter, and a voltage magnitude
controller. An averaged model, as opposed to a switched model, is used to describe
the three-phase inverter dynamics (see [14], pp. 27–38, for more details).

For the inverter connected to bus j of the microgrid network, let V
(sj )

DC denote

the DC voltage at the inverter input. Let U(sj )(t), E(sj )(t), Ê(sj )(t), and V (sj )(t)

denote the pulse-width modulation (PWM) output voltage of the inverter, the
internal voltage of the inverter, the LCL filter capacitor voltage, and the voltage
at bus j , in per-unit representation, respectively. Let '(sj )(t) and I (sj )(t) denote
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the inverter output current and the filtered inverter output current, in per-unit rep-
resentation, respectively; let &(sj )(t) and 2(sj )(t) denote the state variables for the
voltage and current proportional-integral (PI) controllers, in per-unit representation,

respectively; let E
(sj )
r (t) denote the voltage magnitude controller reference, in per-

unit representation; and let E
(sj )
r (t) = E

(sj )
rq (t) − jE

(sj )

rd (t), where E
(sj )

rd (t) = 0;

let '
(sj )
r (t) denote the current controller reference, in per-unit representation; let

'
(sj )
r (t) = '

(sj )
rq (t)− jξ

(sj )

rd (t); and let P
(sj )

f (t) and Q
(sj )

f (t) denote the filtered real
and reactive power measurements, respectively. Then, using the qd0 transformation
discussed in Section 2, the dynamics of the inverter-interfaced source connected to
bus j of the microgrid electrical network can be described by

D
(sj )
ω

dδ(sj )(t)

dt
= P

(sj )
r − P

(sj )

f (t),

1

ω
(sj )
c

dQ
(sj )

f (t)

dt
=−Q

(sj )

f (t)+ E
(sj )

q[ω0t](t)I
(sj )

d[ω0t](t)− E
(sj )

d[ω0t](t)I
(sj )

q[ω0t](t),

1

ω
(sj )
c

dP
(sj )

f (t)

dt
=− P

(sj )

f (t)+ E
(sj )

q[ω0t](t)I
(sj )

q[ω0t](t)+ E
(sj )

d[ω0t](t)I
(sj )

d[ω0t](t),

L(sj )

ω0

dI
(sj )

q[ω0t](t)
dt

=− R(sj )I
(sj )

q[ω0t](t)− L(sj )I
(sj )

d[ω0t](t)+ E
(sj )

q[ω0t](t)− V
(lj )

q[ω0t](t),

L(sj )

ω0

dI
(sj )

d[ω0t](t)
dt

= L(sj )I
(sj )

q[ω0t](t)− R(sj )I
(sj )

d[ω0t](t)+ E
(sj )

d[ω0t](t)− V
(lj )

d[ω0t](t),

1

ω0

d&
(sj )

q[α(j)(t)](t)
dt

=− Ê
(sj )

q[ω0t](t) cos(δ(sj )(t))+ Ê
(sj )

d[ω0t](t) sin(δ(sj )(t))− R̂
(sj )

0 '
(sj )

q[α(j)(t)](t)

+ R̂
(sj )

0 I
(sj )

q[ω0t](t) cos(δ(sj )(t))− R̂
(sj )

0 I
(sj )

d[ω0t](t) sin(δ(sj )(t))

− 1

D
(sj )

E

Q
(sj )

f (t)+ E
(sj )

0 + 1

D
(sj )

E

Q
(sj )
r ,

1

ω0

d&
(sj )

d[α(j)(t)](t)
dt

=− Ê
(sj )

q[ω0t](t) sin(δ(sj )(t))− Ê
(sj )

d[ω0t](t) cos(δ(sj )(t))− R̂
(sj )

0 '
(sj )

d[α(j)(t)](t)

+ R̂
(sj )

0 I
(sj )

q[ω0t](t) sin(δ(sj )(t))+ R̂
(sj )

0 I
(sj )

d[ω0t](t) cos(δ(sj )(t)),

C(sj )

ω0

dÊ
(sj )

q[ω0t](t)
dt

=− I
(sj )

q[ω0t](t)− C(sj )Ê
(sj )

d[ω0t](t)+'
(sj )

q[α(j)(t)](t) cos(δ(sj )(t))

+'
(sj )

d[α(j)(t)](t) sin(δ(sj )(t)),

(continued)
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C(sj )

ω0

dÊ
(sj )

d[ω0t](t)
dt

=− I
(sj )

d[ω0t](t)+ C(sj )Ê
(sj )

q[ω0t](t)−'
(sj )

q[α(j)(t)](t) sin(δ(sj )(t))

+'
(sj )

d[α(j)(t)](t) cos(δ(sj )(t)),

L
(sj )

0

ω0

d'
(sj )

q[α(j)(t)](t)
dt

= K
(sj )

Pγ

⎛
⎝1 + V

(sj )

DC K
(sj )

Pφ R̂
(sj )

0

2

⎞
⎠ I

(sj )

q[ω0t](t) cos(δ(sj )(t))

−K
(sj )

Pγ

⎛
⎝1 + V

(sj )

DC K
(sj )

Pφ R̂
(sj )

0

2

⎞
⎠ I

(sj )

d[ω0t](t) sin(δ(sj )(t))

−
⎛
⎝R

(sj )

0 + V
(sj )

DC K
(sj )

Pγ

2

(
1 +K

(sj )

Pφ R̂
(sj )

0

)
⎞
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(sj )

q[α(j)(t)](t)

− V
(sj )

DC K
(sj )

Pγ K
(sj )

Pφ

2
Ê

(sj )

q[ω0t](t) cos(δ(sj )(t))+ V
(sj )

DC K
(sj )

Iγ

2
2
(sj )

q[α(j)(t)]

+ V
(sj )

DC K
(sj )

Pγ K
(sj )

Pφ

2
Ê

(sj )

d[ω0t](t) sin(δ(sj )(t))+ V
(sj )

DC K
(sj )

Pγ K
(sj )

Pφ

2
E

(sj )

0

+ V
(sj )

DC K
(sj )

Pγ K
(sj )

Iφ

2
&

(sj )

q[α(j)(t)](t)+
V

(sj )

DC K
(sj )

Pγ K
(sj )

Pφ

2D
(sj )

E
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(sj )
r

− V
(sj )

DC K
(sj )

Pγ K
(sj )

Pφ

2D
(sj )

E

Q
(sj )

f (t)+K
(sj )
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(sj )

q[ω0t](t) sin(δ(sj )(t))

+ K
(sj )

Pγ C(sj )

D
(sj )
ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

q[ω0t](t) sin(δ(sj )(t))

+K
(sj )

Pγ C(sj )Ê
(sj )

d[ω0t](t) cos(δ(sj )(t))

+ K
(sj )
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D
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ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

d[ω0t](t) cos(δ(sj )(t)),

L
(sj )

0

ω0

d'
(sj )

d[α(j)(t)](t)
dt

= K
(sj )

Pγ

⎛
⎝1 + V

(sj )

DC K
(sj )

Pφ R̂
(sj )

0

2

⎞
⎠ I

(sj )

q[ω0t](t) sin(δ(sj )(t))

+K
(sj )

Pγ

⎛
⎝1 + V

(sj )

DC K
(sj )

Pφ R̂
(sj )

0

2

⎞
⎠ I

(sj )

d[ω0t](t) cos(δ(sj )(t))

−
⎛
⎝R

(sj )

0 + V
(sj )

DC K
(sj )

Pγ

2

(
1 +K

(sj )

Pφ R̂
(sj )

0

)
⎞
⎠'

(sj )

d[α(j)(t)](t)

(continued)
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− V
(sj )

DC K
(sj )

Pγ K
(sj )

Pφ

2
Ê

(sj )

q[ω0t](t) sin(δ(sj )(t))+ V
(sj )

DC K
(sj )

Iγ

2
2
(sj )

d[α(j)(t)]

− V
(sj )

DC K
(sj )

Pγ K
(sj )

Pφ

2
Ê

(sj )

d[ω0t](t) cos(δ(sj )(t))

− K
(sj )

Pγ C(sj )

D
(sj )
ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

q[ω0t](t) cos(δ(sj )(t))

+ K
(sj )

Pγ C(sj )

D
(sj )
ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

d[ω0t](t) sin(δ(sj )(t))

−K
(sj )

Pγ C(sj )Ê
(sj )

q[ω0t](t) cos(δ(sj )(t))

+K
(sj )

Pγ C(sj )Ê
(sj )

d[ω0t](t) sin(δ(sj )(t))

+ V
(sj )

DC K
(sj )

Pγ K
(sj )

Iφ

2
&

(sj )

d[α(j)(t)](t),

1

ω0

d2
(sj )

q[α(j)(t)](t)
dt

=
(

2

V
(sj )

DC

+K
(sj )

Pφ R̂
(sj )

0

)
I
(sj )

q[ω0t](t) cos(δ(sj )(t))

−
(

2

V
(sj )

DC

+K
(sj )

Pφ R̂
(sj )

0

)
I
(sj )

d[ω0t](t) sin(δ(sj )(t))+K
(sj )

Pφ E
(sj )

0

−K
(sj )

Pφ Ê
(sj )

q[ω0t](t) cos(δ(sj )(t))+K
(sj )

Pφ Ê
(sj )

d[ω0t](t) sin(δ(sj )(t))

−
(

1 +K
(sj )

Pφ R̂
(sj )

0

)
'

(sj )

q[α(j)(t)](t)+
K

(sj )

Pφ

D
(sj )

E

(
Q

(sj )
r −Q

(sj )

f (t)
)

+ 2C(sj )

V
(sj )

DC

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

q[ω0t](t) sin(δ(sj )(t))

+ 2C(sj )

V
(sj )

DC D
(sj )
ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

q[ω0t](t) sin(δ(sj )(t))

+ 2C(sj )

V
(sj )

DC

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

q[ω0t](t) sin(δ(sj )(t))

+ 2C(sj )

V
(sj )

DC D
(sj )
ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

d[ω0t](t) cos(δ(sj )(t))

+K
(sj )

Iφ &
(sj )

q[α(j)(t)](t),

(continued)
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1

ω0

d2
(sj )

d[α(j)(t)](t)
dt

=
(

2

V
(sj )

DC

+K
(sj )

Pφ R̂
(sj )

0

)
I
(sj )

q[ω0t](t) sin(δ(sj )(t))

+
(

2

V
(sj )

DC

+K
(sj )

Pφ R̂
(sj )

0

)
I
(sj )

d[ω0t](t) cos(δ(sj )(t))

−K
(sj )

Pφ Ê
(sj )

q[ω0t](t) sin(δ(sj )(t))−K
(sj )

Pφ Ê
(sj )

d[ω0t](t) cos(δ(sj )(t))

−
(

1 +K
(sj )

Pφ R̂
(sj )

0

)
'

(sj )

d[α(j)(t)](t)+K
(sj )

Iφ &
(sj )

d[α(j)(t)](t)

− 2C(sj )

V
(sj )

DC

Ê
(sj )

q[ω0t](t) cos(δ(sj )(t))+ 2C(sj )

V
(sj )

DC

Ê
(sj )

d[ω0t](t) sin(δ(sj )(t))

− 2C(sj )

V
(sj )

DC D
(sj )
ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

q[ω0t](t) cos(δ(sj )(t))

+ 2C(sj )

V
(sj )

DC D
(sj )
ω ω0

(
P

(sj )
r − P

(sj )

f (t)
)
Ê

(sj )

d[ω0t](t) sin(δ(sj )(t)),

E
(sj )

q[ω0t](t) =− R̂
(sj )

0 I
(sj )

q[ω0t](t)+ R̂
(sj )

0 '
(sj )

q[α(j)(t)](t) cos(δ(sj )(t))

+ R̂
(sj )

0 '
(sj )

d[α(j)(t)](t) sin(δ(sj )(t))+ Ê
(sj )

q[ω0t](t),

E
(sj )

d[ω0t](t) =− R̂
(sj )

0 I
(sj )

d[ω0t](t)− R̂
(sj )

0 '
(sj )

q[α(j)(t)](t) sin(δ(sj )(t))

+ R̂
(sj )

0 '
(sj )

d[α(j)(t)](t) cos(δ(sj )(t))+ Ê
(sj )

d[ω0t](t),

where L
(sj )

0 , L(sj ), and C(sj ) denote the inductances and capacitance of the LCL

filter, in per-unit representation, respectively; R
(sj )

0 , R̂
(sj )

0 , and R(sj ) denote the

inverter and filter resistances, in per-unit representation, respectively; K
(sj )

Pφ and

K
(sj )

Pγ denote the proportional controller gains for the voltage and current controllers,

in per-unit representation, respectively; K
(sj )

Iφ and K
(sj )

Iγ denote the corresponding

integral controller gains; D
(sj )

E and D
(sj )
ω denote the voltage and frequency droop

coefficients, respectively; E
(sj )

0 denotes the voltage droop law constant; ω
(sj )
c

denotes the filter cut-off frequency; P
(sj )
r ; and Q

(sj )
r denote real and reactive power

set points, respectively. See [1], pp. 10–13 for details of this result.

3.2 Network Model

Assumption 3.1 All lines connecting the network buses can be represented using
the short transmission line model [3].



A Hierarchy of Models for Inverter-Based Microgrids 319

Let V
(lj )

q[ω0t](t)− jV
(lj )

d[ω0t](t) denote the per-unit voltage at bus j , and let R(em), L(em),

and I
(em)
q[ω0t](t) − jI (em)d[ω0t](t) denote the per-unit resistance, inductance, and current

across line (j, k), respectively, as introduced in Section 2.2. Then, the voltage across
a line connecting bus j and bus k of the network can be described by

V
(lj )

q[ω0t](t)− V
(lk)
q[ω0t](t) =

L(em)

ω0

dI
(em)
q[ω0t](t)
dt

+ R(em)I
(em)
q[ω0t](t)+ L(em)I

(em)
d[ω0t](t),

V
(lj )

d[ω0t](t)− V
(lk)
d[ω0t](t) =

L(em)

ω0

dI
(em)
d[ω0t](t)
dt

+ R(em)I
(em)
d[ω0t](t)− L(em)I

(em)
q[ω0t](t).

Let

V(V )
q[ω0t](t) =

[
V

(l1)
q[ω0t](t) V

(l2)
q[ω0t](t) · · · V

(l|V |)
q[ω0t](t)

]T
,

V(V )
d[ω0t](t) =

[
V

(l1)
d[ω0t](t) V

(l2)
d[ω0t](t) · · · V

(l|V |)
d[ω0t](t)

]T
,

I(E )
q[ω0t](t) =

[
I
(e1)
q[ω0t](t) I

(e2)
q[ω0t](t) · · · I

(e|E |)
q[ω0t](t)

]T
,

I(E )
d[ω0t](t) =

[
I
(e1)
d[ω0t](t) I

(e2)
d[ω0t](t) · · · I

(e|E |)
d[ω0t](t)

]T
.

Then the network dynamics are described by

1

ω0
L(E )

dI(E )
q[ω0t](t)
dt

=− R(E )I(E )
q[ω0t](t)− L(E )I(E )

d[ω0t](t)+ MTV(V )
q[ω0t](t),

1

ω0
L(E )

dI(E )
d[ω0t](t)
dt

=− R(E )I(E )
d[ω0t](t)+ L(E )I(E )

q[ω0t](t)+ MTV(V )
d[ω0t](t),

(11)

with

R(E ) = diag
(
R(e1), R(e2), · · · , R(e|E |)

)
,

L(E ) = diag
(
L(e1), L(e2), · · · , L(e|E |)

)
,

where diag
(
d(1), d(2), · · · , d(n)) is a diagonal matrix with diagonal entries

d(1), d(2), . . . , d(n); and M denotes the network incidence matrix as defined in
Section 2.
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3.3 Generic Element Model

Let V
(lj )

q[ω0t](t)− jV
(lj )

d[ω0t](t) denote the per-unit voltage at bus j , and let I
(lj )

q[ω0t](t)−
jI

(lj )

d[ω0t](t) denote the per-unit current injection by an element (typically a load) at
bus j . The dynamics can be described by a generic nonlinear system of differential
equations which we assume to be of the form

μ
(lj )

V V̇
(lj )

q[ω0t](t) = qV
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

μ
(lj )

V V̇
(lj )

d[ω0t](t) = dV
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

μ
(lj )

I İ
(lj )

q[ω0t](t) = qI
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

μ
(lj )

I İ
(lj )

d[ω0t](t) = dI
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

(12)

where μ
(lj )

V and μ
(lj )

I represent time constants of the generic element at bus j ; and
qV

(·, ·, ·, ·), dV
(·, ·, ·, ·), qI

(·, ·, ·, ·), and dI
(·, ·, ·, ·) are nonlinear functions of its

state variables.

4 Microgrid Reduced-Order Model 1 (μROm1)

In this section, the singular perturbation techniques discussed in Section 2.3 are used
to reduce the order (state-space dimension) of the μHOm to obtain μROm1.

Assumption 4.1 For ε1 = 1×10−5, the dynamic properties of the μHOm are such
that at each bus j :

x1(t) =
[
δ(sj )(t) Q

(sj )

f (t) P
(sj )

f (t) I
(sj )

q[ω0t](t) I
(sj )

d[ω0t](t) Φ
(sj )

q[α(j)(t)](t) Φ
(j)

d[α(sj )(t)](t)

I(E )
q[ω0t](t) I(E )

d[ω0t](t) I
(lj )

q[ω0t](t) I
(lj )

d[ω0t](t) V
(lj )

q[ω0t](t) V
(lj )

d[ω0t](t)
]T

,

z1(t) =
[
Γ

(sj )

q[α(j)(t)](t) Γ
(sj )

d[α(j)(t)](t) Ξ
(sj )

q[α(j)(t)](t) Ξ
(sj )

d[α(j)(t)](t) Ê
(sj )

q[ω0t](t) Ê
(sj )

d[ω0t](t)
]T

,

and w1(t) =
[
E

(sj )

q[ω0t](t) E
(sj )

d[ω0t](t)
]T

, the dynamics of z1(t) are faster than those of

x1(t), and the μHOm can be expressed compactly as follows:

ẋ1(t) = f1 (x1(t), z1(t),w1(t), ε1) ,

ε1ż1(t) = g1 (x1(t), z1(t),w1(t), ε1) ,

0 = h1 (x1(t), z1(t),w1(t), ε1) .

(13)
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Assumption 4.2 Equation 13 satisfies the conditions for Tikhonov’s theorem, as
presented in Section 2.3.

Given Assumptions 4.1–4.2, the μHOm can be reduced to the so-called microgrid
reduced-order model 1 (μROm1).

The explicit ordinary differential equations (ODEs) that constitute μROm1 are
as follows (see [1] pp. 25–28 for a detailed derivation of this result):

D
(sj )
ω

dδ(sj )(t)

dt
= P

(sj )
r − P

(sj )

f (t),

1

ω
(sj )
c

dQ
(sj )

f (t)

dt
=−Q

(sj )

f (t)+ E
(sj )

q[ω0t](t)I
(sj )

d[ω0t](t)− E
(sj )

d[ω0t](t)I
(sj )

q[ω0t](t),

1

ω
(sj )
c

dP
(sj )

f (t)

dt
=− P

(sj )

f (t)+ E
(sj )

q[ω0t](t)I
(sj )

q[ω0t](t)+ E
(sj )

d[ω0t](t)I
(sj )

d[ω0t](t),

μ
(lj )

V V̇
(lj )

q[ω0t](t) = qV
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

μ
(lj )

V V̇
(lj )

d[ω0t](t) = dV
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

μ
(lj )

I İ
(lj )

q[ω0t](t) = qI
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

μ
(lj )

I İ
(lj )

d[ω0t](t) = dI
(
V

(lj )

q[ω0t](t), V
(lj )

d[ω0t](t), I
(lj )

q[ω0t](t), I
(lj )

d[ω0t](t)
)
,

1

ω0
L(E )

dI(E )
q[ω0t](t)
dt

=− R(E )I(E )
q[ω0t](t)− L(E )I(E )

d[ω0t](t)+ MTV(V )
q[ω0t](t),

1

ω0
L(E )

dI(E )
d[ω0t](t)
dt

=− R(E )I(E )
d[ω0t](t)+ L(E )I(E )

q[ω0t](t)+ MTV(V )
d[ω0t](t),

L(sj )

ω0

dI
(sj )

q[ω0t](t)
dt

=− R(sj )I
(sj )

q[ω0t](t)− L(sj )I
(sj )

d[ω0t](t)+ E
(sj )

q[ω0t](t)− V
(lj )

q[ω0t](t),

L(sj )

ω0

dI
(sj )

d[ω0t](t)
dt

= L(sj )I
(sj )

q[ω0t](t)− R(sj )I
(sj )

d[ω0t](t)+ E
(sj )

d[ω0t](t)− V
(lj )

d[ω0t](t),

1

ω0

d&
(sj )

q[α(j)(t)](t)
dt

=− K
(sj )

Iφ K
(sj )

Pφ

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 &
(sj )

q[α(j)(t)](t)

+ C(sj )K
(sj )

Iφ

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 &
(sj )

d[α(j)(t)](t)

+
K

(sj )

Pφ

(
I
(sj )

q[ω0t](t) cos(δ(sj )(t))− I
(sj )

d[ω0t](t) sin(δ(sj )(t))
)

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

(continued)



322 O. Ajala et al.

+
C(sj )

2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2
E

(sj )

0

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

+
C(sj )

2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 (
Q

(sj )
r −Q

(sj )

f (t)
)

D
(sj )

E C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +D
(sj )

E

(
K

(sj )

Pφ

)2 ,

1

ω0

d&
(sj )

d[α(j)(t)](t)
dt

=− K
(sj )

Iφ K
(sj )

Pφ

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 &
(sj )

d[α(j)(t)](t)

+ C(sj )K
(sj )

Iφ

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 &
(sj )

q[α(j)(t)](t)

+
K

(sj )

Pφ

(
I
(sj )

q[ω0t](t) sin(δ(sj )(t))+ I
(sj )

d[ω0t](t)cos(δ
(sj )(t))

)

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

−
C(sj )K

(sj )

Pφ

(
E

(sj )

0 + 1

D
(sj )

E

(
Q

(sj )
r −Q

(sj )

f (t)
))

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 ,

where

E
(sj )

q[ω0t](t) =− K
(sj )

Pφ

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 I
(sj )

q[ω0t](t)

+
C(sj )K

(sj )

Iφ

(
&

(sj )

q[α(j)(t)](t) sin(δ(sj )(t))−&
(sj )

d[α(j)(t)](t) cos(δ(sj )(t))
)

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

+
K

(sj )

Iφ K
(sj )

Pφ

(
&

(sj )

q[α(j)(t)](t) cos(δ(sj )(t))+&
(sj )

d[α(j)(t)](t) sin(δ(sj )(t))
)

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

+
E

(sj )

0 C(sj )K
(sj )

Pφ

(
1 +K

(sj )

Pφ R̂
(sj )

0

)
sin(δ(sj )(t))

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

+
C(sj )K

(sj )

Pφ

(
1 +K

(sj )

Pφ R̂
(sj )

0

) (
Q

(sj )
r −Q

(sj )

f (t)
)

sin(δ(sj )(t))

D
(sj )

E C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +D
(sj )

E

(
K

(sj )

Pφ

)2

(continued)
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+

(
K

(sj )

Pφ

)2
cos(δ(sj )(t))

(
E

(sj )

0 + 1

D
(sj )

E

(
Q

(sj )
r −Q

(sj )

f (t)
))

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 ,

E
(sj )

d[ω0t](t) =− K
(sj )

Pφ

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 I
(sj )

d[ω0t](t)

+
C(sj )K

(sj )

Iφ

(
&

(sj )

q[α(j)(t)](t) cos(δ(sj )(t))+&
(sj )

d[α(j)(t)](t) sin(δ(sj )(t))
)

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

−
K

(sj )

Iφ K
(sj )

Pφ

(
&

(sj )

q[α(j)(t)](t) sin(δ(sj )(t))−&
(sj )

d[α(j)(t)](t) cos(δ(sj )(t))
)

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

+
E

(sj )

0 C(sj )K
(sj )

Pφ

(
1 +K

(sj )

Pφ R̂
(sj )

0

)
cos(δ(sj )(t))

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2

+
C(sj )K

(sj )

Pφ

(
1 +K

(sj )

Pφ R̂
(sj )

0

) (
Q

(sj )
r −Q

(sj )

f (t)
)

cos(δ(sj )(t))

D
(sj )

E C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +D
(sj )

E

(
K

(sj )

Pφ

)2

−

(
K

(sj )

Pφ

)2
sin(δ(sj )(t))

(
E

(sj )

0 + 1

D
(sj )

E

(
Q

(sj )
r −Q

(sj )

f (t)
))

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 .

5 Microgrid Reduced-Order Model 2 (μROm2)

In this section, the singular perturbation techniques discussed in Section 2.3 are used
to reduce the order (state-space dimension) of the μHOm to obtain μROm2.

Assumption 5.1 For ε2 = 1×10−3, the dynamic properties of the μHOm are such
that at each bus j :
z2(t) =

[
I
(lj )

q[ω0t](t) I
(lj )

d[ω0t](t) V
(lj )

q[ω0t](t) V
(lj )

d[ω0t](t) I(E )
q[ω0t](t) I(E )

d[ω0t](t) I
(sj )

q[ω0t](t) I
(sj )

d[ω0t](t)

Φ
(sj )

q[α(j)(t)](t) Φ
(sj )

d[α(j)(t)](t) Γ
(sj )

q[α(j)(t)](t) Γ
(sj )

d[α(j)(t)](t) Ξ
(sj )

q[α(j)(t)](t) Ξ
(sj )

d[α(j)(t)](t)

Ê
(sj )

q[ω0t](t) Ê
(sj )

d[ω0t](t)
]T

,
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x2(t) =
[
δ(sj )(t) Q

(sj )

f (t) P
(sj )

f (t)

]T
, and w2(t) =

[
E

(sj )

q[ω0t](t) E
(sj )

d[ω0t](t)
]T

, the

dynamics of z2(t) are faster than those of x2(t), and the μHOm can be expressed
compactly as follows:

ẋ2(t) = f2 (x2(t), z2(t),w2(t), ε2) ,

ε2ż2(t) = g2 (x2(t), z2(t),w2(t), ε2) ,

0 = h2 (x2(t), z2(t),w2(t), ε2) .

(14)

Assumption 5.2 Equation 14 satisfies the conditions for Tikhonov’s theorem, as
presented in Section 2.3.

Given Assumptions 5.1–5.2, the μHOm can be reduced to the so-called microgrid
reduced-order model 2 (μROm2) using the developments in Section 2.3.

Let θ(sj )(t) := arctan

(
−E

(sj )

d[ω0t](t)

E
(sj )

q[ω0 t](t)

)
, and θ(lj )(t) := arctan

(
−V

(lj )

d[ω0 t](t)

V
(lj )

q[ω0 t](t)

)
. Let

β(j) ∈ {0, 1} be a constant such that β(j) = 1 if bus j ∈ VI , and β(j) = 0

otherwise. Also, let
∣∣∣−→V (em)(t)

∣∣∣ =
∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→V (lk)(t)

∣∣∣ , and

at bus j : θ(em)(t) = θ(lj )(t)− θ(lk)(t),

at bus k : θ(em)(t) = θ(lk)(t)− θ(lj )(t).

Assumption 5.3 The generic model in (12) can be reduced to the so-called ZIP
model (see e.g. [12]), given by

V
(lj )

q[ω0t](t)I
(lj )

q[ω0t](t)+V
(lj )

d[ω0t](t)I
(lj )

d[ω0t](t)= −P
(lj )

0 −
∣∣∣−→V (lj )(t)

∣∣∣P (lj )

1 −
∣∣∣−→V (lj )(t)

∣∣∣2 P (lj )

2 ,

V
(lj )

q[ω0t](t)I
(lj )

d[ω0t](t)− V
(lj )

d[ω0t](t)I
(lj )

q[ω0t](t)= −Q
(lj )

0 −
∣∣∣−→V (lj )(t)

∣∣∣Q(lj )

1 −
∣∣∣−→V (lj )(t)

∣∣∣2 Q(lj )

2 ,

where P
(lj )

0 , P
(lj )

1 , P
(lj )

2 , Q
(lj )

0 , Q
(lj )

1 and Q
(lj )

2 denote constants for the element at

bus j , and
∣∣∣−→V (lj )(t)

∣∣∣ denotes the phasor magnitude of V
(lj )

q[ω0t](t)− jV
(lj )

d[ω0t](t).

The explicit ordinary differential equations (ODEs) that constitute μROm2 are
as follows (see [1] pp. 31–36 for a detailed derivation of this result):
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D
(sj )
ω

dθ(sj )(t)

dt
= P

(sj )
r − P

(sj )

f (t),

1

ω
(sj )
c

dQ
(sj )

f (t)

dt
=− B(sj )

∣∣∣−→V (lj )(t)

∣∣∣
2−

∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj ) sin

(
θ(sj )(t)

−θ(lj )(t)
)
−B(sj ) cos

(
θ(sj )(t)−θ(lj )(t)

))
−Q

(sj )

f (t),

1

ω
(sj )
c

dP
(sj )

f (t)

dt
= G(sj )

∣∣∣−→E (sj )(t)

∣∣∣
2−

∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj ) cos

(
θ(sj )(t)

−θ(lj )(t)
)
+B(sj ) sin

(
θ(sj )(t)− θ(lj )(t)

))
− P

(sj )

f (t),

and for E(j) representing the set of edges incident to node j , such that
em ∈ E(j) if and only if the edge em is incident to node j , the power balance
equations at bus j ∈ V are given by

0 = P
(lj )

0 +
∣∣∣−→V (lj )(t)

∣∣∣P (lj )

1 +
∣∣∣−→V (lj )(t)

∣∣∣
2
P

(lj )

2 + β(j)G(sj )
∣∣∣V (lj )(t)

∣∣∣
2

− β(j)
∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj ) cos

(
θ(lj )(t)− θ(sj )(t)

)

+B(sj ) sin
(
θ(lj )(t)− θ(sj )(t)

))
+
∣∣∣−→V (lj )(t)

∣∣∣
2 ∑
em∈E(j)

G(em)

−
∑

em∈E(j)

∣∣∣−→V (em)(t)

∣∣∣
(
G(em) cos

(
θ(em)(t)

)
+ B(em) sin

(
θ(em)(t)

))
,

0 = Q
(lj )

0 +
∣∣∣−→V (lj )(t)

∣∣∣Q(lj )

1 +
∣∣∣−→V (lj )(t)

∣∣∣
2
Q

(lj )

2 − β(j)B(lj )
∣∣∣−→V (lj )(t)

∣∣∣
2

− β(j)
∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj ) sin

(
θ(lj )(t)− θ(sj )(t)

)

−B(sj ) cos
(
θ(lj )(t)− θ(sj )(t)

))
−
∣∣∣−→V (lj )(t)

∣∣∣
2 ∑
em∈E(j)

B(em)

−
∑

em∈E(j)

∣∣∣−→V (em)(t)

∣∣∣
(
G(em) sin

(
θ(em)(t)

)
−B(em) cos

(
θ(em)(t)

))
.

(continued)
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and

∣∣∣−→E (sj )(t)

∣∣∣ =

(
K

(sj )

Pφ

)2
(
E

(sj )

0 + 1

D
(sj )

E

(
Q

(sj )
r −Q

(sj )

f (t)
))

C(sj )
2
(

1 +K
(sj )

Pφ R̂
(sj )

0

)2 +
(
K

(sj )

Pφ

)2 .

where Ĝ(sj ) = R̂
(sj )

0(
R̂
(sj )

0

)2

+
(

1

C
(sj )

)2 , B̂(sj ) = C
(sj )(

C
(sj )R̂

(sj )

0

)2

+1

, G(sj ) =

R
(sj )(

R
(sj )

)2+
(
L
(sj )

)2 , B(sj ) = −L
(sj )(

R
(sj )

)2+
(
L
(sj )

)2 , G(em) =
R(em)

(R(em))
2+(L(em))

2 , andB(em) = −L(em)

(R(em))
2+(L(em))

2 .

6 Microgrid Reduced-Order Model 3 (μROm3)

In this section, the singular perturbation techniques discussed in Section 2.3 are used
to reduce the order (state-space dimension) of the μHOm to obtain μROm3.

Assumption 6.1 For ε3 = 1×10−1, the dynamic properties of the μHOm are such
that at each bus j :

z3(t) =
[
Q

(sj )

f (t) P
(sj )

f (t) I
(lj )

q[ω0t](t) I
(lj )

d[ω0t](t) V
(lj )

q[ω0t](t) V
(lj )

d[ω0t](t) I(E )
q[ω0t](t) I(E )

d[ω0t](t)

I
(sj )

q[ω0t](t) I
(sj )

d[ω0t](t) Φ
(sj )

q[α(j)(t)](t) Φ
(sj )

d[α(j)(t)](t) Γ
(sj )

q[α(j)(t)](t) Γ
(sj )

d[α(j)(t)](t)

Ξ
(sj )

q[α(j)(t)](t) Ξ
(sj )

d[α(j)(t)](t) Ê
(sj )

q[ω0t](t) Ê
(sj )

d[ω0t](t)
]T

,

x3(t) = δ(sj )(t), and w3(t) =
[
E

(sj )

q[ω0t](t) E
(sj )

d[ω0t](t)
]T

, the dynamics of z3(t) are

faster than those of x3(t), and the μHOm can be expressed compactly as follows:

ẋ3(t) = f3 (x3(t), z3(t),w3(t), ε3) ,

ε3ż3(t) = g3 (x3(t), z3(t),w3(t), ε3) ,

0 = h3 (x3(t), z3(t),w3(t), ε3) .

(15)

Assumption 6.2 Equation 15 satisfies the conditions for Tikhonov’s theorem, as
presented in Section 2.3.

Given Assumptions 6.1–6.2, the μHOm can be reduced to the so-called microgrid
reduced-order model 3 (μROm3).
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Using Assumption 5.3 and the definitions in Section 5, the explicit ordinary
differential equations (ODEs) that constitute μROm3 are as follows (see [1] pp.
37–41 for a detailed derivation of this result):

D
(sj )
ω

dθ(sj )(t)

dt
= P

(sj )
r −G(sj )

∣∣∣−→E (sj )(t)

∣∣∣
2 +

∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj ) cos

(
θ(sj )(t) −θ(lj )(t)

)
+B(sj ) sin

(
θ(sj )(t)−θ(lj )(t)

))
,

∣∣∣−→E (sj )(t)

∣∣∣= 1

D
(sj )

E

(
Q

(sj )
r +B(sj )

∣∣∣−→V (lj )(t)

∣∣∣
2+

∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj )

sin
(
θ(sj )(t) −θ(lj )(t)

)
−B(sj ) cos

(
θ(sj )(t)−θ(lj )(t)

)))
+E

(sj )

0 ,

and for E(j) representing the set of edges incident to node j , such that
em ∈ E(j) if and only if the edge em is incident to node j , the power balance
equations at bus j ∈ V are given by

0 = P
(lj )

0 +
∣∣∣−→V (lj )(t)

∣∣∣P (lj )

1 +
∣∣∣−→V (lj )(t)

∣∣∣
2
P

(lj )

2 + β(j)G(sj )
∣∣∣V (lj )(t)

∣∣∣
2

− β(j)
∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj ) cos

(
θ(lj )(t)− θ(sj )(t)

)

+B(sj ) sin
(
θ(lj )(t)− θ(sj )(t)

))
+
∣∣∣−→V (lj )(t)

∣∣∣
2 ∑
em∈E(j)

G(em)

−
∑

em∈E(j)

∣∣∣−→V (em)(t)

∣∣∣
(
G(em) cos

(
θ(em)(t)

)
+ B(em) sin

(
θ(em)(t)

))
,

0 = Q
(lj )

0 +
∣∣∣−→V (lj )(t)

∣∣∣Q(lj )

1 +
∣∣∣−→V (lj )(t)

∣∣∣
2
Q

(lj )

2 − β(j)B(lj )
∣∣∣−→V (lj )(t)

∣∣∣
2

− β(j)
∣∣∣−→V (lj )(t)

∣∣∣
∣∣∣−→E (sj )(t)

∣∣∣
(
G(sj ) sin

(
θ(lj )(t)− θ(sj )(t)

)

−B(sj ) cos
(
θ(lj )(t)− θ(sj )(t)

))
−
∣∣∣−→V (lj )(t)

∣∣∣
2 ∑
em∈E(j)

B(em)

−
∑

em∈E(j)

∣∣∣−→V (em)(t)

∣∣∣
(
G(em) sin

(
θ(em)(t)

)
−B(em) cos

(
θ(em)(t)

))
.

(continued)
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where Ĝ(sj ) = R̂
(sj )

0(
R̂
(sj )

0

)2

+
(

1

C
(sj )

)2 , B̂(sj ) = C
(sj )(

C
(sj )R̂

(sj )

0

)2

+1

, G(sj ) =

R
(sj )(

R
(sj )

)2+
(
L
(sj )

)2 , B(sj ) = −L
(sj )(

R
(sj )

)2+
(
L
(sj )

)2 , G(em) =
R(em)

(R(em))
2+(L(em))

2 , andB(em) = −L(em)

(R(em))
2+(L(em))

2 .

7 Comparison of μHOm and μROm

In this section, the time resolutions, or timescales, of the reduced-order models are
discussed and for the given test cases, the responses of μHOm, μROm1, μROm2,
and μROm3 are compared and validated.

7.1 Reduced-Model Time Resolution

For the formulation of μROmi, i = 1, 2, 3, the value for εi was chosen such that
1

10εi
represents the largest eigenvalues of the system, associated with the fast states

zi (t). Consequently, the fast-varying terms in the system response reach steady state
in approximately 50εi seconds, and the time resolution of μROmi is 50εi seconds.
Table 1 shows the time resolution for the reduced-order models.

7.2 Model Validation

To validate μHOm, μROm1, μROm2, and μROm3, the following test case is
employed: two grid-forming inverter-based battery sources connected to a three-
bus microgrid electrical network with an RLC load. One inverter-interfaced source
is connected to bus 1 and the other to bus 2, and the load is connected to bus
3. Using μHOm, μROm1, μROm2, and μROm3, we developed the test case in
MATLAB/Simulink. The model parameters are shown in Table 2.

Table 1 Reduced-model
time resolution

Small parameter Timescale

μROm1 ε1 = 1 × 10−5 500 μs

μROm2 ε2 = 1 × 10−3 50 ms

μROm3 ε3 = 0.1 5 s
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Table 2 System parameters

Parameter s1 s2 e1 = {1, 3} e2 = {2, 3} l3

Battery V
(sj )

DC 900V 900V n/a n/a n/a

Three-phase inverter S(sj ) 10kVA 12kVA n/a n/a n/a

V
(sj )

DQ 321.0265V 321.0265V n/a n/a n/a

LCL filter r
(sj )

0 0.1 0.15 n/a n/a n/a

l
(sj )

0 1.35mH 1.5mH n/a n/a n/a

r(sj ) 0.03 0.04 n/a n/a n/a

l(sj ) 0.35mH 0.33mH n/a n/a n/a

r̃
(sj )

0 15m 16m n/a n/a n/a

c(sj ) 50μF 60μF n/a n/a n/a

Inner current control κ
(sj )

Pγ 10.4479 10.4479 n/a n/a n/a

κ
(sj )

Iγ 6.374 × 105 6.374 × 105 n/a n/a n/a

Outer voltage control κ
(sj )

Pφ 6.1825 6.1825 n/a n/a n/a

κ
(sj )

Iφ 1.364 × 104 1.364 × 104 n/a n/a n/a

Droop control D
(sj )
ω 13.2629 13.2629 n/a n/a n/a

D
(sj )

E 2.3368 2.3368 n/a n/a n/a

Network r(em) n/a n/a 0.35 0.4 n/a

l(em) n/a n/a 1.5mH 2mH n/a

Load r(lj ) n/a n/a n/a n/a 0.2k

l(lj ) n/a n/a n/a n/a 11mH

c(lj ) n/a n/a n/a n/a 64μF

Let I (l3)q[ω0t](t)− jI (l3)d[ω0t](t) denote the current across the load inductance. The load
model used in μHOm and μROm1 is given by

C(l3)

ω0

dV
(l3)
q[ω0t](t)
dt

= − 1

R(l3)
V

(l3)
q[ω0t](t)− C(l3)V

(l3)
d[ω0t](t)− I

(l3)
lq[ω0t](t)+ I

(l3)
q[ω0t](t),

(16)

C(l3)

ω0

dV
(l3)
d[ω0t](t)
dt

= − 1

R(l3)
V

(l3)
d[ω0t](t)+ C(l3)V

(l3)
q[ω0t](t)− I

(l3)
ld[ω0t](t)+ I

(l3)
d[ω0t](t),

(17)

L(l3)

ω0

dI
(l3)
lq[ω0t](t)
dt

= −L(l3)I
(l3)
ld[ω0t](t)+ V

(l3)
q[ω0t](t), (18)

L(l3)

ω0

dI
(l3)
ld[ω0t](t)
dt

= L(l3)I
(l3)
lq[ω0t](t)+ V

(l3)
d[ω0t](t), (19)
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The load model used in μROm2 and μROm3 is given by

V
(l3)
q[ω0t](t) =

R(l3)

1 + (
R(l3)C(l3)

)2

(
I
(l3)
q[ω0t](t)+

V
(l3)
d[ω0t](t)
L(l3)

)

−
(
R(l3)

)2
C(l3)

1 + (
R(l3)C(l3)

)2

(
I
(l3)
d[ω0t](t)−

V
(l3)
q[ω0t](t)
L(l3)

)
, (20)

V
(l3)
d[ω0t](t) =

(
R(l3)

)2
C(l3)

1 + (
R(l3)C(l3)

)2

(
I
(l3)
q[ω0t](t)+

V
(l3)
d[ω0t](t)
L(l3)

)

+ R(l3)

1 + (
R(l3)C(l3)

)2

(
I
(l3)
d[ω0t](t)−

V
(l3)
q[ω0t](t)
L(l3)

)
. (21)

7.3 Results

A test case is considered where all four models have the same initial conditions, but
at t = 20 s, the load resistance changes to 0.1 k, the load inductance changes to
10 ms, and the capacitance changes to 70 μF. The comparison between the models
is captured in Figures 1, 2, 3, and 4.

The model responses are depicted with timescale resolutions of 5 s, 50 ms, and
500 μs microseconds. We observe that at these time resolutions, the accuracies of
μROm3, μROm2, and μROm1, respectively, are visible. This is consistent with the
result in Table 1.
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8 Conclusion

In this work, we developed a microgrid high-order model (μHOm) by using circuit-
theoretic and control laws. We used singular perturbation techniques for model order
reduction of the μHOm, which allowed us to obtain three reduced-order models,
μROm1, μROm2, and μROm3, with the time resolution of each reduced model
identified.
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For a given test case, we compared the responses of all three models to that
of the μHOm. Using the time resolutions to analyze each model response, we
observed that the responses of μROm1, μROm2, and μROm3 track the response
of the μHOm with errors O(ε1), O(ε2), and O(ε3), respectively, where ε1 = 10−5,
ε2 = 10−3, and ε3 = 10−1.
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Abstract To enable greater penetration of renewable energy, there is a need to
move away from the traditional form of ensuring electric grid reliability through
fast-ramping generators and instead consider an active role for flexible and control-
lable distributed energy resources (DERs), e.g., plug-in electric vehicles (PEVs),
thermostatically controlled loads (TCLs), and energy storage systems (ESSs) at the
consumer level. However, in order to facilitate consumer acceptance of this type of
load coordination, DERs need to be managed in a way that avoids degrading the
consumers’ quality of service (QoS), autonomy, and privacy. This work leverages
a probabilistic packetized approach to energy delivery that draws inspiration from
random access, digital communications. Packetized energy management (PEM) is
an asynchronous, bottom-up coordination scheme for DERs that both abides by the
constraints of the transmission and distribution grids and does not require explicit
knowledge of specific DER’s local states or schedules. We present a novel macro-
model that approximates the aggregate behavior of packetized DERs and is suitable
for estimation and control of available flexible DERs to closely track a time-varying
regulation signal. PEM is then implemented in a transmission/distribution system
setting, validated with realistic numerical simulations, and compared against state-
of-the-art load coordination schemes from industry.

M. Almassalkhi (�) · L. Duffaut Espinosa · P. D. H. Hines · J. Frolik · M. Amini
University of Vermont, 210 Colchester Avenue, Farrell Hall 200A, Burlington, VT 05405, USA
e-mail: malmassa@uvm.edu; lduffaut@uvm.edu; phines@uvm.edu; jfrolik@uvm.edu;
mamini2@uvm.edu

S. Paudyal
Department of Electrical and Computer Engineering, Michigan Technological University, 1400
Townsend Drive, Houghton, MI 49931, USA

© Springer Science+Business Media, LLC, part of Springer Nature 2018
S. Meyn et al. (eds.), Energy Markets and Responsive Grids, The IMA Volumes
in Mathematics and its Applications 162,
https://doi.org/10.1007/978-1-4939-7822-9_14

333

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-7822-9_14&domain=pdf
mailto:malmassa@uvm.edu
mailto:lduffaut@uvm.edu
mailto:phines@uvm.edu
mailto:jfrolik@uvm.edu
mailto:mamini2@uvm.edu
https://doi.org/10.1007/978-1-4939-7822-9_14


334 M. Almassalkhi et al.

1 What Is Packetized Energy Management (PEM)?

PEM leverages the packet-based strategies from random access communication
channels, which have previously been applied to the distributed management of
wireless sensor networks [1]. In particular, PEM may be thought of as a multichan-
nel, multi-receiver version of ALOHA or RTS/CTS (request/clear to send) [2, 3].
Under PEM, the delivery of energy to a flexible load (e.g., electric vehicle, water
heater, battery, air conditioner, refrigerator, etc.) is accomplished by having the
load stochastically request “energy packets,” just as digital communication networks
break data into packets. An energy packet represents a fixed duration/fixed power
block of demand consumed (or delivered) by the flexible load. For example, a 5
minute/ 5 kW energy packet consumes 5 kW for 5 minutes (i.e., 0.417 kWh of
energy). PEM engenders the following technical advantages:

• Local decision-making: devices offer their own flexibility to the grid operator
in bottom-up fashion based on unique local energy demands, which ensures
customers’ quality of service (QoS).

• Privacy: individual energy usage information is not needed, which ameliorates
privacy concerns.

• Fairness: all devices have equitable access to the grid resources
• Responsiveness: the aggregation of devices can adapt to rapid changes in supply

and demand.
• Scalability: asynchronous control enables plug-and-play capability and scales to

millions of devices.

Furthermore, with the proposed PEM coordination architecture, the grid operator
(or load aggregator) only requires two scalar measurements from the collection
of loads: aggregate power consumption and the loads’ requests for packets. This
represents a significant advantage over many other load coordination methods that
can require up to an entire histogram of states from the population of loads. This
distinction is further elaborated upon in Section 2.

This chapter will (1) present the PEM scheme within the context of existing
approaches from literature, (2) develop and validate an aggregate and homogeneous
macro-model, and (3) illustrate coordination of heterogeneous DERs at the con-
sumer level under PEM. PEM is suitable for a large class of deferrable loads and
is illustrated with residential electric water heaters, vehicles, and batteries, with an
emphasis of content on electric water heaters. Since this chapter focuses on the
closed-loop control performance of PEM, the underlying communication network
is assumed ideal (i.e., no delays or lost requests or responses). This assumption
does not detract from the results presented herein since realistic communication
delays and losses are related to an individual device, which is coupled to the system
in an asynchronous and randomized manner. Specifically, communication delays
are on the order of seconds while packet durations are on the order of minutes.
Of course, widespread disruption to the communication infrastructure will affect
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PEM, which is why implementation of cybersecurity and validation against realistic
communication parameters are critical topics to consider but are outside the scope
of this chapter.

2 The Need for PEM Coordination of DERs

Fast-ramping generators have provided the electric grid reliable operating reserves
for decades. However, power systems with high penetrations of renewable energy
challenge this operating paradigm. At high levels of renewable penetration, current
approaches to manage the variability in wind or solar generation would require
having more fast-ramping conventional generators online. However, that leads
to more generators idling, burning fuel, and increasing harmful air emissions.
Therefore, there is a need to move away from the traditional form of ensuring
reliability to consider an active role for flexible and controllable net-load distributed
energy resources (DERs), e.g., plug-in electric vehicles (PEVs), thermostatically
controlled loads (TCLs), energy storage systems (ESSs), and distributed generation
at the consumer level [4]. While the core concepts underlying modern demand-side
management (DSM) have existed for decades [5, 6], the technology for coordinating
the activities of DERs is nascent but maturing rapidly. Indeed, there is a growing
consensus that balancing supply and demand in power systems with large amounts
of variable renewable energy will require an active role for flexible DERs in addition
to balancing services from conventional power plants [4].

With the proposed PEM architecture, the grid operator or aggregator only
requires two scalar measurements from the collection of loads: the aggregate
power consumption and the aggregate request rate. This limited data requirement
represents a significant advantage over other aggregate model-estimator-controller
state-space approaches, e.g., [7], which require an entire histogram of states from
the collection of loads to update a state bin transition model. To generate these states
for control, an observer is designed to estimate the histogram based on aggregated
power consumption; however, in some cases, the model may not be observable [8].
Note that in addition to aggregated power consumption, which only informs the
observer about devices that are ON, PEM also receives packet requests from the
loads that are OFF, which supplies information about the OFF population and offers
a valuable mechanism for observability and state feedback.

Recently, the work in [7] has been extended to include higher-order dynamic
models and end user and compressor delay constraints [9] and stochastic dynamical
performance bounds [10]. Specifically, the modeling of packet duration in this
chapter was inspired by the compressor lockout method utilized in [9]. A mean-field
approach to direct load control is developed for heterogeneous TCL populations
in [11]. Similar to the PEM paradigm, the mean-field approach developed in [8, 12]
maintains the quality of service (QoS) through opt-out mechanisms and also
employs local randomization, which reduces the effect of synchronization in the
population of loads. That is, prior work uses either direct load control [4] or employs
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local randomization at the device level for the ON/OFF transitions in a population
of flexible loads [7, 12]. In the latter case, stochastic device behavior is regulated
by either broadcasting (i.e., sending in top-down fashion to the entire population of
loads) an updated probability density function [7] or broadcasting an updated scalar
variable, which perturbs probability density functions defined at each device [12]. In
contrast to those prior works, PEM does not perturb the probability density function
at the device level nor broadcasts the control signal to the entire population. Instead,
PEM listens to each load’s individual and stochastic request (i.e., in a locally driven,
bottom-up fashion). The coordinator then responds in real time to each packet
request based on grid and/or market conditions.

The most closely related work on energy packets is found in references [13, 14],
where an omniscient centralized packetized direct load controller (PDLC) is
developed for TCLs. The average controller performance and consumer QoS are
analytically investigated, and queuing theory is employed by the authors to quantify
the centralized controller’s performance. In [15], a distributed (binary information)
version of PDLC is proposed that requires only (binary) packet request information
from the loads. Unlike the proposed PEM scheme, the distributed PDLC assumes
that the exact number of participating packetized loads at any given time is known,
the allocation of packet requests from the queue is synchronized, and the queue
stores packet requests if the packets cannot be allocated, which creates delays in
service. Instead, this chapter extends the authors’ previous packetized energy results
for managing PEVs [16, 17] to consider TCLs and bidirectional residential batteries.
In addition, it is shown how PEM uses local randomization and packetization to
overcome the challenges surrounding synchronization of devices during extended
peak reduction events. Furthermore, PEM does not require the storing of packet
requests. More precisely, this chapter focuses on results on PEM coordination
of TCLs (specifically, electric water heaters) from [18] and [19] and presents a
macro-model of TCLs under PEM. PEM coordination is then extended with a case
study that considers diverse heterogeneous loads (TCLs, PEVs, and ESSs). The
chapter concludes with a discussion of future directions for PEM in transmission
and distribution system operations.

3 PEM Fundamentals

Figure 1 illustrates an example of the cyber-physical interactions needed to realize
PEM in distribution system operations, such as managing power constraints, peak
demand, and variability from and balancing of renewable generation. We will
separately describe the functions of the grid operator (e.g., a utility or ISO), the
coordinator (e.g., DER management system or a “virtual power plant” or VPP), and
the packetized energy controller (PEC). The PEC connects a single flexible load to a
VPP and can directly interact with the load to engender the “packetized” response.
Owing to the proposed bottom-up approach, the concept of a packetized load is
introduced next.
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Fig. 1 Cyber-physical infrastructure to realize PEM.

3.1 Packetized Loads

As noted, PEM has previously been proposed for coordinated charging of electric
vehicles subject to transformer constraint in a distribution feeder [16, 20, 21]. In this
earlier work, PEVs asynchronously request the authority to charge with a specific
probability according to their logic state in a probabilistic automaton. For example,
consider a three-state finite-state machine (e.g., see Figure 2(right)). The probability
that a packetized load in logic state i requests access to the grid during period �t is
Pi where P1 > P2 > P3. If there is capacity available in the grid, a PEV’s request
for a (charging) packet is accepted, and the PEV is granted authority to charge, but
only for a predetermined fixed duration of time (e.g., 15mins), referred to as the
control epoch. Upon having the packet request accepted, a logic state transition
takes place, Pi → Pi−1, which reduces the mean time to request (MTTR). In
contrast, if the PEV is denied authority to charge due to insufficient capacity (or
overload), the MTTR increases with transition Pi → Pi+1. In this chapter, the
PEM concept is adapted for the purpose of managing a set of diverse DER types,
TCLs, PEVs, and ESSs, by specifically coupling a device’s local dynamic state (e.g.,
temperature or state of charge) to the device’s MTTR (i.e., the stochastic request
rate). With the inclusion of packetized ESS devices, bidirectional power exchanges
are considered by distinguishing between charge (consume) and discharge (inject)
requests. The diverse DER types are combined under a single VPP, and the closed-
loop performance is presented in Section 5.
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Fig. 2 Water heater managed by PEM. The left figure shows a sequence of events. At time ta ,
when grid resources are unconstrained, loads stochastically request (R) or do not request (N)
energy. At tb, the system approaches a period of constrained supply, in which the system aggregator
mostly denies requests (D) and reduces the epoch length. As a result, the automaton transitions to
a lower probability state (e.g., P1 → P2). At tc, the temperature hits the QoS bound, and the
load exits (X) from PEM and rapidly seeks to recover temperature to within the QoS bounds,
which occurs at td . The right figure shows the state machine that changes its request probabilities
(Pi(T )) and its epoch lengths, based on responses the local temperature state. Also embedded in
the automaton is the epoch lengths between state transitions and making requests.

3.1.1 Dynamic Modeling of DERs

We will summarize the three DERs models in this section. After developing the
necessary models, the stochastic request rate of packetized loads is defined as a
function of the dynamic state.

PEV and ESS Models

The dynamic models for PEV and ESS are nearly identical, except that a PEV is
inherently mobile and, during time periods when they are away from home (or a
charging station), the PEV battery’s state of charge decreases at a rate corresponding
to the driving pattern. In addition, unlike an ESS, it is assumed that a PEV cannot
inject power to the grid and, therefore, represents a unidirectional energy storage
device. A general discrete-time model with sampling time �t of PEV or ESS battery
n’s state of charge (SOC [kWh], xn) is summarized by the following:

xn[k + 1] = xn[k] +�t
(−ηsl,nxn[k] + ηch,nudis,n[k] − ηdis, nudis,n[k]

)
, (1)

where ηsl,n, ηch/dis,n represents parameters associated with standing losses and
charging/discharging efficiency, respectively. If standing losses are not considered,
ηsl,n ≡ 0. The control inputs are charge and discharge rates [kW], which are
each bounded. For a PEV, udis, n is uncontrollable and reflects the vehicle’s away-
from-home driving pattern. The SOC is also bounded by battery capacity bounds:
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xn ∈ {xn, xn}. The ESS is assumed to be subject to an uncontrollable background
net-demand process (charging and/or discharging), but that simultaneous charging
and discharging are feasible.

TCL Model for Electric Water Heater

Generic models of TCLs can be found in [4, 7]; however, this chapter presents
a simple model of an electric water heater that uses a stochastic residential hot-
water withdrawal rate to describe the temperature dynamics. Therefore, this section
focuses on the electric water heater (EWH) model, which is modeled as a first-order
single-heating-element thermodynamic model motivated by [22, 23] but modified
to consider a uniform thermal mass and hot-water withdrawal by the consumer in
liters/min rather than as a fixed energy loss. Detailed discussions on parameters
and hot-water withdrawal rates and events can be found in [18] and [19] but are
summarized below:

The temperature at time-step k + 1 is given by:

Tn[k + 1] = Tn[k] +�t

(
ηnP

rate
n

cρL
zn[k] − (Tn[k] − Tamb[k])

τn
− (Tn[k] − Tinlet[k])

60L
wn[k]

)

(2)

where c = 4.186 [kJ/kg-◦C] and ρ = 0.990 [kg/liters] represent specific heat
capacity and density of water close to 50◦C1. L [liters] represents the total capacity
of the EWH. Note that P rate

n , ηn, and zn are the heating element power transfer
rate [kW], the heat transfer efficiency, and the binary ON/OFF logic state (⇒
zn ≡ 1/0) of EWH n, respectively2. The terms Tamb, τn, Tinlet, and wn are the
ambient temperature [◦C], time constant due to ambient insulation losses [s], inlet
temperature [◦C], and hot-water withdrawal rate by consumer n in [liters/min],
respectively. The hot-water withdrawal rate, wn, represents the uncontrollable
background demand for hot water and is modeled as a Poisson rectangular pulse
(PRP) random process as discussed briefly in Section 4.1 and [18, 19]. To ensure
numerical stability, all simulations use �t ≤ 60s and are presented in Section 5.

3.1.2 Conventional Control of DERs

The vast majority of existing traditional DERs operate in a binary (ON/OFF)
manner and are already controlled by simple state machines. For example, a PEV
(when charging) will charge continuously at maximum rating until SOC reaches

1Physically, c and ρ vary with water temperature, but this relationship is ignored herein as it does
not affect the results or conclusion of PEM’s local decision-making.
2The binary zn implies that (2) is a hybrid dynamic model.
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upper limit and then switch to OFF, while a TCL will change logic state based
on temperature deadbands. Specifically, a TCL is controlled to maintain a desired
temperature set point, T n

set, within a temperature deadband, T n
set ± T n

DB/2. The local
discrete-time control logic can then be described by the following for TCLs:

zn[k] =
⎧⎨
⎩

1, Tn[k] ≤ T n
set − T n

DB/2
0, Tn[k] ≥ T n

set + T n
DB/2

zn[k − 1], otherwise
, (3)

and for PEVs:

zn[k] =
⎧⎨
⎩

1, xn[k] < xn

0, xn[k] ≥ xn

zn[k − 1], otherwise.
(4)

The battery control logic for an ESS device can be described by similar local
logic depending on the operating mode (e.g., peak reduction or arbitrage) but is
omitted herein. Thus, the proposed PEM scheme requires only the replacement of
the existing state machine with a more sophisticated one (i.e., the equivalent of a
firmware upgrade) that interacts with a coordinator/aggregator.

3.1.3 Adaptation of PEM for DERs

As discussed previously, the key to enable PEM is the local decision-making of
the packetized energy controller (PEC), which observes the physical load’s local
dynamic state. This state is the temperature for a TCL and the state of charge (SOC)
for PEV and ESS devices. By coupling a device’s dynamic state to a stochastic
request rate for accessing the grid, PEM effectively perturbs the ON/OFF transition
rate of the device, which, in the aggregate, begets flexibility for the VPP operator.
The description below described the PEM adaptation for an electric water heater
(i.e., a TCL) but is straightforward to extend to the other DER types.

Figure 2(right) illustrates a TCL automaton under PEM. When the local temper-
ature of the TCL, T , is between its upper and lower temperature limits for PEM
operation, the TCL’s mean time to request (MTTR) is driven by an exponential
distribution whose mean is inversely proportional to T relative to the upper limit.
That is, TCLs with temperatures very close to the lower threshold will make requests
with near certainty (i.e., Pi(T → Tmin) ≈ 1), and those near the upper limit in
temperature will make requests with low probability (i.e., Pi(T → Tmax) ≈ 0).
Upon transmitting a request and if there is capacity in the grid, the TCL will be
given the authority to turn ON for a fixed control epoch length δ (i.e., zn(t) = 1
for t ∈ (t0, t0 + δ)), and a state transition occurs: Pi(T ) → Pi−1(T ). If the request
is denied, the TCL finite state machine transitions to a state with lower MTTR,
Pi(T ) → Pi+1(T ), but will immediately resume requesting with temperature-
dependent probability. If access is denied repeatedly, T reaches Tmin, which causes
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the TCL to exit the PEM scheme (exit-ON) to satisfy quality-of-service (QoS)
constraints. An illustrative ON/OFF cycle of a packetized water heater is illustrated
in Figure 2(left).

In addition to the TCL receiving an “Yes/No” response to a request, the TCL
may also receive an updated (global) control epoch length, δ, thus enabling tighter
tracking in the aggregate, which is helpful during ramping events. Clearly, while the
TCL is ON, it does not make requests. Furthermore, we require δ ≥ �t .

Remark 1 Since all packetized loads operate in this manner, the DER aggregator
granting (“yes”) or denying (“no”) the authority to turn ON does not require any
knowledge of a particular load. Furthermore, the aggregator does not even need to
track which load is making a particular request. As each load type runs the same
automaton logic and its ability to turn ON depends only on the (present and past)
system capacity (and, potentially, past VPP decisions), any load making a request
at the same point in time will be treated the same by the aggregator. As such, the
PEM approach inherently maintains privacy while still offering equitable access to
the grid.

3.1.4 The Stochastic Request Rate with PEM

This section explicitly defines the stochastic request rate for a packetized load
as a function of the device’s local dynamic state. Consider a TCL, PEV, or
ESS packetized load with just one automaton state. Then, in the discrete-time
implementation of PEM, the probability that the packetized load n with local
dynamic state xn[k] ∈ [xn, xn] and desired set-point xset

n ∈ (xn, xn) requests
access to the grid during time-step k (over interval �t) is defined by the cumulative
exponential distribution function:

P(xn[k]) := 1 − e−μ(xn[k])�t

where rate parameter μ(xn[k]) > 0 is dependent on the local dynamic state. For
a consume (or charge) request, this dependence is established by considering the
following boundary conditions:

• P
(
load n requeststoconsumepacketduringtime k | xn[k] ≤ xn

) = 1
• P (load n requeststoconsumepacketduringtime k | xn[k] ≥ xn) = 0,

which permits a simple functional form for the rate parameter that ensures the
boundary conditions are met:

μ(xn[k]) =

⎧
⎪⎨
⎪⎩

0, if xn[k] ≥ xn

mR

(
xn−xn[k]
xn[k]−xn

)
·
(
xset
n −xn

xn−xset
n

)
, if xn[k] ∈ (xn, xn)

∞, if xn[k] ≤ xn

(5)
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Fig. 3 Illustrating the effect of the local state xn (e.g., temperature or state of charge) on the
access request probabilities (top) and MTTR (bottom) of a controllable load under PEM. Note that
if the state exceeds bounds (xn, xn), the probability of request is 0 or 1 depending on the type of
request (consume or inject). While TCLs can only consume power from the grid, controllable ESS
batteries can discharge and inject power into the grid. The ability of a device to request either form
of participation is captured with the consume and inject packets. We assume that if both packets
are requested simultaneously, the requests cancel each other out and no request is made.

where mR > 0 [Hz] is a design parameter that defines the mean time to request
(MTTR). For example, if one desires a MTTR of 5 minutes when xn[k] ≡ xset

n ,
then mR = 1

600 Hz.
Figure 3 illustrates the bidirectional stochastic request rates and MTTR for a

generic packetized load that can request to consume power from and inject power
into the grid. Note that (5) is represented by the blue lines (left to right).

3.1.5 Quality of Service Under PEM

With the stochastic nature of DERs under PEM, it is entirely possible that a
local disturbance (e.g., a large hot-water withdrawal rate for TCLs) can drive
xn[k] below xn. Therefore, to maximize QoS to the consumer (e.g., avoid cold
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showers), a DER under PEM can temporarily exit (i.e., opt out of) PEM and
operate under traditional control (e.g., turn ON and stay ON). This is illustrated
for TCLs in Figure 2(left) at event tc and with automaton states HEAT and OFF
in Figure 2(right). That is, once a TCL under PEM exceeds temperature bounds,
the traditional control logic is employed temporarily to bring the local temperature
within PEM “recovery bounds” T n

set±T n
PEM/2 with T n

PEM < T n
DB where PEM control

logic is reinstated (i.e., TCL opts back into PEM). The recovery bounds are helpful
to avoid excessive exit/reentry cycling at the boundary.

Remark 2 Clearly, if packetized loads exit PEM en masse, the available flexibility
can be greatly reduced and, therefore, will impact the ability of a coordinator to
track a given reference balancing signal. Hence, the macro-model effort in Section 4
is focused on developing a population model of homogeneous TCLs that will permit
analysis to leverage incoming requests (modulating yes/no response rates) to reduce
the need for opting out without sacrificing controllability.

3.2 Closing the Loop on PEM with the Virtual Power Plant

As shown in Figure 1, a packetized energy controller enables bidirectional Wi-
Fi communication between a load and the virtual power plant (VPP). The VPP
receives balancing dispatch signals akin to automatic generation control (AGC)
from a grid operator and coordinates flexible energy resources to track the balancing
command3. Within the proposed PEM scheme, the VPP tracks the balancing signal
by responding to individual, asynchronous, and stochastic load access requests with
“yes” or “no” notifications based on real-time output error between actual aggregate
output, y(t), and the VPP reference signal, r(t): e(t) := r(t) − y(t). This simple
closed-loop controller is illustrated in Figure 4. The VPP is similar to a relay
controller in the sense that it accepts a request (“yes”) if e(t) > 0, otherwise, “no.”
However, unlike standard relay control of a single plant, the VPP responds to asyn-
chronous, stochastic requests from N plants, which overcomes common drawbacks
associated with relay control (e.g., switching leading to oscillations) and permits
accurate tracking. While the above describes a simple control scheme for VPP,
more advanced approaches can leverage past load requests rates, VPP responses,
and aggregate net demand of the VPP to further improve upon performance. The
VPP is described by the following inputs and outputs:

Input: Balancing reference signal, asynchronous requests;
Output: Yes/no access notification to individual load.

3While the VPP needs to estimate and predict the aggregate flexibility from available loads, these
results focus on the tracking control problem as the estimation problem represents ongoing research
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Fig. 4 The closed-loop feedback system for PEM with the reference r(t) provided by the grid
operator and the aggregate packetized loads’ output response y(t) measured by VPP.

3.3 Providing Grid-Level Service with PEM

The transmission (e.g., ISO New England) or distribution utility system operator
(e.g., the DSO control room in Figure 1) is able to measure or estimate the states
of the grid, such as voltage, frequency, and power flows. Under scenarios with high
penetration of renewable energy, the grid operator will find it ever more difficult
to balance demand and supply while satisfying network conditions and, therefore,
seeks to leverage the flexible packetized DERs sitting in customer homes and
industrial/commercial facilities. This is achieved by signaling individual balancing
requests to VPPs across the network in near real time akin to automatic generation
control (AGC; secondary frequency control) signals, which are transmitted every 4–
5 seconds today. The signaling may be computed via solving an optimal power flow
(OPF) problem that dispatches VPPs optimally with respect to network constraints
and available net-load resources. Thus, the grid operator is summarized by the
following inputs and outputs:

Input: Grid voltages, frequencies, net-load forecasts, and price forecasts;
Output: Dispatch balancing signal.

Remark 3 By managing the anonymous, fair, and asynchronous pings of packetized
loads via a VPP that receives grid or market-based balancing signals from the grid
operator, PEM represents a bottom-up distributed control scheme that has been
adapted for TCLs, PEVs, and ESS devices in this section.

The next section develops and validates a macro-model that captures the
aggregate behavior of a population of homogeneous EWHs. This is particularly
valuable since the complexity of a large-scale VPP increases exponentially when
augmenting the hybrid dynamics in (1) and (2) for thousands of flexible loads
under PEM. Devising suitable control techniques, therefore, becomes intractable
for the proposed VPP, and a simpler, scalable, lower-dimensional, aggregate model
is needed.
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4 Macro-model for Homogeneous Packetized EWHs

This section presents a state bin transition (macro-) model for a large homogeneous
population of TCLs. The aggregate energy use of these TCLs is coordinated
with PEM. First, a macro-model for a population of TCLs is developed and then
augmented with a timer to capture the duration and consumption of energy packets
and with exit-ON/exit-OFF dynamics to ensure consumer quality of service. This
permits a virtual power plant (VPP) operator to interact with TCL population
through the stochastic packet request mechanism. The VPP regulates the proportion
of accepted packet requests to allow tight tracking of balancing signals. The
developed macro-model compares well with (agent-based) micro-simulations of
TCLs under PEM and can be represented by a controlled Markov chain. Details
on the macro-model development can be found in [19].

4.1 Conventional Thermostatic Control

A macro-model for a large population of TCLs is developed in this section as an
abstraction of the augmented (agent-based) dynamic micro-models. Specifically,
consider the TCL population dynamics over a discretization of the temperature
state space, and employ a state bin transition model, such that the macro-model
approaches the behavior of the micro-model as the number of devices increases [24].
The transitions between these bins are determined by the dynamical system
equations of the homogeneous TCLs as discussed below. The macro-model utilizes
a finite set X = {x1, . . . , xN }, where each element is called a state. Assume
that there exists an appropriate probability space (, P,F ), where  is the set
of events, F a filtration, and P the probability measure of elements in F . Then,
random variables {Xk}k≥0 are defined as Xk :  → X . Let xj ∈ X , and denote
qj [k] = P(Xk = xj ) as the probability of Xk = xj , k ≥ 0. The column vector
q[k] := (q1, . . . , qN)

T then gives the probability mass function of the random
variable Xk . Also, if one denotes the transition probability of an homogeneous
Markov chain as pij = P(Xk+1 = xi |Xk = xj ), it then follows that

q[k + 1] = Mq[k], (6)

where M = {pij }1≤i,j≤N [25]. Given an initial distribution q[0], one can solve
for (6) and find the distribution at time k as q[k] = Mkq[0].

Conventional thermostatic control of an EWH is based on keeping the local
state variable (e.g., temperature) within a deadband [Tmin, Tmax] by switching the
device ON (when T ≤ Tmin) or OFF (when T ≥ Tmax), where [Tmin, Tmax] =
[Tset − TDB, Tset + TDB] as in Section 3. The interval [Tmin, Tmax] is divided into N

consecutive bins each corresponding to a bin state in X . Since (2) includes hybrid
ON/OFF dynamics, the state space for the system consists of two discrete state
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spaces: Xon and Xoff. That is, the full state space is given by X = Xon ∪ Xoff.
At time k, the probability mass function of the system is q& = (q&on, q

&
off) with

qon = (q1
on, · · · , qNon)

& and qoff = (q1
off, · · · , qNoff)

&. Note that q contains the
percentage of the population in each state of X . For instance, if R is the total
number of EWHs and Ri

on is the number in state xion, then Ri
on = qionR. Similarly,

the total ON population is given by

y = c&q for c = (1&N, 0 · · · 0)& ∈ R
2N, (7)

and 1N = (1, . . . , 1)& ∈ R
N. The transition rates are computed by considering

how the temperature bin corresponding to a particular state is altered by the hybrid
dynamics in (2).

Together with discrete sampling time and temperature bin widths, the hot-water
withdrawal rate wn in (2) is one of the main factors affecting these transition
rates. For this purpose, a Poisson rectangular pulse stochastic differential model is
employed to model the individual water withdrawal rates w, including the stochastic
duration and intensities (e.g., l/min) of hot-water events [26]. Upon aggregating w

across the entire population, it is shown in [19] that a constant steady-state water
consumption rate can be derived, w̄sst. For example, consider two realizations a, b

of the water profiles with identical parameters except for the water withdrawal
intensities of the random variable w (λa �= λb). An EWH in ON state with λa
(< λb) at temperature Ti reaches temperature Ti+1 faster than realization b, which
draws more hot water on average and increases the time required to reach Ti+1.
Nevertheless, since the hot-water draw profiles in the population are assumed to
be statistically identical, the average of these profiles reaches w̄sst for t → ∞.
Thus, the state transition rates for the large population are calculated considering
the evolution of (2) with respect to the average hot-water draw of the population.
The transition rates for the ON and OFF populations are computed next. Dropping
the subscript n in (2), it follows that the solution with steady-state consumption
w = w̄sst and T (0) = T0 is

T (t) = &T0(t) = e−at

(
T0 − b(z)

a

)
+ b(z)

a
, (8)

where a = 1
τ
+ w̄sst

60L and b(z) = Tamb

τ
+ Tin

60Lw̄sst + P rate

cρLη
z. In particular, define

&on
T0
(t) = &T0(t) | z=1 and &off

T0
(t) = &T0(t) | z=0 . For the ON population, the

dynamics imply forward transitions, i.e., from xion to xi+1
on as shown in Figure 5.

First, take the boundaries of the temperature bin Ti−1 and Ti corresponding to state
xion, and compute T ′

i−1 = &on
�t (Ti−1) and T ′

i = &on
�t (Ti). Note that in this case

Ti < T ′
i . Thus, the percentage of water heaters that remain in xion and move to xi+1

on ,
respectively, is given by
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Fig. 5 Transition rate calculation for ON and OFF populations.

pon
ii =

Ti − T ′
i−1

T ′
i − T ′

i−1
and pon

i(i+1) =
T ′
i − Ti

T ′
i − T ′

i−1
.

Note that pon
ii + pon

i(i+1) = 1, as expected. Transition rates for the OFF

dynamics are determined similarly but are reversed, i.e., from xi+1
off to xioff since

T ′
i = &off

�t (Ti) < Ti . Thus,

poff
ii = T ′

i+1 − Ti

T ′
i+1 − T ′

i

and poff
i(i−1) =

Ti − T ′
i

T ′
i+1 − T ′

i

.

The previous analysis was purposely restricted to state transitions between
contiguous states. Using (8), one can compute an upper bound for �t such that
any EWH in state xion only transitions to xi+1

on and any EWH in xi+1
off only transition

to xion for all i. Define

ton
i = a−1 log

(
Ti − b(z)

a

Ti+1 − b(z)
a

) ∣∣∣∣
z=1

(9)

as the time that an EWH takes to go from Ti to Ti+1. Observe that if an EWH at Ti is
kept ON for t > ton

i seconds, then T (t) > Ti+1. This implies that some EWHs in xion
will transition to xi+2

on and skip xi+1
on . Similarly, toff

i is defined as in (9) but z = 0,
and the transitions are in a reverse direction. The condition on the discretization
time-step �t for contiguous transitions is then formulated as �t < mini{ton

i , toff
i }.

For example, a state space partitioning having N = 30 temperature bins for each
of the ON and OFF populations implies that �t < 60.27 seconds in order to keep
transitions between contiguous states.

In addition, the OFF-to-ON (pon
off) and ON-to-OFF (poff

on ) transition rates must be
computed to capture the jump to a transitory state that automatically transitions to
x1

on and xNoff, respectively. The complete Markov chain for conventional thermostatic
control is shown in Figure 6a. It is important to observe that the transient effects
on temperature caused by stochastic hot-water withdrawals are not captured since
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Fig. 6 Abstraction for (a) conventional thermostatic control and (b) PEM control, where self-loops
are not visualized.

the transition rates assume a steady-state (mean) consumption of hot water. The
Markov transition matrix M associated with conventional thermostatic control is
then given as

M =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

pon
11 0 · · · 0 poff

on · · · 0 0

pon
12 pon

22

. . . 0 0 · · · 0 0
0 pon

23 · · · 0 0 · · · 0 0
.
.
.

.

.

.
. . .

.

.

.
.
.
. · · ·

.

.

.
.
.
.

0 0 · · · pon
NN 0 · · · 0 0

0 0 0 poff
11 · · · 0 0

.

.

.
.
.
. · · ·

.

.

.
.
.
.

. . .
.
.
.

.

.

.

0 0 · · · 0 0
. . . poff

(N−1)(N−2) 0

0 0 · · · 0 0 · · · poff
(N−1)(N−1) p

off
N(N−1)

0 0 · · · pon
off 0 · · · 0 poff

NN

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (10)

Observe that the Markov chain associated to M is irreducible since one can reach
any state from any arbitrarily initial state. It follows then that this abstraction
possesses a unique invariant distribution as well since X is finite dimensional.
Nonetheless the conventional model lacks the flexibility inherent to PEM.

4.2 PEM Markov Model

Recall from Section 3 that, under PEM, an EWH can only switch ON for an epoch
if its packet request is accepted by the VPP coordinator. That is, given the aggregate
request rate, the VPP selects the proportion of EWHs that will receive a packet and
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automatically switch them ON. To capture the unique nature of PEM’s fixed packet
duration and VPP’s role, we leverage prior literature on fault tolerant recovery
logic [27] and TCL modeling with compressor lockout periods [9]. Specifically,
a fixed timer is added to the state bin transition model to track the population with
accepted packet requests. The objective of this section is to present a macro-model
describing PEM control as a controlled Markov chain.

Definition 1 (Controlled Markov Chain [25]) Let {uk}k≥0 be a sequence of real
valued functions taking values on a set U . A Markov chain {Xk}k≥0 is said to
be a controlled Markov chain (CMC) if its transition matrix M = M(u) :=
{qij (u)}1≤i,j≤N satisfies

P(Xn+1 = xin+1 |Xn = xin, . . . , X0 = xi0 , un, · · · , u0)

= P(Xn+1 = xin+1 |Xn = xin, un) = pin+1in (un).

The definition also implies that M(u) for a CMC must be a (column) stochastic
matrix for any choice of u ∈ U . Assuming that all states of the CMC are observed,
one can define a control policy: u = X → U , and, thus, M = M(u(x)). The
probability mass function of a CMC is computed similarly using q[k + 1] =
M(u[k])q[k] given an initial distribution q[0] and control input u[0].

In what follows, PEM control will be introduced in the context of CMCs. The
underlying Markov transition matrix over which PEM is implemented is given
by (10), but with pon

off = poff
on = 0 and pon

NN = poff
11 = 1. That is, x1

off and xNon
are absorbent states indicating that ON states cannot be reached from OFF states
and vice versa. VPP control, therefore, becomes the interface between these two
modes of operation. The mechanics of switching EWHs ON and OFF under PEM
control are described next.

Suppose q[k] ∈ R
2N is the probability distribution of the PEM macro-model

population at time k, βon = diag{β1
on, . . . , β

N
on} with βi

on ∈ [0, 1] the percentage
of the OFF population in state xioff that is switched ON by the VPP, and βoff =
diag{β1

off, . . . , β
N
off} with βi

off ∈ [0, 1] the percentage of the ON population in state
xion that is switched OFF. The action of instantaneously switching ON and OFF
proportion of devices in q is given by the transformation

q̄[k] = M̄(βon[k], βoff[k]) q[k], (11)

where

M̄(βon, βoff) =
(
IN − βoff βon

βoff IN − βon

)
, (12)

and IN denotes the N -dimensional identity matrix. Once M̄(βon, βoff) has switched
some EWHs ON and some other OFF, the underlying transition matrix M acts on
q̄. This provides the dynamics
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q[k + 1] = MM̄(βon, βoff) q[k]. (13)

The next theorem simply says that the sequence {Xk}k≥0 associated (13) is a CMC.

Theorem 1 Let βon[k], βoff[k] ∈ R
N×N be defined as in (11) for all k ≥ 0. The

sequence {Xk}k≥0 of random variables Xk taking values in X and probability
distribution satisfying (13) is a controlled Markov chain as described by Definition 1
with input u[k] = (1&Nβon[k], 1&Nβoff[k])& ∈ R

2N .

Proof The proof is straightforward since (10) and (12) are stochastic matrices for
arbitrary βi

on, β
i
off ∈ [0, 1] for all i, and the product of stochastic matrices is a

stochastic matrix.

An important aspect of PEM control is that only EWHs that are OFF request a
packet and do so as a function of the (local temperature) bin, which implies that not
all OFF EWHs will turn ON. Therefore, define

q̂[k] := M̂q[k] =
(
IN 0N
0N Treq

)
q[k] =

(
qon[k]
q̂off[k]

)
,

where Treq = diag{preq
1 , . . . , p

req
N } and p

req
i := 1 − e−μ(T m

i )�t is the request
probability assigned to xioff by (5) with respect to the midpoint of temperature bin i,
T m
i . Note that q̂ is not a probability mass function since 1&N(qon + q̂off) < 1, which

means that the aggregate request rate, i.e., the population that can be switched ON,
is given by

nr [k] := 1&N q̂off[k]. (14)

Under PEM, the VPP determines the rate of accepting packets, β[k]. The resulting
EWHs instantly switch ON when packet requests are accepted. The population of
devices that switch from OFF to ON, q+, is a function of β and qoff. That is,

q+[k] :=
(

0N β[k]Treq

0N −β[k]Treq

)
q[k] = M+

β[k] q[k] (15)

In contrast, to model the population of EWHs that switch from ON to OFF requires
information on the rate of expiring packets. In other words, let δ [secs] be the
duration of a packet epoch, and then the EWHs that have been ON for δ seconds
will turn OFF. This requires keeping track of how many EWHs were turned ON
δ seconds ago and, essentially, constitutes a delayed system. However, one can
augment states to the system dynamics to account for the needed memory, which
is equivalent to having a timer. That is, given δ, the time-step �t , and the vector
of augmented (timer) states xp ∈ R

np with np = �δ/�t�, the timer dynamics is
given by
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xp[k + 1] =Mpxp[k] + Cpq
+
on[k] (16a)

yp[k] = xp[k], (16b)

where Mp ∈ R
np×np is a zero matrix except for its first lower diagonal whose

components are 1 and Cp ∈ R
np×N is responsible for allocating the newly switched

ON population into the timer states. Note that there exists a temperature Tp such
that &on

Tp
(δ) = Tmax. Therefore it is necessary for Cp to interrupt packets to prevent

exceeding temperature limits and thus wasting resources. Specifically, if Ti+1 <

Tp, Cp allocates all requesting EWHs from bin [Ti, Ti+1] into the timer state x1
p.

Otherwise, it allocates EWHs with Tj > Tp in the timer state x
j
p with j = �(δ −

tj )/�t�, and tj is the time it will take to increase the EWH’s temperature from Tj
to Tmax. Note that since the macro-model considers only binned (rather than exact)
temperatures, the allocation of requests assumes that the mass function in each state
is uniformly distributed.

The timer states are internal states of the VPP and provide information of the
distribution of total ON population in PEM (i.e., 1&Nqon) across all packet intervals,
xp. As in (15), one can define the population of EWHs that just completed their
δ-second packet and will turn OFF instantly as

q−[k] :=
(

β−[k]IN 0N
−β−[k]IN 0N

)
q[k] = M−

β−[k] q[k], (17)

where β−[k] := y
np
p [k]/(1&npyp[k]). One can now formulate the ON/OFF switching

events for the entire population as:

q̄[k] := q[k] + q+[k] − q−[k] = (I +M+
β[k] −M−

β−[k]) q[k],

which yields the EWH population dynamics:

q[k + 1] = M(I +M+
β[k] −M−

β−[k]) q[k]
= M̄(βon[k], βoff[k]) q[k], (18)

where βon[k] = β[k]Treq and βoff[k] = β−[k]IN . Note that there is no order in
which EWHs are switched ON or OFF since both happen simultaneously. Figure 6b
shows the state diagram of the population model under PEM control.

The next corollary follows directly from Theorem 1.

Corollary 1 The sequence {Xk}k≥0 of random variables Xk taking values in X
and probability distribution satisfying (18) is a controlled Markov chain with input
u[k] = (1&Nβ[k]Treq, 1&Nβ−[k]IN)&.
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4.3 Tracking with PEM Macro-model

In PEM, the input β is exogenous. Recall P rate := 1
n

∑N
n=1 P

rate
n , Pref , and Pdem

(see [18] for a list of the system parameters values) denote the average, reference,
and demand power for the large-scale water heater system. In particular, Pdem[k] :=
PON[k] − POFF[k], where PON[k] is the power drawn by all EWHs that are ON at
time k and POFF[k] is the power released by all EWHs that were ON at time k − 1
and subsequently were switched OFF at time k. Given nr in (14) and that PEM
tracking is activated (per Figure 4), the input β[k] in Figure 6b is designed, using
information generated by the VPP’s macro-model at each instant of time k, to be

β[k] = min

{
1,

Pref[k] − Pdem[k]
P rate nr [k]

}

when Pref > Pdem and 0, otherwise. Observe in the diagram that the timer dynamics
automatically releases the population in x

np
p and transitions them all to the OFF

states. Also, note that if β[k] = 0 for all k, then the state diagram becomes
reducible since there the states cannot transition from ON to OFF. This last fact is
undesirable given that x1

off ends up accumulating the entire population when k goes
to infinity, which implies that every EWH becomes synchronized. This shortcoming
is addressed by additional states that will allow cold EWHs to turn ON even when
the VPP sets β[k] = 0. This exit-ON/exit-OFF mechanism is augmented to the PEM
macro-model to ensure QoS as described next.

Remark 4 The above design of input β is convenient, yet valuable, but can be
improved by considering β in an optimal control setting, which is outside the scope
of this chapter.

4.4 Exit-ON/Exit-OFF Dynamics

As mentioned previously, the end-consumer QoS is of paramount importance when
controlling a large-scale system of DERs. Specifically, no one likes to take a cold
shower. Therefore, whenever an EWH’s temperature falls outside the deadband
[Tmin, Tmax], it will exit the packetized scheme and revert to conventional control
until a prespecified PEM exit-ON set point is reached. Once the exit-ON set point is
reached, the EWH is allowed to reenter the packetized scheme.

The population of EWHs that are too cold and exit PEM (to turn ON) join
the exit-ON mode dynamics (denoted by ⊕). On the other hand, if a water
heater is too hot and has to turn OFF, then it joins exit-OFF mode dynamics
(denoted by )) at state x0) after which EWHs transition under M naturally to
the requesting states. These two PEM exit modes of operations were introduced in
Section 3. Adding these modes of operation to the PEM macro-model only requires
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Fig. 7 PEM macro-model with exit-ON (⊕) dynamics. ON/OFF state transitions are controlled
by VPP and illustrated with gray and blue arrows.

a simple augmentation of states with their corresponding transition rates as shown
in Figure 7. In the same figure, T ⊕

min = Tset − TPEM as explained in Section 3. The
updated full population dynamics is given by (16) and

q[k + 1] = Mexit

(
I +M+

β[k] +M−
β−[k]

)
q[k], y[k] = c&q[k],

where Mexit := diag{Mexit − ON, M̄,Mexit − OFF}, Mexit − ON is a matrix of zeros
except for the main diagonal (p⊕11, . . . , p

⊕
N⊕N⊕) and the first lower diagonal

(p⊕12, p
⊕
23 . . . , p

⊕
(N⊕−1)N⊕), Mexit − OFF introduces the probabilities to reenter PEM

from xNon to x0) and from xNon to xNon with p)pem corresponding to the exit-OFF mode,

and M̄ is such that M̄ij = Mij except for M(N+N⊕+1)N⊕ = p⊕pem, which describe
the transition probabilities to reenter PEM from the exit-ON mode.
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4.5 Validating the EWH Macro-model Against
the Micro-model

The internal temperature state and aggregate power output from a simulation of
the macro-model are compared to those of a homogeneous agent-based (micro-)
simulation with N = 1000 packetized EWHs. Specifically, the parameters for the
homogeneous collection of 1000 EWHs are chosen as P rate = 4.5; Tinlet = Tamb =
14;L = 250; andη = 1.0. The simulation parameters are δ = 300 secs and �t = 5
secs. The errors for the power signals are computed as

Epow = E[|ymicro − ymacroavg |/ymicro] × 100,

which is a percentage with respect to the micro-model simulation’s output power.
Also, the average temperatures profiles obtained from micro/macro-models are

compared using RMSEtemp =
√
E[(T avg

micro − T
avg
macro)

2].
Figure 8 is a 6-hour simulation of the homogeneous micro- and macro-models.

Both simulations start by accepting all requests (β = 1) for the first 2 hours,
which illustrates “control-free” PEM (i.e., only local stochastic access driving the
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Fig. 8 Validating the homogeneous macro-model by comparing the aggregate power (top) and
internal average temperature (bottom) against those of a homogeneous micro-simulation with N =
1000 packetized electric water heaters.
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Table 1 Capacity parameter
for micro-model with
L = 250 + σv and
v ∼ N(0, 1).

σ Epow (β=1) Epow RMSEtemp

10 1.5244 0.0646 0.2085

20 1.6054 0.0947 0.2118

30 1.7056 0.0699 0.2132

40 1.5968 0.0655 0.1960

50 1.6268 0.0619 0.2062

Table 2 Efficiency
parameter for micro-model
with η=1 − σ(1 − v) and
v ∼ U(0, 1).

σ Epow (β=1) Epow RMSEtemp

0.1 2.8933 0.1763 0.5685

0.2 6.7277 0.3715 0.9730

0.3 10.778 1.2613 1.3740

0.4 15.432 4.4017 1.7924

0.5 18.872 8.0183 2.1642

system). After 2 hours, PEM tracking is enabled, and it is observed that the average
population temperature and aggregate power output of both simulations agree
during most of the tracking period. Also, note that the tracking errors stay within
±5%, which highlights PEM’s ability to extract flexibility from the packetized
population of loads and accurately track provided reference.

The accuracy of the macro-model under increasing levels of heterogeneity is
shown in Tables 1 and 2 for a few salient parameters. Heterogeneity in parameters
Tamb and Tinlet is omitted here as their impact on errors is similar to parameter
L (Table 1). The efficiency parameter η has a strong effect on micro-simulation’s
aggregate power output and average temperature; however, it is expected that, in
practice, η is uniform across the population (and close to 1.0). Overall, the macro-
model is accurate and captures the dominant behavior of a large population of
packetized EWHs, which makes it viable to be used for control and estimation to
develop further insight into the capabilities of PEM.

5 Numerical Case Study of PEM with Diverse DERs

While the previous section focused on homogeneous packetized TCLs, this section
investigates how a single VPP, under PEM, can operate a diverse fleet of het-
erogeneous DERs. Specifically, the following case study will illustrate how 1500
heterogeneous packetized TCL (1000), PEV (250), and ESS (250) devices can
all be coordinated under with single VPP and simultaneously track a reference
signal (in the aggregate) and satisfy (local) QoS constraints. For an in-depth case
study on just heterogeneous TCLs under PEM, please see [18], where a ramp-rate
limit is introduced to the VPP to counteract the synchronization effects related to
temperatures during long periods of reject all.
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The uncontrollable background demand for each load type describes the random
perturbations to the local dynamic state.

• TCL: for the 1000 residential electric water heaters, the uncontrollable demand
represents the use of hot water in the home, such as a shower and running the
washing machine or dishwasher. To model these hot-water events, we employ
the following stochastic process:

1. Choose the average number of hot-water (HW) events per hour, HWhr
avg .

2. For each TCL, uniformly distribute the total number of HW events with mean
2TsimHWhr

avg .

3. Randomly select hot-water events’ starting times from available times, kHW
0 .

4. For each HW event, choose duration �kHW from normally distributed
min{max{N(700, 300)/�t, 1}, 3600/�t}.

5. From the duration of each HW event, choose a constant hot-water withdrawal
rate vn[k] [liters/min] based on the exponential distribution with mean
1200/(�t�kHW), which is inversely proportional to duration. A capacity of
30 liters/min is imposed on vn[k], which represents a high residential flow
rate [28].

• PEV: the background demand in the case of the 250 plug-in electric vehicle
batteries represents the driving patterns that discharge the battery. The PEV travel
patterns were randomly sampled from travel survey data [29] for New England,
as described in [30], which provides the stochastic model for residential arrival
and departure times, as well as miles driven. From an assumed electric driving
range of 150 miles and an electric driving efficiency of 6.7 miles per kWh, the
total reduction in SOC is computed upon arriving home (to charge).

• ESS: the 250 home batteries represent Tesla’s Powerwalls (2.0), which have
battery capacity of 13.5 kWh, charge and discharge efficiency of around 95%
(round trip of 92%), and a maximum (continuous) power rating of 5.0 kW. It is
assumed that the battery owner stochastically charges or discharges the battery
based on a Gaussian random walk with a minimum power draw of 1.5 kW in
either direction. This could be representative of excess or deficit residential solar
PV production or short-term islanding conditions.

The N = 1500 diverse DER devices are then packetized, and over an 8-hour
period (16:00 to 24:00), the VPP will interact with the loads, and from 18:40 to
24:00, the VPP tracks a mean-reverting random signal that represents a balancing
signal from the ISO. The tracking is achieved by denying or accepting packet
requests based on real-time error between reference and aggregated VPP power
output as described in Section 3. The tracking errors are less than 5% for packet
epochs of δ = 5 minutes. Figures 9 and 10 illustrate the tracking performance
of the VPP and that QOS requirements are satisfied as well. Table 3 outlines the
errors and other metrics of the diverse VPP during its tracking period, as a function
of packet length. With increasing packet epoch δ, the flexibility of the VPP is
reduced, which will increase tracking error metrics (MAPE, RMSE). However,
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Fig. 9 The 8-hour case study of a diverse VPP under PEM (with devices=1000 TCLs, 250 PEVs,
and 250 ESS), where the initial time (0) represents 4:00 PM, while the end time is midnight, which
affects the arrival/departure rates of the PEVs. The aggregate power produced by the VPP is shown
for an initial accept-all phase and a later tracking phase (after minute 160). The aggregate VPP
output power is shown and has mean average percent tracking error (MAPE) and RMSE of 2.03%
and 4.51%, respectively. The aggregate power from each of the three DER types is provided as
well. Note that the ESS devices operate about 0 kW, while the PEVs can charge only when home.
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Fig. 10 Aggregate power and average dynamic state for each DER type. Despite the VPP tracking
the reference for over 5 hours, the individual devices are able to both provide flexibility to VPP
and satisfy QoS requirements. The left-most figures (top and bottom) are the TCLs, the center are
PEVs, and the far-right are the ESS fleet. The TCL water heater and ESS battery should be close
to their set point, while the objective of a PEV is to a) cross set-point barrier and b) aim to be fully
charged.
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Table 3 Comparing tracking performance of diverse VPP for different packet lengths.

Metric δ = 5 mins δ = 10 δ = 15 δ = 20 δ = 30

MAPE (%) 2.03 3.08 4.11 4.46 5.84

RMSE (%) 4.51 6.07 7.44 8.10 10.35

RMSE (kW) 58.93 76.76 86.93 98.13 126.01

Avg TCL ON/OFF cycles per hour 4.12 2.58 2.08 1.83 1.64

Avg device state deviation from set point (%)a 4.69 4.96 5.28 5.51 5.91
aFor the PEVs, the set point has been defined as being fully charged (or xn)

with increasing packet lengths, the devices will cycle less often, which can help
preserve the mechanical integrity of relays in electric water heaters (but may not
have a significant effect on battery inverters). Therefore, there is a tradeoff between
tracking performance and mechanical device degradation. In addition, as the packets
become longer, the individual loads deviate further from their set points, which
implies that the VPP requires greater control effort despite the reduced tracking
performance. Thus, there is a need to develop the analysis and optimal controller
design for a VPP, which will be achieved by extending the macro-model in Section 4
to include not just TCLs but also PEVs and ESS. The final simulation further
illustrates the value in managing a diverse fleet of DERs.

Consider two VPPs: one is comprised of 500 TCLs, 250 PEVs, and 250 ESS
batteries (i.e., diverse VPP), while the other contains 1000 TCLs (i.e., TCL-only
VPP). Figure 11 illustrates how these two VPPs perform in tracking a signal
composed of step, periodic, and ramp changes. It is clear that the diverse VPP
outperforms the TCL-only VPP. In fact, the tracking RMSE for the diverse VPP
is four times smaller than the TCL-only VPP (54 kW vs. 220 kW), while the MAPE
is 30% lower (2% vs. 36%). Moreover, observe that this gain in performance comes
without sacrificing QoS as the TCLs in both VPPs experience nearly identical mean
absolute deviation from the temperature set point: 2.4◦C vs. 2.5◦C (with similar
standard deviations). To further illustrate the value of a diverse fleet of resources,
Figure 12 provides the ON/OFF statuses for each device in the respective VPPs.
Careful comparison of the VPP illustrates that the TCL-only VPP fails to track the
lower parts of the reference signal due to many TCLs opting out (i.e., transitions to
exit-ON) as signified by very long continuous ON periods for the TCL-only VPP in
Figure 12. That is, diversity in resources not only improves tracking ability but also
improves QoS delivered to end consumer.

6 Conclusion and Next Steps for PEM

The focus of this chapter has been on the coordination of diverse DERs under
PEM, including the validation of a macro-model for homogeneous TCLs and a case
study to support PEM under heterogeneity. These results lay the ground work for
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Fig. 12 The ON/OFF status of all devices in each VPP. The red lines indicate different DER types
available to the diverse VPP in (a): 250 PEVs in the middle and 250 ESS batteries in the top band.
The batteries are important during the downward phases of the signal as they offer the VPP added
flexibility. In addition, the diversity helps avoid large-scale opting out of TCLs after the final step
change (in minute 380).
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analysis to quantify macro-model uncertainty, forecast VPP flexibility capabilities
and uncertainty bounds on performance, and enable the development of optimal
control techniques for managing the VPP resources in order to improve tracking
performance and QoS. Specifically, we are interested in embedding multiple VPPs
into optimal power flow problems for transmission and/or distribution to develop
grid-optimized reference signals that can be used in conjunction with real-time
balancing between VPPs to improve resilience, reliability, and economics of power
system operations.

This chapter has presented a novel and innovative paradigm for coordinating
DERs: packetized energy management (PEM). PEM has numerous advantages over
many of today’s state-of-the-art coordination algorithms. At the core of PEM is local
decision-making that randomizes the requests rates, which promotes asynchronous
coordination across the population and protects the system from unwanted effects
of synchronization. That is, PEM is truly a bottom-up approach that protects the
privacy of the consumer. In addition, since a VPP only requires a measurement
of the aggregate power output and the packet request rate, PEM offers a simple
framework for modeling and control that avoids having to rely on entire histograms
to be transmitted to devices for control.

These unique properties of PEM have been explored in this chapter through
simulations and modeling. On the modeling front, a state bin transition population
model is augmented with a timer that tracks the completion of a packet and
informs the VPP of expiring packets (i.e., device that soon will switch OFF). This
information will be valuable as we build up the optimal control framework for
PEM. In addition, the model captures the opt-out mechanism, which provides a
mechanism for improving QOS (albeit it by reducing available flexibility).

Acknowledgements This work was supported by the US Department of Energy’s Advanced
Research Projects Agency-Energy (ARPA-E) grant DE-AR0000694.
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Ensemble Control of Cycling Energy
Loads: Markov Decision Approach

Michael Chertkov, Vladimir Y. Chernyak, and Deepjyoti Deka

Abstract A Markov decision process (MDP) framework is adopted to represent
ensemble control of devices with cyclic energy consumption patterns, e.g., thermo-
statically controlled loads. Specifically we utilize and develop the class of MDP
models previously coined linearly solvable MDPs, that describe optimal dynamics
of the probability distribution of an ensemble of many cycling devices. Two
principally different settings are discussed. First, we consider optimal strategy of
the ensemble aggregator balancing between minimization of the cost of operations
and minimization of the ensemble welfare penalty, where the latter is represented
as a KL-divergence between actual and normal probability distributions of the
ensemble. Then, second, we shift to the demand response setting modeling the
aggregator’s task to minimize the welfare penalty under the condition that the
aggregated consumption matches the targeted time-varying consumption requested
by the system operator. We discuss a modification of both settings aimed at
encouraging or constraining the transitions between different states. The dynamic
programming feature of the resulting modified MDPs is always preserved; however,
“linear solvability” is lost fully or partially, depending on the type of modification.
We also conducted some (limited in scope) numerical experimentation using the
formulations of the first setting. We conclude by discussing future generalizations
and applications.
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1 General Motivation/Introduction

Power systems, as well as other energy systems, have undergone a transition
from traditional device-oriented and deterministic approaches to a variety of novel
approaches to account for

• stochasticity and uncertainty in how devices, especially new devices such as wind
farms, are operated;

• network aspects, e.g., with respect to optimization, control, and design/planning;
and

• utilization of massive amounts of newly available measurements/data for the
aforementioned settings.

Such approaches, in particular Demand Response (DR), have become one impor-
tant component of smart grid development, see [7, 32] and the references therein.
Novel DR architectures break the traditional paradigm where only generators are
flexible, and hence suggest that participation of flexible loads in control can benefit
the grid at large without compromising load/consumer comforts significantly.

DR assumes that the loads are capable of following operational commands from
the system operator (SO). Using DR in the range from tens of seconds to minutes
is a potential attractive niche for frequency control that maintains the balance
between production and consumption [1, 13, 31, 38]. Traditional frequency control
is achieved by adjusting the generators, whereas DR (when developed) helps to
achieve the balance additionally by adjusting the loads. The control task for loads
in the DR setting is set by the SO as a temporal consumption request. Such requests
can be formulated ahead of time (e.g., for the next 10 min) or in real time, using
frequent updates (e.g., every 10 seconds).

This type of frequency control, namely DR services, is already provided by
big consumers such as aluminum smelters [35] and desalination plants [33].
However, the potential effect would be an order of magnitude larger if small loads
are available to provide DR services. Nevertheless, direct involvement of small-
scale consumers is expensive because of associated communication and control
costs. A viable solution to this problem is to control many small-scale consumers
indirectly via an intermediate entity, also called the aggregator of an ensemble
that includes many (e.g., thousands or tens of thousands) small-scale consumers
[2, 6, 7, 11, 12, 21, 24–27]. Therefore, this novel DR architecture assumes, action-
wise, separation into the following three levels:

(a) SO sends control request/signal to an aggregator. The SO request is stated as
a temporal profile (possibly binned into short intervals, e.g., 15 seconds) that
is expected from the ensemble for an upcoming duration of length, e.g., 10
minutes.

(b) Aggregator (A) processes the SO signal by solving an optimization/control
problem and broadcasts the same A-signal, which is the output/solution of
the optimization/control problem, to all members of the ensemble (end-point
consumers). The broadcast of identical signal to end-point devices/consumers
makes the communication step cheap.
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(c) End-point devices receive and implement the A-signal into control action. The
implementation is assumed to be straightforward, and at most require only light
device-level computations.

A number of challenges are associated with this novel aggregator-based DR
architecture. The challenges are of both formulation (conceptual) and solution
(implementation) type. We will mention a couple of these challenges most relevant
to level (b) of the control architecture, which is the focus of this manuscript.

In posing the A-optimization, one desires a simple/minimal, yet sufficiently accu-
rate, way of modeling individual devices. In particular, an acceptable framework
needs to model the devices in terms of their achievable states and spatio-temporal
resolution. To address this challenge, we will state the aggregator-level problems
through the language of Markov decision process (MDP), and therefore utilize the
transition probabilities between states in MDP as control variables. More accurately,
we will assume that each device can find itself in all (or a subset of all) of the
finite number of states. Then we describe the probabilistic state of the ensemble
in terms of a vector of non-negative numbers that represent the fraction of all
consumers observed in different states at any given moment of time. At each time,
the probabilistic state vector thus sums to unity. The optimization/control degree
of freedom for the A-optimization is represented by the set of stochastic transition
probability matrices between the states, defined at each time slot over the discretized
and finite time horizon.

In addition to the frequency control formulation, we will also discuss another
setting that is of interest by itself but also less challenging in terms of finding
efficient computational solutions. In this algorithmically simplified case we will
look for an optimal balance between the cost of the ensemble operations when the
price of electricity changes in time and the deviation of the probabilistic state of
the ensemble from its natural/normal behavior under uniform prices or without the
price bias.

The discrete-time, discrete-space ensemble modeling has a continuous-time,
mixed-space counterpart known as thermostatically controlled loads (TCLs), or
even more generally cycling loads, that are characterized by periodic (or quasi-
periodic) evolution in the phase space. See [7] and our recent paper [9] for detailed
discussions of TCL modeling and relevant references. In this manuscript we choose
to work with discrete-time, discrete-space Markov process (MP) models because
of their universality and flexibility. Indeed, an MP model can be viewed as a
macro-model that follows from its micro-model counterpart—the TCL, after spatio-
temporal model reduction (coarse-graining), see, e.g., [29]. However, MPs can
represent a much broader class of models than those obtained via coarse-graining
of TCLs or even than a combination (average) of different TCL models. The more
general class of MDP models is especially useful in the context of machine learning
(ML), where an MP is reconstructed from actual measurements/samples of the
underlying ensemble.
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From MP, which represents stochastic dynamics, we transition to MDP, which
represents stochastic optimization with the MP/ensemble state constrained to being
within a specified class of state dynamics. Many choices of MDP are reasonable
from the perspective of practical engineering. In this manuscript we adopt and
develop an approach pioneered in [18] and further developed in [15, 16, 22, 23,
28, 36]. This relatively unexplored formulation of the stochastic optimal control is
known as “path integral control” in the case of continuous-time, continuous-space
formulations [22] and as “Linearly Solvable MDP” (LS-MDP) in the case of a
discrete-time, discrete-space setting [15, 16, 36]. Linear solvability is advantageous
because it allows us to determine analytic expressions for the optimal solution
in settings that go one step further than possibly through Dynamic Programming
(DP) approaches. (We remind the reader that DP involves recursive solutions of the
Hamilton–Jacobi–Bellman [HJB] equations.) One extra advantage of the LS-MDP,
which holds even when reduction of the HJB equation to a linear equation is not
possible, is related to the fact that the penalty term associated with deviation of the
optimized transition probability from its ideal shape (not perturbed by the SO signal)
has a very natural form of the generalized Kullback–Leibler distance between the
two probability measures.

When discussing MPs and MDPs, we will utilize the following (rather standard)
notations and terminology:

• The dynamic state of the ensemble is described in terms of a vector, ρ(t) =
(ρα(t)|∀α), where ρα(t) ≥ 0 is the probability to find a device (from the
ensemble) in state α at time t . The vector is normalized (no probability loss)
at all times considered, i.e.,

∑
α ρα(t) = 1, ∀t= 0, · · · , T , ∀α.

• p(t) = (pαβ(t)|∀t,∀α, β) is the transition probability matrix that describes an
MP. It is set to be an optimization variable within the MDP framework. The
matrix element, pαβ(t), represents the transition probability, i.e. the probability
for a device which was at state β at time t to transition to state α at t + 1. The
matrix is stochastic, i.e.

∑
α

pαβ(t) = 1, ∀t = 0, · · · , T − 1, ∀β, (1)

• The evolution of the MP/ensemble state is described by the master equation
(ME):

ρα(t + 1) =
∑
β

pαβ(t)ρβ(t), ∀t, ∀α. (2)

The ME should be supplemented by the initial condition for the state of the
ensemble:

ρα(0) = ρin;α, ∀α (3)
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Fig. 1 An example MDP resulting from space-binning/discretization and time-discretization of a
two-level mixed-state TCL model of the type discussed in [9]. This model is used in Section 4 for
illustrative experiments. The directed graph of the “natural” transitions and respective stochastic p̄

matrix are shown in the left and right subfigures, respectively.

Given the initial condition (3), one needs to run ME (2) forward in time to find the
states of the MP ensemble at all future times. The direction of time is important
because it reflects the physical causality of the setting.

• MDP formulations discussed in the manuscript are stated as optimizations over
the transition probability matrix p. All of the formulations also depend on the
target p̄, which corresponds to the optimal transition matrix if the ensemble
is “left alone” for a sufficiently long time. In the case of frequency control,
discussed in Section 5, p̄ corresponds to the steady state of the ensemble when the
frequency tracking guidance is ignored. In the formulations of Sections 2 and 3,
p̄ corresponds to the steady state of the ensemble operating for a sufficiently long
time in the case of a flat, i.e., time- and state-independent, cost. An example MP
and respective “natural” p̄, introduced in the result of coarse-graining of a TCL,
is shown in Figure 1.

The material in the remainder of the manuscript is organized as follows. MDPs
aimed at finding the profit optimal transition probability vector for an ensemble
of devices are defined and analyzed in Section 2. MDPs discussed in this section
measure the deviation of the “optimal” p from its “normal” counterpart, p̄, in terms
of the standard KL divergence. This formulation is an LS-MDP; we have placed a
detailed technical discussion of the MDP’s linear solvability and related features
and properties in Section 8. Next, in Section 3, a modified MDP is discussed
that differentiates between state transitions, i.e., discounts some transitions and
encourages others. This formulation is richer in comparison to the differentiation-
neutral formulation of Section 2. Numerical simulations for the optimization
objectives discussed in Sections 2 and 3 are presented in Section 4. In Section 5
we describe and discuss the solution of an MDP, seeking to minimize the welfare
deviation, stated in terms of the KL distance (or weighted KL distance) between
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the “optimal” and “normal” transition probabilities while also matching the SO
objective exactly. Preliminary discussion on integrating the MDP approaches into
the optimum power flow formulations, e.g., to jointly control grid voltages and
to minimize the power losses, is given in Section 6. Section 7 is reserved for the
conclusions and discussions of the path forward.

2 Cost-vs-Welfare Optimal

Our main MDP formulation of interest, which we term “cost vs welfare,” is stated
as the following optimization:

min
p,ρ

Eρ

⎡
⎢⎢⎢⎢⎢⎣

T−1∑
t=0

∑
α

⎛
⎜⎜⎜⎜⎜⎝

Uα(t + 1)︸ ︷︷ ︸
Cost of Electricity

+
∑
β

log
pαβ(t)

p̄αβ

︸ ︷︷ ︸
welfare penalty

⎞
⎟⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎥⎦

Equations (1,2,3)

, (4)

= min
p,ρ

T−1∑
t=0

∑
β

ρβ(t)

(∑
α

pαβ(t)

(
Uα(t + 1)+ log

pαβ(t)

p̄αβ

))

Equations (1,2,3)

, (5)

where the matrix p is the optimization/control variable, which is stochastic accord-
ing to Equation (1). Here in Equation (4), p̄ is an exogenously known stochastic
matrix describing the transition probabilities corresponding to normal dynam-
ics/mixing within the ensemble, i.e., p̄ explains the dynamics that the ensemble
would show in the case of “cost ignored” objective (U = 0). The stochasticity of p̄
means that p̄ satisfies Equation (1), when p is replaced by p̄.

We assume that when following p̄, the ensemble mixes sufficiently fast to reach
statistical steady state, ρ(st), i.e., p̄ρ(st) = ρ(st).

The essence of the optimization (4) is a compromise that an aggregator aims to
achieve between cost savings for the ensemble and keeping the level of discomfort
(welfare penalty) to its minimum. The two conflicting objectives are represented by
the two terms in Equation (4).

Optimization (4) is rather general, whereas for the example of a specific discrete-
time–discrete-space TCL, one sets Uα to non-zero for only the states α that represent
the “switch-on” states of the TCL.

Equation (4) belongs to the family of the so-called LS-MDPs introduced in
[36], discussed in [15, 16, 28], and briefly described as a special case in Section 8.
Solution of Equations (4) is fully described by Equations (24, 27, 28).

According to the general description part of Section 8, the problem is solved in
two DP steps:
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• Backward in time step. Compute p recursively by advancing backward in time
according to Equations (24, 27), where γ (t) is substituted by 1, and starting from
the final condition Equation (28).

• Forward in time step. Reconstruct ρ by running Equation (2) forward in time
with the initial condition Equation (3).

3 Differentiating States Through a Penalty/Encouragement

The KL welfare penalty term in Equation (4) is restrictive in terms of how the
transitions between different states, and also those observed at different moments
of time, compare to each other. To encourage/discourage or generally differentiate
the transitions, one may weight the terms in the KL sum differently, thus introducing
the γαβ(t) factors:

min
p,ρ

Eρ

⎡
⎢⎢⎢⎢⎢⎣

T−1∑
t=0

∑
α

⎛
⎜⎜⎜⎜⎜⎝

Uα(t + 1)︸ ︷︷ ︸
Cost of Electricity

+
∑
β

γαβ(t) log
pαβ(t)

p̄αβ

︸ ︷︷ ︸
welfare penalty

⎞
⎟⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎥⎦

Equations (1,2,3)

. (6)

This generalization of Equation (4) aims to ease the implementation of the opti-
mal decision, e.g., emphasizing or downplaying the controllability of transitions
between the states and at different moments of time.

Solution of the optimization (6) is described in Section 8. Even though linear
solvability of the state-uniform formulation, discussed in Section 2, does not extend
to the non-uniform formulation of Equation (6), the basic DP approach still holds
and the problem is solved via the following backward-forward algorithm:

• Backward in time step. Starting with the final conditions Equation (17), one
solves Equation (18) for ϕ recursively backward in time. Solving Equation (18)
requires, at each time step, execution of inner loop iterations (until convergence),
according to Equation (22), to find the Lagrangian multiplier λ. Following it, p
at that time is reconstructed according to Equation (19). Alternatively, p can be
determined by minimizing convex function Equation (18) directly with a linear
constraint reflecting the stochasticity of p.

• Forward in time step. Reconstruct ρ running Equation (2) forward in time with
the initial condition Equation (3).

4 Computational Experiments

In this section we describe some (preliminary) computational experiments con-
ducted for MDP settings discussed in the two preceding sections. We choose the
example case with 8 states (four “on,” four “off”) and target transition probability,
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Fig. 2 Example solution of the MDP problem for the case without penalty, i.e., with the objective
represented by Equation (4). The initial probability distribution corresponds to the steady state of
the “target” MC with the transition probabilities shown in Figure 1. Eight curves show optimal
dynamics of the respective, ρα(t), α = 1, · · · , 8.

p̄, in the form shown in Figure 1. We conduct the experiments in the regime with a
non-stationary, time-dependent, and random cost term,∼ 1+rand(t), that is nonzero
for only the first four (“on”) states. For the same target p̄, we show solutions of
two optimization formulations that correspond to the setting of Equation (4) and
Equation (6), respectively. In the latter case, we choose a time-independent penalty
factor γαβ = 10 for all transitions except for those that correspond to advancing one
(counterclockwise) step along the cycle. The special “along the cycle” transitions
are not penalized and given a penalty factor equal to unity, γmod[α+1],α = 1, α =
1, · · · , 7. We use the algorithms described at the end of Section 2 and Section 3,
respectively, to solve the MDPs.

The results are shown in Figures 2 and 3. Comparing the figures corresponding
to the two regimes (with and without penalty), one observes that imposing penalty
leads to a more homogeneous distribution ρα over the states α.

5 Ancillary Services-vs-Welfare Optimal

Another viable business model for an aggregator of an ensemble of cycling
devices is to provide ancillary (frequency control) services to a regional SO. The
ancillary services consist of adjusting the energy consumption of the ensemble to an
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Fig. 3 Example solution of the MDP problem for the case with penalty, i.e., with the objective
represented by Equation (6). The initial probability distribution corresponds to the steady state of
the “target” MC with the transition probabilities shown in Figure 1. Eight curves show optimal
dynamics of the respective, ρα(t), α = 1, · · · , 8 for the setting, equivalent to the one used in
Figure 2.

exogenous signal. Tracking the signal may require some (or all) participants of the
ensemble to sacrifice their natural cycling behavior. In this section we aim to study
whether a perfect tracking of a predefined (exogenous) signal is feasible and then,
in the case of feasibility, we would like to find the optimal solution causing least
discomfort to the ensemble. Putting it formally, the aggregator solves the following
optimization problem

minp Eρ

⎡
⎢⎢⎢⎢⎢⎢⎣

T−1∑
t=0

∑
α,β

γαβ(t) log
pαβ(t)

p̄αβ

︸ ︷︷ ︸
welfare penalty

⎤
⎥⎥⎥⎥⎥⎥⎦

(7)

s.t. Equations (1)

s(t) =
∑
α

εαρα(t), ∀α, ∀t = 1, · · · , T
︸ ︷︷ ︸

energy tracking constraint

(8)

where p̄ is the “target” distribution represented by a stochastic matrix, e.g., one that
leads to the standard steady state when U = 0. p is the stochastic matrix which is
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constrained by Equation (1). s(t) is the amount of energy requested by the system
operator to balance the (transmission level) grid, and εα is the amount of energy
consumed by a device when it stays in the state α for a unit time slot. The setting of
Equation (8) assumes perfect tracking, that is, the total consumption of the ensemble
is exactly equal to the amount requested by the SO.

Introducing the Lagrangian multiplier for the energy tracking constraint, one
restates Equation (7) as the following min-max (max-min according to normal
Lagrangian formulation) optimization:

max
ξ

min
p,ρ

⎛
⎝Eρ

⎡
⎣
T−1∑
t=0

∑
α,β

γαβ(t) log
pαβ(t)

p̄αβ

+
T∑
t=1

∑
α

ξ(t)εα

⎤
⎦−

T∑
t=1

ξ(t)s(t)

⎞
⎠

Equation (1)

, (9)

We observe that optimization over p and ρ in the resulting expression becomes
equivalent under a substitution

Uα(t) = ξ(t)εα, ∀α, t = 1, · · · , T . (10)

to the penalized KL welfare penalty optimization (6), discussed in Section 3.
In spite of the close relation between the energy tracking problem Equation (8)

and the profit optimality problem Equation (6), the former is more difficult to
implement. Indeed one can solve Equation (6) in only one backward-forward run.
On the other hand, we are not aware of the existence of a similar efficient algorithm
for solving Equation (8). The difficulty is related to the fact that ξ(t) itself should
be derived as the result of a KKT condition that reinforces the energy tracking
constraint Equation (8). A natural resolution of this problem is through an outer-
loop iteration including the following two substeps:

• Run the backward-forward penalty optimization algorithm described at the end
of Section 3 using the current ξ(t) (outer-step-specific) profile.

• Update current ξ(t) according to Equation (8), utilizing the current ρ(t) derived
from the previous substep.

The outer-loop iterative scheme is initiated with ξ(t) derived from Equation (8),
with ρ(t) corresponding to the “normal” MP, p → p̄. Iterations are run until a
preset tolerance is achieved. We plan to experiment with and analyze convergence
of this iterative scheme in the future.

6 Hybrid Modeling: Toward Voltage-Aware
and Hierarchical Ensemble Control

In this section we describe one possible scheme of an MDP approach for integration
into control of power distribution networks. The description here is preliminary and
meant to motivate a formulation for further exploration.

The aggregation of many loads discussed in the manuscript so far has ignored
details of power flows (PF) as well as related voltage and line flow constraints.
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Fig. 4 Scheme illustrating hybrid/integrated and power-grid-aware MDP formulation. Nodes of
the distribution level power system are each characterized by a sub-ensemble modeled as an MP.
Nodes are connected in a tree-like power system.

We have assumed that any of the discussed solutions is PF-feasible, i.e. solution of
PF equations is realizable for any of the consumption configurations with voltages
and line flows staying within the prescribed bounds. For these assumptions to hold,
either the aggregated devices should be in immediate geographical proximity of one
another or the power system should be operated with a significant safety margin.
In general, satisfying either of the two conditions globally for a large ensemble is
impractical. This motivates a discussion of the following hybrid model, stated in
terms of many geographically localized and different sub-ensembles connected into
a power distribution network (see also Figure 4 for illustration):

min
p,ρ,s,V

Eρ

⎡
⎣
T−1∑
t=0

∑
i

∑
α

⎛
⎝U(i)

α (t + 1)+
∑
β

γ
(i)
αβ (t) log

p
(i)
αβ(t)

p̄
(i)
αβ

⎞
⎠
⎤
⎦ (11)

s.t.

ρ(i)
α (t + 1) =

∑
β

p
(i)
αβ(t)ρ

(i)
β (t), ∀t, ∀i, ∀α (12)

s(i)(t)
.=
∑
α

ε(i)α ρ(i)
α (t) = V (i)(t)

∑
j∼i

(
V (i)(t)− V (j)(t)

zij

)∗

︸ ︷︷ ︸
Nodal PF relations

, ∀i, ∀t, (13)

v(i) ≤ |V (i)|(t) ≤ v(i)︸ ︷︷ ︸
voltage constraints

, ∀i, ∀t. (14)
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where each sub-ensemble i, representing, for example, stochastic/fluctuating con-
sumption of a large apartment complex, is modeled as an aggregated MP that
includes devices and consumers of different types. The objective (11) generalizes
Equation (6), thus accounting for the cost of services and welfare quality (deviation
from normal) for multiple ensembles. As done earlier in the manuscript, we intro-
duce the additional penalty factor, γ (i)

αβ (t), in front of the KL (welfare penalty) term.
This allows us to reflect the significance of different ensembles, transitions, and
times. Equation (12) generalizes the ME (2) to sub-ensembles. Equations (13, 14)
introduce PF and voltage constraints into the MDP setting. We thus seek for

an optimum (11) over three vectors: the vector p =
(
p
(i)
αβ(t) |∀i, ∀α, β, ∀t

)
,

constructed from the stochastic transition-probability matrices, where each com-
ponent represents a node in the network at all moments of time; the vector ρ =(
ρ
(i)
α (t) |∀i, ∀α, ∀t

)
, reconstructed from p according to Equations (12) with the

proper initial conditions provided; and the vector of voltages V = (
V (i)(t) |∀i, ∀t ).

Notice that other objectives (such as a contribution enforcing minimization
of power losses in the distribution systems), other constraints (such as imposing
bounds on line flows), as well as other controls (such as voltage/ position of tap-
changers and/or reactive consumption at the nodes containing inverters) can be
incorporated into the scheme in the spirit of [34, 37].

Because the MDP problem is stochastic by nature, it also allows incorporation
of other stochastic sources, e.g., solar or wind renewables, which can be done either
via modeling the stochastic sources as MP (with no control) or by extending the
model by adding so-called chance-constrained descriptions in the spirit of [3].

An efficient solution of the hybrid problem (11) can be built by combining the
techniques of temporal DP, developed in this manuscript for individual MDPs, with
spatial (tree-graph) DP techniques, developed recently for the Optimal PF (OPF) in
power distributions [17] and taking advantage of the tree-graph operational layout
of power distribution networks. We plan to work on practical implementation of
these and other components of the hybrid model in the future.

7 Conclusions and Path Forward

In this manuscript we review and develop a computationally scalable approach
for optimization of an ensemble of devices modeled via finite-space, finite-time
MP. This approach builds upon earlier publications [19, 28, 29] addressing DR
applications in power systems and beyond. A particularly practical and popular
example of MP, relevant for power systems, is the ensemble of cycling loads, such
as air conditioners, water heaters, or residential water pumps [7, 32].

We have developed a number of useful MDP formulations aiming to achieve
optimality for a diverse set of objectives of interest for an aggregator (of the
ensemble) under different circumstances. We started the manuscript by describing
MDP that balances overall expenses of the ensemble acquired when the cost of
electricity varies in time, with a welfare penalty that measures ensemble operational
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deviation from its normal behavior. Then we proceeded to discuss MDP built to
test feasibility of the ensemble to provide ancillary frequency control services to
SO. Finally, we addressed the future challenge of building a hybrid model that
incorporates MP and MDP modeling into deterministic and stochastic frameworks
of OPFs (operational dispatch) for power distribution.

The most important technical achievement of this paper is the development of an
appropriate DP framework for stochastic optimization including DR. For the cost-
vs-welfare optimization we also tested the developed methodology and algorithms
numerically (on a small-scale example).

This manuscript does not offer a concluding fine-tuned summary of a completed
project. Instead, we have focused here on presenting a new open-ended paradigm.
In other words, we expect to see emergence of many more future extensions and
generalizations of the approach that we have started to develop here. Some of
these proposed future developments have been already discussed in the preceding
sections, especially in Section 6. Others are briefly highlighted below.

• Utilizing and Extending Lin-Solvability. Intuitively, it is clear that lin-solvability
is a rich property that should be advantageous for both analysis and algorithms.
However, the use of this strong property in this manuscript was rather limited. We
expect that the lin-solvability will provide an actual computational/algorithmic
benefit not just for solving MDP per se but also for solving more-complex
multilevel optimization/control problems where an individual MDP represents
an element of a richer model. (Some examples are mentioned below.) On the
other hand, the lin-solvability described in Section 8.1.1 is a rather delicate
property of the model and it is easy to lose either partially or completely, as
shown for the setting/formulation discussed in Section 8.1 and the main part
of Section 8, respectively. This observation motivates further investigation of
other settings/formulations amenable for either full or partial lin-solvability. One
promising direction for future analysis is to consider a generalization from the
KL-divergence to Renyi-divergence, building upon and extending the approach
of [15, 16].

• Model Reduction. Many models of power systems are too large and detailed for
computations. This applies even to the routine PF computation, which is a routing
subtask for many power system problems of high level involving optimization,
control, and generalizations accounting for stochasticity and robustness. Seeking
to represent large-scale, long-time behavior, one is interested in building a
reduced model in order to aggregate the small-scale and/or short-time details
in a compact way. The reduction may be lossless or lossy, with or without
the ability to reconstruct the small-scale/short-time details. The intrinsically
stochastic MP framework developed here is appropriate for the lossy case, where
stochasticity represents the loss of insignificant details. We envision building
reduced models capable of more efficient but still accurate computations of, e.g.,
PF, in the format similar to that discussed in Section 6. The reduced model may
consist of power lines with effective impedances and stochastic load/generation
elements represented by MPs. The level of coarse-graining may be predefined by
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a geography-preserving procedure, e.g., of the type discussed in [20], but it may
also be left flexible/adaptive, where the number of states and allowable transitions
for an individual MP is the subject of optimization.

• Hierarchical Control. When the reduced model with MPs representing aggre-
gated loads/generators is to be used in the context of optimization and control,
changing from MP to MDP may be understood as allowing the optimiza-
tion/control to be split into two levels. Optimization with many MDPs modeling
aggregated end-users, as discussed in Section 6, will produce optimal transition
probability matrices for each individual MDP. Then, the task of implementing
this policy is delegated to aggregators responsible for individual MDPs. In this
case, implementation means the global optimality/control is substituted by a two-
level hierarchical control. The scheme may be extended to represent more levels
of control.

• Derivation of MDP from a Detailed Microscopic Model. Consider an ensemble
of continuous-time TCLs, each represented by a microscopic state in terms of
temperature (continuous variable) and switch on/off status (discrete variable).
In the case of an inhomogeneous ensemble, where each TCL or a group of
TCLs may be parameterized differently, e.g., in terms of the allowed temperature
rates and/or transition rates between on/off states, one is posing the question
of representing this inhomogeneous ensemble as a single discrete time and
discrete space (binned) MP or MDP. Developing a methodology for constructing
a representative MP/MDP for an aggregated ensemble is an important task for
future research.

• Accounting for Risk-Metric. The MP/MDP methodology is sufficiently rich and
flexible to account for and mitigate risks of different types, e.g., overloading.
Indeed, incorporating additional constraints into MDP optimization by limiting
some elements of ρ or p is a straightforward way of limiting the risk in
probabilistic terms, natural for MDP.

• Stochastic MDP. MDP models already account for the intrinsic stochasticity
of an ensemble of devices (or coarse-grained areas) that a model represents.
However, exogenous effects, such as those representing the cost of electricity
or the frequency signal, are modeled in this manuscript deterministically, even
though it is often more appropriate to represent generically uncertain and
stochastic exogenous signals probabilistically. Formulating appropriate “second-
order” statistical models represents an interesting challenge for future research.
Interesting recent studies dealing with exogenous fluctuations and uncertainty
added to the MP/MDP setting are presented in [4, 5].

• From MDP to Reinforcement Learning (RL). MDP is a standard tool used
in the field of RL. One of the data-driven RL approaches [36] relevant for
our discussion suggests considering “ideal” transition probabilities, p̄, as
unknown/uncertain and then attempting to learn p̄ from the data in parallel
with solving the MDP. The approach was coined in [36] as Z-learning, and
it is also closely related to the so-called approximate DP (see [30] and the
references therein for many books and reviews). We anticipate that this general
approach, when applied to the models introduced in the manuscript, will allow
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us to build a data-driven and MDP-based framework for controlling an ensemble
whose normal behavior is known only through limited samples of representative
behavior.

• MDP for Supervised Learning (SL). Recently a SL methodology was applied
as a real-time proxy to solve difficult power system problems, such as finding
an efficient description of the feasibility domain to solve OPF or power system
reliability management problems [14]. The main idea in this line of research
rests on replacing an expensive power system computation with an ML black
box trained to evaluate a sufficient number of samples labeled by relevant output
characteristics. One interesting option consists of using properly designed MPs
and/or MDPs for opening up the black box and turning it into (at least partially)
a physics-informed ML. Another possible direction would be to use MPs/MDPs
as labels.

• MDP as an Element of a Graphical Model (GM) framework. It was argued
recently in [10, 17] that the approach of GM offers a flexible framework and
efficient solutions/algorithms for a variety of optimization and control problems
in energy systems (power systems and beyond). It is of interest to extend the GM
framework and build into it MDP methodology, formulations, and solutions.

• Applications to Systems, e.g., Energy Systems. The MDP models discussed in
this manuscript are of interest well beyond representing ensembles (and coarse
regions) in power systems. Similar methods and approaches are relevant for
problems representing behavior and DR capabilities of consumers’/producers’
ensembles in other energy infrastructures, such as natural gas systems and district
heating systems. In fact, the models discussed above fit practically “as is” to
describe aggregation of many consumers of district heating systems residing in
a big apartment complex or a densely populated residential area. The language
of MDP is also universal enough to optimize joint energy consumption through
multiple energy infrastructures of a “residential” ensemble (including electricity,
heat, and gas—possibly used as an alternative to central heating in local boilers).

8 Dynamic/Bellman Programming

In this section we discuss the DP solution for the most general of the formulations
considered in this paper, the profit-vs-welfare optimal formulations. Specifically we
consider Equation (6) that introduces in-homogeneity in the inter-state transitions,
expressed through the state and time-dependent γβα(τ ) factors.

Let us restate Equation (6) as

min
p

C
(
p|T−1

0 , ρ(0)
)∣∣∣∑

β pβα(τ)=1, ∀α , (15)

where p|T−1
0 is the shortcut notation for the vector constructed of the transition

probability matrices evaluated at t = 0, · · · , T − 1, i.e., (p(t)|∀t = 0, · · · , T − 1).
The so-called value function in Equation (15) can be decomposed according to
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C
(
p|T−1

0 , ρ(0)
)
= C

(
p|τ−1

0 , ρ(0)
)
+
∑
α

ϕα

(
τ, p|T−1

τ

)
ρα

(
τ, p|τ−1

0

)
, (16)

where the notation ρα

(
τ, p|τ−1

0

)
is introduced temporarily (just for the purpose

of this derivation) to emphasize that ρα computed at the moment of time τ also
depends, according to Equation (2), on the transition probability matrices computed
at all the preceding times. Here in Equation (16) ϕα is defined at the final moment
of time according to

ϕα(T ) = Uα(T ), (17)

and then solved backward in time by the following recursive equations

∀α, τ = T − 1, · · · 0 : ϕα

(
τ, p|T−1

τ

)
=
∑
β

ϕβ

(
τ + 1, p|T−1

τ+1

)
pβα(τ)

+
∑
β

γβα(τ )pβα(τ ) log

(
pβα(τ)

p̄βα

)
+ Uα(τ), (18)

where, the notation ϕα
(
τ, p|T−1

τ

)
emphasizes that (by construction) ϕα(τ) depends

only on p|T−1
τ .

The DP-decomposed (recursive) structure of Equations (16, 18) allows us to
evaluate optimization over p in Equation (15) greedily as Karush–Kuhn–Tucker
(KKT) first-order conditions—first over p(T − 1) and then over p(T − 2) all the
way to p(0). The KKT condition for minimization of (18) with linear constraint∑

β pβα(τ ) = 1 gives the following DP relation for the optimal p:

pβα(τ) = p̄βα exp

(
−1 − ϕβ(τ + 1)− λα(τ)

γβα(τ )

)
, ∀α, β, ∀τ = T − 1, · · · , 0,

(19)

where the Lagrange multipliers, λα(τ), are determined implicitly from the stochas-
ticity of p(τ)

∑
β

p̄βα exp

(
−1 − ϕβ(τ + 1)− λα(τ)

γβα(τ )

)
= 1, ∀α, ∀τ = T − 1, · · · , 0. (20)

The Lagrange multipliers λ can also be extracted from one-dimensional convex opti-
mizations one gets substituting (19) into the corresponding Lagrangian relaxation
of (18)

λα(τ) = arg min
μ

⎛
⎝∑

β

p̄βαγβα(τ ) exp

(
−1 − ϕβ(τ + 1)− μ

γβα(τ)

)
− μ

⎞
⎠ , (21)

∀α, ∀τ = T − 1, · · · , 0.
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Computationally, one may solve Equation (21) via gradient descent

λα(τ)← λα(τ)− δ

(∑
β

p̄βα exp

(
−1 − ϕβ(τ + 1)− λα(τ)

γβα(τ )

)
− 1

)
, (22)

∀α, ∀τ = T − 1, · · · , 0.

choosing an appropriate step, δ, and iterating Equation (22) until the target tolerance
of the solution’s accuracy is reached. Then Equations (19, 18) can be used to
determine p(τ) and ϕ(τ).
Another way to determine p(τ), ϕ(τ) is to minimize (18) directly resolving the p-
stochasticity constraint. As x log x is a convex function, minimizing (18) is a convex
problem that can be solved with standard solvers, e.g. Ipopt or cvx.

8.1 The Case Which Allows Explicit Normalization

In the case of a general γ (τ) in Equation (19), the Lagrange multipliers, λ(t), cannot
be expressed via p in a closed form. An exception is the case when γβα(τ ) is
independent of β, i.e.

γβα(τ ) ⇒ γα(τ). (23)

Then, Equation (19) results in

pβα(τ) =
exp

(
−ϕβ(τ+1)

γα(τ )

)
p̄βα

∑
ν exp

(
−ϕν(τ+1)

γα(τ )

)
p̄να

, ∀α, β, ∀t. (24)

Substituting Equation (24) into Equation (18), one derives

ϕα(τ) = −γα(τ) log

⎛
⎝∑

β

exp

(
−ϕβ(τ + 1)

γα(τ )

)
p̄βα

⎞
⎠+ Uα(τ), ∀α, ∀τ. (25)

Notice that there are also other special cases that may allow for analytic
expressions for the normalization. In particular, the case when γαβ(τ ),∀τ, α, β take
values from a finite alphabet. We leave discussion of this and other interesting cases
to future studies.

8.1.1 Linearly Solvable Case

Reduction (23) allows us to map Equation (15) to solution of DP equations (25) that
are, however, nonlinear. We now make an additional reduction to limit Equation (23)
even further to the state independent case

γαβ(τ )⇒ γ (τ), (26)



380 M. Chertkov et al.

Equation (25) now reduces to what was coined in [15, 16, 36] as the linearly solvable
MDP

exp

(
−ϕα(τ)

γ (τ )

)
.= uα(τ) =

∑
β

uβ(τ + 1)p̄βα exp

(
−Uα(τ)

γ (τ )

)
. (27)

Equation (27) is solved backward in time with the final condition

uα(T ) = exp

(
−Uα(T )

γ (T )

)
, ∀α. (28)

Two remarks are in order. First, we note that Equation (26) is of practical interest
when one aims to change the relative importance of the welfare reinforcement
vs. price balance in the optimization. Second, other linearly solvable cases, in
addition to those described by Equation (26), may exist. We postpone a more general
discussion of a broader class of the linearly solvable cases as well as their practical
utility, to future publications.
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Distributed Control Design for Balancing
the Grid Using Flexible Loads

Yue Chen, Md Umar Hashmi, Joel Mathias, Ana Bušić, and Sean Meyn

Abstract Inexpensive energy from the wind and the sun comes with unwanted
volatility, such as ramps with the setting sun or a gust of wind. Controllable
generators manage supply-demand balance of power today, but this is becoming
increasingly costly with increasing penetration of renewable energy. It has been
argued since the 1980s that consumers should be put in the loop: “demand response”
will help to create needed supply-demand balance. However, consumers use power
for a reason and expect that the quality of service (QoS) they receive will lie within
reasonable bounds. Moreover, the behavior of some consumers is unpredictable,
while the grid operator requires predictable controllable resources to maintain
reliability. The goal of this chapter is to describe an emerging science for demand
dispatch that will create virtual energy storage from flexible loads. By design, the
grid-level services from flexible loads will be as controllable and predictable as a
generator or fleet of batteries. Strict bounds on QoS will be maintained in all cases.
The potential economic impact of these new resources is enormous. California plans
to spend billions of dollars on batteries that will provide only a small fraction of the
balancing services that can be obtained using demand dispatch. The potential impact
on society is enormous: a sustainable energy future is possible with the right mix of
infrastructure and control systems.
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1 Introduction

As more wind and solar energy come online, the system operators who run the
power grid are faced with a problem: how do they compensate for the variable nature
of the sun and wind?

Low-frequency variability from solar gives rise to the famous “duck curve”
anticipated at CAISO [8]: it is predicted that ramps of 30% of the load over a few
hours may be commonplace. In 2011, they introduced new market rules for pricing
flexible ramping products to help combat this volatility. Figure 1 is taken from a
2014 presentation at the Southwest Power Pool (SPP) working group meeting.1 The
net load on March 8, 2014, shows the emergence of the CAISO duck curve. The
price data illustrates that insufficient ramping resources can cause enormous spikes
in wholesale power prices.

MISO (an ISO in central North America) recently alerted FERC to the need for
new market rules to incentivize ramping products. They argue that the need for these
services is increasing with the introduction of renewable energy: “under its current
market structure, short-term Net Load variations could create a situation where
dispatchable resources have sufficient capacity, but there is a short-term scarcity
event because MISO has inadequate ramp capability to respond to unexpected
variations in Net Load . . . such ramp capability shortages could result in . . . dispatch
intervals during which the price of energy can increase significantly due to scarcity
pricing, even if the event does not present a significant reliability risk”2. MISO is not
concerned about energy: they are lacking responsive resources, even though there is
sufficient capacity.

The control systems diagram in Figure 2 provides a simple view of how the grid
is operated today, in which wind and solar are viewed as sources of disturbances.
In North America, the GRID block is in fact a subset of the grid called a balancing

Impact of wind and solar on net-load at CAISO
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Fig. 1 Interaction between power and price dynamics at CAISO.

1From Tony Delacluyse of PCI, with permission.
2http://tinyurl.com/FERC-ER14-2156-000
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Fig. 2 Power grid control loop. A question addressed in this chapter: where do we find H?.

region. The block denoted Compensation represents a balancing authority (BA).
The grid-level measurements obtained by the BA are summarized as a scalar
function of time called the area control error (ACE). It is a linear combination of
two error signals: the deviation of local grid frequency from the nominal 60 Hz and
the tie-line error – defined as the mismatch between scheduled and actual flow of
power out of the balancing region. Command signals are broadcast to resources such
as controllable generators so that the ACE signal is kept within desired bounds.

The compensator Gc is designed by the BA in a particular region. For example,
PJM (an RTO in the eastern USA) creates their RegA and RegD signals by passing
the ACE signal first through a PI compensator and then through a band-pass filter.
In this case, the compensator Gc in Figure 2 is taken to be a PI controller, and the
band-pass filters are embedded in the block denoted actuation. The decomposition
“H = Ha + Hb + · · · ” represents many resources acting in parallel to provide
actuation, which may include controllable generation and batteries.

It is anticipated that the basic architecture illustrated in Figure 2 will remain in
place for many decades to come. The grid will become more adaptable to persistent
disturbances or crisis through a combination of control techniques and hardware.

The term ancillary service refers to resources required to maintain supply-
demand balance in the grid but do not necessarily supply energy. While controllable
generation is the most common source of most ancillary services today, other
technologies such as flywheels and batteries are increasingly popular because of
their performance and because of new state and federal policies. The FERC report
[37, pp. 23–24] contains a survey of experiments conducted by Beacon Power and
Primus Power on the value of highly responsive resources for ancillary service.
Primus claims approximately 76 percent more ACE correction compared with what
can be obtained from generation sources. This is because a slower “. . . resource lags
to the point of working against needed ACE correction.” In addition to their poorer
performance, the use of generation for ancillary service may be costly in terms of
fuel and emissions because the generators are not running at their ideal conditions
and in fact may be online only to help regulate the grid.

The California Public Utilities Commission has encouraged utilities to invest
billions of dollars on batteries, and many have responded. Southern California
Edison (SCE) recently announced the “largest battery in the world.” It is capable
of storing 32 MWhs (megawatt hours) of energy. It is not a single battery but a
6,300-square-foot facility that houses an enormous array of lithium-ion batteries.
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1.1 Chapter Overview

Batteries may be a clean source of ancillary service, but currently they are an
expensive solution. In addition to the large space required for large systems,
batteries have finite life time and waste energy as they are charged and discharged
to service the grid [17].

Distributed control architectures are described in this chapter to create virtual
energy storage (VES) based on the inherent flexibility in power consumption
from a majority of loads. The ancillary services that can be obtained include
regulation (such as automatic generation control, or AGC), smooth peaks in load,
address ramps from wind or solar generation, and help to recover gracefully from
contingencies such as generation faults. It is believed that VES is a low-cost
complement to batteries and power plants and may in the future provide the majority
of required ancillary services.

The term demand dispatch is a convenient alternative to demand response; the
latter is defined by policy makers and regulatory bodies (such as FERC) as load-
shedding in exchange for some monetary reward. Load-shedding is not the goal
of the technology surveyed here. In applications to both regulation and ramping
services, the distributed control algorithms are designed so that power consumption
is increased and decreased over time while keeping the total energy deviation over
time at zero – just like charging and discharging of a battery.

The control architectures described in this chapter are based on a series of papers
on distributed control [11, 13, 35, 36]. The proposed frequency decomposition
of VES resources was first introduced in [19, 20] in the context of commercial
buildings and generalized in [1]. The key novel contribution in all of this work is
the focus on “intelligence at the load,” manifested by local control loops. There are
many benefits:

(i) Communication infrastructure requirements are reduced, which hopefully
leads to both improved security and higher consumer confidence regarding
privacy.

(ii) A simple control problem at the BA, since the single-input/single-output
system is highly controllable.

(iii) Strict bounds on quality of service (QoS) to the consumer are guaranteed.

This chapter does not consider market issues. It is assumed that consumer engage-
ment will be achieved through contractual agreements and periodic credits, such as
those offered by Florida Power & Light in their OnCall� program.

1.2 Some History and Further Reading

In the early 1980s, Schweppe wrote a series of influential articles on the value
of new architectures for the grid [40, 41], with an emphasis on demand response
based on either automation or prices. Tools for analysis were lacking at the time,
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but many researchers came to fill the void. An influential example is the paper
[29] that introduced ideas from statistical mechanics to model a large population
of thermostatically controlled loads (TCLs).

There is substantial literature on indirect load control, where customers are
encouraged to shift their electricity usage in response to real-time prices (several
papers in this volume survey this literature, including the articles authored by
Spence and by Moye). Dynamic prices can introduce uncertain dynamics, such as
cyclical price fluctuations and increased sensitivity to exogenous disturbances, and
present a risk to system stability [9, 15, 39].

Randomization is an essential element of the distributed control architecture
described in this chapter. Its value has been widely recognized in academia as well
as industry [42].

On the academic side, Matheiu’s dissertation [32] and references [33, 34] were
highly influential, motivating in part the research surveyed in this chapter and others
[16, 26, 46, 48]. The control model in [32] is based on the mean-field setting of
[29], with the introduction of a control signal from a central authority: at each
time slot, a BA or aggregator broadcasts probability values {p⊕τ , p)τ : τ ∈ R}
where p⊕τ (p)τ ) denotes the probability of turning the device on (off) when the
temperature of the device is τ . The temperatures are binned to obtain a finite state-
space aggregate model. This model is bilinear and partially observed, where the state
x is the histogram of load temperature and power consumption. The bilinear control
system is transformed to a linear model by defining products of probability and state
as an input. The resulting linear state-space model has the same state, but the vector-
valued input is now defined as products of the form uk = pm

τ xj for some τ(k),
j (k), and m(k) ∈ {⊕,)}. Feedback control design is performed based on LQR.
However, it is still necessary to recover the probability vector {pm

τ }. In this prior
work, this is defined as the ratio of components of the input u(t) and components
of the estimate of the state at time t (see, e.g., eq. (11) of [34]). It is assumed
that estimates are computed by the BA based on measurements of aggregate power
consumption. A current challenge with this approach is the creation of sufficiently
accurate state estimates for an inherently infinite-dimensional system. Challenges
to state estimation are discussed in [13], where it is shown that the linearized mean-
field model may not be observable. Robustness of this approach to bilinear control
systems is another important area for future research.

The approach to distributed control surveyed in Sections 2 and 3 involves
an entirely different approach to local control at each load. One example is the
individual perspective design (IPD) described in Section 3.2. This can be regarded
as an application of the MDP technique of Todorov [44], but only in one special
case: the construction of [44] can be applied only if there is no exogenous stochastic
disturbance in the load model. Contained in Section 3.2 are techniques to extend
this design to a broader class of load models. These ideas were first applied to
demand dispatch in [35] and have seen many extensions since. For more history
the reader is referred to [14, 36], in addition to the papers surveyed in Section 3.2.
While beyond the scope of this article, it is important to note that Todorov’s “linearly
solvable” MDP model [44] is similar to prior work such as [24], and the form of the
solution could have been anticipated from well-known results in the theory of large



388 Y. Chen et al.

deviations for Markov chains [6]. It is pointed out in [45] that this approach has a
long history in the context of controlled stochastic differential equations [18].

The remainder of the chapter consists of six sections organized as follows.
Section 2 contains a high-level description of the control architecture, with details on
distributed control contained in Section 3. The next three sections contain examples
of distributed control of a large collection of resources in three settings: Section 4
concerns TCLs, Section 5 presents application to a population of residential pool
pumps, and Section 6 describes application of similar methodology to a spatially
distributed population of batteries. Conclusions and discussion of future research
are contained in Section 7.

2 Distributed Control Architecture

This section contains a list of specific goals and general control design techniques
that offer solutions.

2.1 Problem Statement

The grid operator requires resources to balance the grid at all times. The hypothesis
of this chapter is that a large proportion of the needed resources can come in the
form of virtual storage from flexible loads. Reliable grid services can be obtained
from loads, but this requires a well-designed control architecture.

A particular hierarchical control architecture is developed in this chapter. One
realization is illustrated by the feedback structure shown in Figure 2, in which
the actuation block is composed of many resources acting in parallel, including
generation, batteries, and virtual energy storage.

Assumptions regarding this control structure include

(i) Local control: This will be based in part on randomized decision rules.
This provides necessary degrees of freedom in shaping aggregate dynamics.
Randomization also helps to prevent synchronization of the response from
loads.

(ii) Information flow from loads: Two-way information exchange between the BA
and individual loads is not a component of this architecture. In [36] it is
assumed that the BA measures aggregate power consumption from the loads
under its authority. Alternatively, each load broadcasts its power state several
times per day, and aggregate power consumption is estimated at the BA [13].

In [30, 31] it is argued that it is possible to create a reliable control system
in which direct information flow from loads to BA is entirely absent. This
requires more complex control at each load and hence is beyond the scope of
this chapter.
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Fig. 3 Control architecture:
a common command signal is
transmitted to each load in a
particular class. The resulting
input-output system from ζ to
power consumption y is
regarded as virtual energy
storage.
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(iii) Information flow from the BA: A single regulation signal is broadcast to each
collection of loads of the same class, as illustrated in Figure 3. This signal
is designed based on grid-level measurements and a model of the aggregate
behavior of the loads in each class.

The value of “local intelligence” at each load is vital for the envisioned
architecture. Feedback loops at each load are used to ensure that QoS constraints
are met and also so that the aggregate of loads will appear to the grid operator as a
reliable resource – much like a battery system or a controllable generator.

Consumer choice will be an input to any VES system, and a monetary reward
may be part of the arrangement. A contract for services can be established so that
the consumer is rewarded for participation, without exposing him or her to the
complexity and uncertainty of the grid. In this way, the BA or aggregator can design
the system so that highly reliable grid services are obtained while respecting the
QoS constraints of the consumer.

In the future it is possible that some loads will be grid friendly by design; the
consumer will never know that their refrigerator is helping to regulate the grid.

2.2 Local Control

The lowest level of control in the proposed architecture is at an individual load,
such as a water heater, refrigerator, agricultural water pump, or air-conditioner. The
load is equipped with sensors. For example, the microprocessor in a water heater
receives measurements of water temperature at one or more locations in the unit. It
is also assumed that the load receives measurements from the grid. This could be
purely local, such as the grid frequency measured locally [30, 31]. Theory is best
developed in the setting where each load receives a signal from the BA.

The local control loop is designed to meet these potentially conflicting goals: 1.
Ensure that the load is providing the desired services to the consumer, respecting
strict bounds on QoS, and 2. Ensure that the aggregate of loads responds to a signal
from the BA in a manner that is both predictable and beneficial to the grid.

There is one obvious challenge: the degrees of freedom are extremely limited for
a typical load of interest. For example, a residential water heater or refrigerator can
be in only one of a small number of power states. Contained in Section 3 are several
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design techniques for local control that result in smooth aggregate behavior. This
is possible without the introduction of complex scheduling rules or the solution of
real-time optimization problems at the BA.

2.3 Macro-control

This high-level control layer may be a part of the traditional BA or through a load
aggregator. The balancing challenges are of many different categories, on many
different timescales:

(i) Automatic generation control (AGC): timescales of seconds to 20 minutes.
(ii) Balancing reserves: in the Bonneville Power Authority, the balancing reserves

include both AGC and balancing on timescales of many hours.3

(iii) Contingencies (e.g., a generator outage)
The final two challenges are observed in Figure 1:

(iv) Peak shaving.
(v) Smoothing ramps from solar or wind generation.

In this chapter it is assumed that these high-level control problems are addressed
as they are today: the BA receives measurements of the grid and based on this
information sends out signals to each resource in its domain. In many cases control
loops are based on standard PI (proportional-integral) control design.

The difference here is that some resources are virtual, such as a collection of
water heaters. A large collection of batteries distributed across the region might be
regarded as a single resource – in this case, local control loops will be installed in
each battery system so that the aggregate behaves as a single massive battery.

3 Mean-Field Control Design

Standard approaches for solving a stochastic control problem include stochastic
dynamic programming and Markov decision processes (MDP) [38]. The future
power grids will contain millions of smart components, which prohibit centralized
decision-making using these techniques as they do not scale well with the number
of different components in the system (both the state space and the control space of
the model grow exponentially with the number of components). The extension of
MDP models to the case of optimization problems involving many agents that are
making decisions based on partial knowledge of the system is called DEC-POMDP
(decentralized partially observable MDP). These problems are NEXP-hard for the

3Balancing on a slower timescale is achieved through real-time markets in some other regions of
the USA and in every region under the jurisdiction of an RTO.
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finite horizon optimization case [2], and undecidable in the infinite-horizon case
[28].

In physics and probability theory, mean-field theory (MFT) approximates the
behavior of a large number of small individual components which interact with each
other. The effect of all the other individuals on any given individual is approximated
by a single averaged effect, thus reducing a many-body problem to a one-body
problem. The mean-field ideas first appeared in physics in the work of Pierre
Curie and Pierre Weiss to describe phase transitions [23, 47]. Approaches inspired
by these ideas have seen applications in epidemic models [3], computer network
performance, and game theory [22, 27]. In power systems, they were first used to
model the aggregate dynamic of the collection of water heaters in [29] and more
recently in [25, 43, 46]. However, the global objective optimization under mean-
field interactions remains very challenging, and an exact analysis is possible only
under restrictive assumptions on the local dynamics and the cost structure. There is
still a significant gap between the theoretical assumptions and the applications, and
the results may be sensitive to the modeling errors.

The approach in [5, 11, 13] combines the mean-field theory with classical
feedback control. The main idea consists in defining a parametrized family of
randomized local decision rules that lead to an aggregate behavior with desirable
control properties (e.g., passivity for the linearized aggregate input-output system).

This section provides an overview of key concepts and results of this approach.

3.1 Mean-Field Model

A nominal Markovian model for an individual load is created based on its typical
operating behavior. This is described as a Markov chain with transition matrix
denoted P0, with state space X = {x1, . . . , xd}. For example, a water chiller turns
on or off depending upon the temperature of the water. In this case, a state value xi

encodes water temperature as well as the power state (on or off).
A family of transition matrices {Pζ : ζ ∈ R} is then constructed to define

local decision-making. Each load evolves as a controlled Markov chain on X, with
common input ζ = (ζ0, ζ1, . . . ). It is assumed that the scalar signal ζ is broadcast to
each load. If a load is in state x at time t and the value ζt is broadcast, then the load
transitions to the state x′ with probability Pζt (x, x

′). Letting Xi
t denote the state of

the ith load at time t and assuming N loads, the empirical pmf (probability mass
function) is defined as the average:

μN
t (x) =

1

N

N∑
i=1

1{Xi
t = x}, x ∈ X.

The mean-field model is the deterministic system defined by the evolution equa-
tions,
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μt+1 = μtPζt , t ≥ 0, (1)

in which μt is a row vector of dimension d. Under general conditions on the model
and on μ0, it can be shown that μN

t is approximated by μt .
In [11, 13, 36] it is assumed that average power consumption is obtained through

measurements or state estimation: Let U (x) denote power consumption when the
load is in state x, where U : X → R+. The average power consumption is denoted

yNt = 1

N

N∑
i=1

U (Xi
t ) ,

which is approximated using the mean-field model

yt =
∑
x

μt (x)U (x), t ≥ 0. (2)

The next subsection describes the linearized dynamics. Sections 3.2–3.3 provide
an overview of design techniques for the parametrized transition family {Pζ : ζ ∈
R} to ensure that the linearized input-output model has desirable properties for
control at the grid level.

3.1.1 Linearized Mean-Field Model

The mean-field model (1) is a state-space model that is linear in the state μt and
nonlinear in the input ζt . The observation equation (2) is also linear as a function of
the state. Assumptions imposed in [11, 13, 36] imply that the input is a continuous
function of these values. The design of the feedback law ζt = φt (y0, . . . , yt ) is
based on a linearization of this state-space model.

The linearized input-output model requires additional notation. The derivative of
the transition matrix is also a d × d matrix, denoted

Eζ = d

dζ
Pζ (3)

Denote Ũζ = U − Ū ζ , with Ū ζ = πζ (U ).
The invariant pmf πζ for Pζ is regarded as the equilibrium state for the mean-

field model (1), with respect to the constant input value ζt ≡ ζ . The linearization
about this equilibrium is described in Proposition 1. The proof can be found in [36,
Prop. 2.4].

Proposition 1 Consider a family of transition matrices {Pζ : ζ ∈ R} that are
continuously differentiable in ζ . Assume also that Pζ is irreducible and aperiodic
for each ζ . The unique invariant pmf πζ is an equilibrium for (1) when ζ takes
on this constant value. The input-output model with state evolution (1), input ζ ,
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and output (2) admits a linearization about this equilibrium. It is described as a
d-dimensional state-space model with transfer function

Gζ (z) = C[Iz− A]−1B (4)

in which A = P T
ζ , Ci = Ũζ (x

i) for each i, and

Bi =
∑
x

πζ (x)Eζ (x, x
i), 1 ≤ i ≤ d (5)

3.2 Local Control Design

It is assumed throughout this chapter that the family of transition matrices used for
distributed control is of the form

Pζ (x, x
′) := P0(x, x

′) exp
(
hζ (x, x

′)−-hζ (x)
)

(6)

in which hζ is continuously differentiable in ζ and -hζ is the normalizing constant

-hζ (x) := log
(∑

x′
P0(x, x

′) exp
(
hζ (x, x

′)
))

(7)

Each Pζ is irreducible and aperiodic under the assumption that this is true for P0.

3.2.1 Myopic Design and the Exponential Family

A simple choice is the myopic design. This is obtained by setting hζ (x, x
′) =

ζU (x′),

P
myop
ζ (x, x′) := P0(x, x

′) exp
(
ζU (x′)−-ζ (x)

)
(8)

with the normalizing constant -ζ (x) := log
(∑

x′ P0(x, x
′) exp

(
ζU (x′)

))
. This

corresponds to a tilted probability transition matrix, favoring the transitions to
states with lower power consumption when ζ < 0 and to states with higher power
consumption when ζ > 0.

Advantages of this design include ease of implementation and the straightforward
generalization to the continuous state-space case. This generalization will be
illustrated in Sections 4 and 6.

It is possible to consider any other family of functions, linear with respect to ζ ,
leading to an exponential family for {Pζ : ζ ∈ R},
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hζ (x, x
′) = ζH0(x, x

′). (9)

The choice of H0 will typically correspond to the linearization of a more advanced
design around the value ζ = 0 (or some other fixed value of ζ ). One example is
given in Section 3.3.

3.2.2 Individual Perspective Design

Consider a finite-time-horizon optimization problem: For a given terminal time T ,
let p0 denote the pmf on strings of length T :

p0(x1, . . . , xT ) =
T−1∏
i=0

P0(xi, xi+1) ,

where x0 ∈ X is assumed to be given. The scalar ζ ∈ R is interpreted as a weighting
parameter in the following definition of total welfare. For any pmf p, this is defined
as the weighted difference,

WT (p) = ζEp

[ T∑
t=1

U (Xt )
]
−D(p‖p0) (10)

where the expectation is with respect to p, and D denotes relative entropy:

D(p‖p0) :=
∑

x1,...,xT

log
( p(x1, . . . , xT )

p0(x1, . . . , xT )

)
p(x1, . . . , xT )

It is easy to check that the myopic design is an optimizer for the horizon T = 1,

P
myop
ζ (x0, ·) ∈ arg max

p
W1(p).

The infinite-horizon mean welfare is denoted,

η∗ζ = lim
T→∞

1

T
WT (p

∗
T ) (11)

The two terms in the welfare function (10) represent the two conflicting goals:
To provide service to the grid and to reduce deviation of the load’s behavior from
the nominal. If the controlled probability p is chosen to be different from p0,
it potentially reduces the QoS to the consumer, which is modeled by the term
“−D(p‖p0).”
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Recall that U (Xt ) is equal to the power consumption of the load at time t . If
the grid operator desires lower power demand than the nominal value, this goal is
modeled through the first term in (10) whenever the parameter ζ is negative.

A solution to the infinite-horizon problem is given by a time-homogeneous
Markov chain whose transition matrix is obtained following the solution of an
eigenvector problem, based on the d × d matrix

P̂ (x, x′) = exp(ζU (x))P0(x, x
′) , x, x′inX . (12)

Let λ > 0 denote the Perron-Frobenius eigenvalue and v the eigenvector with
nonnegative entries satisfying

P̂ v = λv (13)

The proof of Proposition 2 is contained in [36, Section II], following [44].

Proposition 2 If P0 is irreducible, an optimizing p∗ that achieves (11) is defined
by a time-homogeneous Markov chain whose transition probability is defined by

P̌ζ (x, x
′) = 1

λ

1

v(x)
P̂ (x, x′)v(x′) , x, x′ ∈ X . (14)

3.3 Uncontrolled Dynamics

In many cases it is not possible to apply the IPD solution in the form (14) because
a portion of the stochastic dynamics are not directly controllable. Consider a load
model in which the full state space is the Cartesian product X = Xu ×Xn, where Xu

are components of the state that can be directly manipulated through control.
In prior work [5, 6], the following conditional independence structure is assumed:

for each state x = (xu, xn) and each ζ ∈ R,

P̌ζ (x, x
′) = Rζ (x, x

′
u)Q0(x, x

′
n) ,

Rζ (x, x
′
u) = R0(x, x

′) exp
(
hζ (x, x

′
u)−-hζ (x)

) (15)

where
∑

x′u Rζ (x, x
′
u) =

∑
x′n Q0(x, x

′
n) = 1 for each x and ζ . The matrix Q0 is

out of our control – this models load dynamics and exogenous disturbances. For
example, it may be used to model the impact of the weather on the climate of a
building. The matrices {Rζ } are a product of design.

It is reasonable to assume that U is a function only of Xu; the power state is
directly controllable. In this case the myopic design (8) is unchanged, hζ (x, x′u) =
ζU (x′u).

The formulation of the IPD optimization problem is unchanged, but its solution
is not in the form (14). A computational ODE approach is introduced in [5, 6]: for a



396 Y. Chen et al.

vector field V whose domain and range are functions on X× Xu,

d

dζ
hζ = V (hζ ) , ζ ∈ R , h0 ≡ 1 .

Besides its computational value, this approach provides a useful alternative to
the myopic design. The function H0 = V (h0) can be used in the exponential family
design (9). It is shown in [6] that this function is a solution to Poisson’s equation for
the nominal model: P0H0 = H0 − Ũ0.

Motivation for the IPD design or its exponential family approximation is in part
empirical. In nearly every numerical experiment conducted to date, it is found that
the resulting input-output mean-field model appears nearly linear over a large range
of ζ and also minimum phase. Moreover, in nearly all cases, the linearization (4) is
passive when the delay is removed. That is, the transfer function zC[Iz−A]−1B is
strictly positive real.

Passivity can be established mathematically for a restricted class of models [4]
or using a different ODE called the system perspective design (SPD) [5].

3.4 Quality of Service and Opt Out

In analysis of QoS, it is convenient to consider a steady-state setting: the state
process for each load is assumed to be a stationary process on the two-sided time
interval. It is also useful to consider a functional form for QoS – the following
conventions were introduced in [11].

Several QoS metrics may be considered simultaneously, but each is assumed to
be of the following form. Assumed given is a function 
 : X → R, defined so that
Li
t := 
(Xi

t ) describes a “snapshot” indication of QoS for the ith load at time t . The
function 
 may represent the temperature of a TCL, cycling of an on/off load, or
power consumption as a function of x ∈ X.

Second is a stable transfer function denoted HL . The QoS of the ith load at time
t is defined by passing Li through the transfer function HL . Two classes of transfer
functions HL are considered in prior research and examples in this chapter:

(i) Summation over a finite-time horizon Tf :

L i
t =

Tf∑
k=0


(Xi
t−k). (16)

(ii) Discounted sum, with discount factor β ∈ [0, 1):

L i
t =

∞∑
k=0

βk
(Xi
t−k) . (17)
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When β is close to unity or Tf is very large, then these QoS metrics can be
approximated by Gaussian random variable by appealing to the central limit theorem
[11]. A Gaussian distribution indicates that QoS for some individuals in the
population will sometimes take on unacceptable values.

QoS can be constrained by imposing an additional layer of control at each load.
A simple mechanism is opt-out control.

The opt-out mechanism is based on predefined upper and lower limits, denoted
b+ and b−. A load ignores a command from grid operator if it will result in L i

t+1 �∈
[b−, b+] and takes an alternative action so that L i

t+1 ∈ [b−, b+]. This ensures that
the QoS metric of each load remains within the predefined interval for all time.

Numerical examples are presented in [11] for both residential pools and TCLs.
Some of these results are surveyed in Section 5. Negative impact on tracking
performance is observed in numerical experiments only when the QoS interval
[b−, b+] is small (e.g., b+ is less than the mean plus one standard deviation of
the distribution without opt-out control).

4 Example: Thermostatically Controlled Loads

This special case is dominant in much of the literature on demand dispatch.
Examples of thermostatically controlled loads (TCLs) include refrigerators, water
heaters, and air conditioning. Each of these loads is already equipped with primitive
“local intelligence” based on a deadband (or hysteresis interval): there is a sensor
that measures the temperature of the unit and turns the power on when the measured
value reaches one end of this deadband.

The state process for a TCL at time t will be of the form

X(t) = (Xu(t),Xn(t)) = (m(t),Θ(t)) , (18)

in which m(t) ∈ {0, 1} denotes the power mode (the value “1” indicating the unit
is on) and Θ(t) the inside temperature of the load. Exogenous disturbances that
directly influence Θ include ambient temperature and usage: the inside temperature
of a refrigerator is impacted by an open door, and the temperature of water in a water
heater is influenced by the rate of flow of water out of the unit.

The remainder of this section is restricted to a residential water heater (WH). This
will simplify discussion, and extensions to other TCLs are often straightforward.

4.1 Nominal Model

The standard ODE model of a water heater is the first-order linear system:
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d

dt
Θ(t) = −λ[Θ(t)−Θa(t)] + γm(t)− α[Θ(t)−Θ in(t)]f (t) , (19)

for constants (λ, γ, α), in which Θ(t) is the temperature of the water in the tank,
Θa(t) is ambient temperature, Θ in(t) is temperature of the cold water entering the
tank (degrees Fahrenheit), f (t) is flow rate of hot water from the WH (gallons/s),
and m(t) is the power mode of the WH (“on” indicated by m(t) = 1). The
corresponding power consumed by a WH when m(t) = 1 is denoted Pon.

The upper and lower temperature limits that define the deadband are denoted
Θ− and Θ+, respectively. A standard residential water heater in the USA has the
following typical behavior: at the moment that Θ(t) reaches the lower limit Θ−, the
unit turns on and remains on until the time t+ at which Θ(t+) = Θ+. The unit then
turns off and begins to cool. It may take 6 hours to once again reach the lower limit,
while the time to heat the water is much shorter.

The nominal model used for local control design is based on an approximation
of this typical behavior, in which with some probability the unit turns on before
Θ(t) reaches Θ−, and the unit may also turn off before reaching the maximum
temperature Θ+. The definition of the nominal model is based on the specification
of two cumulative distribution functions (CDFs) for the temperature at which the
load turns on or turns off, denoted F⊕ and F). Random variables with these CDFs
are denoted Θ̃⊕ and Θ̃), so that

F⊕(θ) = P{Θ̃⊕ ≤ θ}, F)(θ) = P{Θ̃) ≤ θ} , θ ∈ R .

It is always assumed that Θ̃⊕ and Θ̃) take values in the interval [Θ−,Θ+], which
implies that F⊕(θ) = F)(θ) = 1 for θ ≥ Θ+ and F⊕(θ) = F)(θ) = 0 for
θ < Θ−.

A particular design for F) is obtained on fixing three parameters θ)0 ∈
[Θ−,Θ+] and constants 5 ∈ (0, 1) and κ > 1:

F)(θ) = (1 − 5)
[θ − θ)0 ]κ+
[Θ+ − θ)0 ]κ

, θ ∈ [Θ−,Θ+) ,

where [x]+ :=max(0, x) for x ∈ R. In a symmetric model, the other CDF is defined
by the transformation

F⊕(θ) = 1 − lim
θ ′↓θ

F)(Θ+ +Θ− − θ ′)

Figure 4 illustrates a particular special case of the symmetric model.
It is assumed that the local control operates in discrete time. By choice of time

units, without loss of generality, it is assumed that the sampling interval is 1 unit.
At time instance k, if the water heater is on (i.e., m(k) = 1), then it turns off at time
k + 1 with probability
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Fig. 4 Nominal model for a
water heater: an instance of
the symmetric model.
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p)(k + 1) = [F)(Θ(k + 1))− F)(Θ(k))]+
1 − F)(Θ(k))

If Θ(k + 1) ≤ Θ(k), then this probability is zero. Similarly, if the load is off, then
it turns on with probability

p⊕(k + 1) = [F⊕(Θ(k))− F⊕(Θ(k + 1))]+
F⊕(Θ(k))

The nominal behavior of the power mode can be expressed

P{m(k) = 1 | θ(k − 1), θ(k),m(k − 1) = 0} = p⊕(k)

P{m(k) = 0 | θ(k − 1), θ(k),m(k − 1) = 1} = p)(k) (20)

The IPD and SPD designs were obtained in [5] based on a similar nominal model
for a residential refrigerator.

The myopic design (15) is obtained through an exponential tilting:

p⊕ζ (k) :=
p⊕(k)eζ

p⊕(k)eζ + 1 − p⊕(k)
, p)ζ (k) :=

p)(k)
p)(k)+ (1 − p)(k))eζ

If p⊕(k) > 0, then the probability p⊕ζ (k) is strictly increasing in ζ , approaching 1
as ζ →∞; it approaches 0 as ζ →−∞, provided p⊕(k) < 1.

4.2 System Identification

Power, temperature, and usage data from residential water heaters was obtained
through our partners at ORNL.4 The constants (λ, γ, α) were estimated using least
squares. The parameter values listed in Table 1 reflect the range of values observed
in actual data.

4Water heater data provided by Ecotope, Inc., with funding from the Northwest Energy Efficiency
Alliance (NEEA) and the Bonneville Power Administration (BPA).
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Table 1 Parameters for
nominal model for water
heaters.

Temp. ranges ODE pars. Loc. control

Θ+ ∈ [118, 122] F λ ∈ [8, 12.5] × 10−6 Ts = 15 sec

Θ− ∈ [108, 112] F γ ∈ [2.6, 2.8] × 10−2 κ = 4

Θa ∈ [68, 72] F α ∈ [6.5, 6.7] × 10−2 5 = 0.8

Θ in ∈ [68, 72] F Pon = 4.5 kW θ0 = Θ−
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Fig. 5 Least-square estimates of the transfer function for water heaters.

A test-bed was created to simulate a collection of N = 100,000 water heaters
with usage. Each evolves according to the ODE (19), but parameters were different
for each of the N loads: parameters were chosen via uniform sampling of the
values in Table 1. A simulation model for usage at each load was created, based
on sampling from historical usage of actual water heaters.

The mean-field model is a nonlinear input-output system with input ζ and
output equal to power deviation, y. An approximate linear model was obtained
through least squares, in which the input ζ was taken to be the swept-sine: ζ(t) =
1.5 sin(10−7t2) for 0 ≤ t ≤ 432 × 105 sec. (5 days). Figure 5 shows results from
the estimation experiment for two different model orders. The Bode plots shown
represent the approximate model in continuous time. The 5th-order model predicts
that the gain of the linearization vanishes as the frequency tends to zero (DC). This
is a physical reality for this example.

The linearization is minimum phase and stable. Its gain is approximately constant
in the frequency range [5×10−4, 10−2] rad/s. It is expected that a collection of water
heaters can accurately track signals in this frequency range.

4.3 Tracking

Design at the macrolevel is most easily performed for a model in continuous time.
A PI controller Gc(s) = KP + KI/s was designed based on the linearized mean-
field model. The values KP = 105 and KI = 500 result in a crossover frequency
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Fig. 6 Tracking results with 100,000 water heaters and the behavior of a single water heater
in three cases, distinguished by the reference signal r . The morning peak in nominal power
consumption is consistent with typical water usage included in the simulation experiments.

ωc = 0.03 rad/s (corresponding to a time period of approximately 3.5 minutes),
with a 75◦ phase margin.

The balancing reserve signal from the Bonneville Power Administration (BPA)
was used in the tracking experiments described in this section. A typical windy day,
February 19, 2016, was chosen for the experiments described here. The signal was
filtered using a second-order Butterworth high-pass filter with a cutoff frequency at
8×10−4 rad/s (corresponding to a sine wave with period of approximately 2 hours).

Figure 6 shows results from several numerical experiments. The three rows are
differentiated by the regulation signal: in the first row r ≡ 0; in the second, the
absolute value of the regulation signal takes a maximum value of about 8 MW; and
in the final row, the prior regulation signal was multiplied by 4. Exact tracking is not
feasible over the entire period for the largest regulation signal (results shown in the
bottom left plot), but the performance remains nearly perfect over time periods for
which |rt | does not exceed about 90% of the nominal power consumption.

The second column shows evolution of temperature and the power mode for a
typical load in the three cases. The seed for the random number generator was
identical in each of the three experiments. It is amazing to see that the evolution
of temperature and power mode is hardly impacted by local control.

These loads are equally valuable for contingency and ramping services. Figure 7
shows recent results that illustrate the potential. In these experiments the water flow
was set to zero; in this case, the nominal power consumption for 100,000 loads is
approximately 8 MW. Each plot is a particular sawtooth wave, scaled to reach the
maximum lower limit of −8 MW.
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5 Example: Residential Pools

The paper [36] and its sequels [11–13] consider this system architecture in which the
loads are a collection of pools. The motivation for considering pools is the inherent
flexibility of pool cleaning and because the total load in a region can be very large.
The maximum load is approximately 1 GW in California or Florida.

The state space for the discrete-time model is the finite set: X = {(m, j) : m ∈
{0, 1}, j ∈ {1, 2, . . . ,I }}. The first variable indicates the power mode, with m = 1
indicating the power is on. The second integer component is interpreted as follows:
The load samples the grid signal periodically (the sampling increments are assumed
to be deterministic or i.i.d. and distributed according to a geometric distribution). At
the time of the t-th sample, if Xi

t = (0, j), then the load has remained off for the
past j sampling times and was turned off at sampling time t − j ; the interpretation
of Xi

t = (1, j) is symmetrical.
A nominal model can be constructed in a manner similar to the case of TCLs.

In this application, each CDF models the time at which the power mode changes.
The IPD solution obtained using Proposition 2 is considered in [36] for a model
without geometric sampling and in [13] for the present model. The linearized mean-
field models obtained in [13, 36] are minimum phase and have a resonance at a
frequency corresponding to a period of approximately 24 hours.

The numerical results that follow are based on a stochastic simulation of a large
number of pools. Each pool consumes 1 kW when in operation. Both 12 and 8 hour
nominal daily cleaning cycles are considered. Tracking results with a heterogeneous
population of loads are described in [13, 36].

5.1 Tracking and Contingency Reserves

The first set of experiments concern tracking of the balancing reserves deployed over
one week at BPA. The sampling time is taken to be every five minutes. The signal
was filtered to remove the highest frequency components. Tracking the original
signal is possible, but with reduced overall capacity [10]. In each example, the
number of loads is equal to N = 104.
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A theoretical limit on capacity is obtained by considering the fraction of pool
pumps that are operating in nominal steady state:

π⊕0 =
∑
i

π0(1, i) where π0 is invariant for P0.

Upper and lower bounds on power deviation are defined as follows, in units of kWs:

{+Demand∗,−Supply∗} := {(1 − π⊕0 )×N,−π⊕0 ×N}

This is approximately {+5,−5} MW for 12 hr/day cycling, and {+6.6,−3.4} MW
for 8 hr/day. Results from simulation experiments shown in Figure 8 show that these
limits are nearly attainable in each case.

The potential for virtual energy storage goes far beyond tracking a balancing
reserve signal. Experiments were conducted in [10] to investigate the potential for
providing contingency reserves in conjunction with balancing reserves. A reference
signal was constructed based on the one used in the previous experiments, with two
changes: during the period [40, 64] hours, the reference signal was replaced by a
4 MW power reduction, and during the period [100, 124] hours, the reference signal
was augmented with a 3 MW power reduction. The PI control parameters were
unchanged. Figure 9 shows again nearly perfect tracking.

In practice, the signal ζ should be transformed so that it is zero energy over the
week – this will help to ensure that QoS constraints are not violated.

5.2 Quality of Service and Opt Out

The grid is receiving nearly perfect services – what about the service offered by
each load to its owner?

In the experiments conducted to produce either of the plots in Figure 8, a
histogram of total operation hours over the time horizon appears approximately
Gaussian with mean value 78 hours (consistent with the 12hrs/day cleaning cycle
for each pool.) The Gaussian approximation can be used to estimate the fraction of
pools that are overcleaned or undercleaned over the week [12].
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To investigate the impact of opt-out control on QoS and capacity, consider a
family of models parameterized by 0 ≤ ε ≤ 1. The reference signal is obtained by
scaling: rεt = εr1

t , where r1 is the reference signal considered in prior experiments.
Consider the following two QoS metrics suitable for this application:

(i) Normalized power consumption of a load, 
(Xi
t ) = U (Xi

t ) − y0, where y0 is
the nominal steady-state mean (under ζ = 0).

(ii) On/off cycling:


c(Xi
t , X

i
t+1) =

∣∣∣
∑
j

(
1{Xi

t+1 = (1, j)} − 1{Xi
t = (1, j)}

)∣∣∣ (21)

The discounted sum (17) was used to define L i
t in the experiments surveyed here.

The discount factor β = 2779/2880 was chosen so that the discounted sum (17) is
similar to the moving window QoS metric (16) with Tf corresponding to 10 days
(recall the sampling period is five minutes).

Figure 10 illustrates an example of QoS improvement based on a 15% constraint
on both QoS metrics, using the reference signal r1. The opt-out rate is very small in
this case (much smaller than predicted by the corresponding tails of the histogram
without opt out), and the tracking is nearly perfect.

Four QoS intervals were considered corresponding to constraints of, respectively,
5%, 10%, 15%, and 20%. For example, a cleaning QoS constraint of 5% corre-
sponds to ±3 cleaning hours – a very tight constraint over a 10-day time horizon.
No lower bound was imposed on cycling QoS.

A normalized root-mean-square error (NRMSE) was adopted as the metric for
grid-level tracking performance:

NRMSE = 1

ε

RMS(e)− RMS(e0)

RMS(r1)
, (22)
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where e and e0 are error signals with and without the reference input and RMS(f ) =√
1
T

∑T
k=1 f

2
k for any signal f over a time horizon T .

Tracking performance for a range of opt-out parameters is summarized in
Figure 11 using 16 colored bars, distinguished by each pair of QoS constraints.
Each bar represents tracking errors for different reference signal scaling factors,
0.1 ≤ ε ≤ 1. The darkest color represents NRMSE (22) of 10% or greater, and
lighter colors represent smaller values of NRMSE (indicated on the color bar label).
This shows that opt-out control based on the two QoS metrics has little impact on
tracking error over a large range of opt-out intervals.

6 Example: Battery Systems

Many believe that there will be a battery revolution over the next decade – small
battery systems will be distributed across the grid at residential homes and in racks
at gas stations where owners of electric vehicles can exchange their old battery.
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Coordination of the population can be performed as described for residential
loads, even though the physics and QoS constraints are very different. Longevity of
a battery requires constraints on the state of charge (SoC), as well as ramping and
temperature constraints.

A demand dispatch architecture is proposed in [7], in which the state space for
an individual battery is again a Cartesian product: a particular state is denoted x =
(m, s), where m ∈ {ch, dis, id} denotes charging mode and s ∈ [0, 1] denotes the
SoC. The power delivery at state x depends only on charging mode: U (ch, s) =
Uch < 0, U (id, s) = 0, U (dis, s) = Udis > 0.

The design of the family of transition matrices {Pζ } on the state space X =
{ch, dis, id} × [0, 1] is based on the myopic policy. The main difficulty compared
to loads is that there is no obvious nominal model P0 (for loads, this is taken as
a stochastic perturbation of a deterministic model for ζ ≡ 0.) The nominal model
P0 for batteries was chosen so that the invariant pmf π0 would have most of its
mass concentrated at SoC near 60%. The randomized decision rule is designed to
encourage idle time for each battery and to avoid extreme SoC levels and frequent
switching of modes.

Let Xi
t = (Mi

t , S
i
t ) denote the state of ith battery at time t . The SoC evolves as a

controlled random walk: Si
t+1 = Si

t + hδch, ifMi
t = ch, Si

t+1 = Si
t − hδdis, ifMi

t =
dis, Si

t+1 = Si
t , ifMi

t = id, where h is the time step length and δch and δdis charging
and discharging rates. The dynamics of the first component are governed by a “two-
coin flip” randomized policy: In state (m, s), a weighted coin is flipped to determine
if the battery will stay in its current power mode. The design of the probability
functions pch, pdis, and pid : [0, 1] → [0, 1] that model the probability to stay in
the charging, discharging, or idle mode, respectively, is shown in Figure 12. If the
outcome of the first coin flip is “mode change,” then a second coin flip is used to
decide which of the remaining two modes the battery is going to switch to. This
choice is done with the probabilities proportional to the values of the p-functions
of the alternative power modes. For example, in state (ch, s), the battery changes its
mode to idle with probability (1 − pch(s))× pid(s)/(pid(s)+ pdis(s)).

The nominal design in Figure 12 was chosen by setting a target SoC interval
to 40–80% SoC (to allow ramping capability while avoiding extreme SoC levels):
If the battery is charging, it will remain charging with probability almost 1 until
it reaches 40% SoC. The probability to keep charging then decreases and reaches
almost 0 at 80% SoC. The design of pdis is symmetrical. The function pid has values
almost 1 for 50–70% SoC values, and it is almost 0 outside the target interval.

Batteries are ideal for tracking signals of higher frequency – timescales of tens of
seconds to many minutes. An example is the RegD signal used at PJM. It is found
that tracking of this signal is nearly perfect using a combination of local control at
the battery and a PI compensator at the BA (see [7] for details).

It might be assumed that the randomized control law would lead to excess
cycling of batteries. In fact, the behavior of a typical battery behaved nearly
deterministically. Typical behavior is illustrated in Figure 13.
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A measure of battery activity is mileage [37], which is regarded here as an
example of a QoS metric. For a time horizon T , mileage for battery k is denoted

L k
T =

T∑
t=1

|U (Xk
t )| , (23)

and LT denotes the average over k = 1, . . . , N . The excess operation is the
normalized difference:

OT = LT −L ∗
T

L ∗
T

, where L ∗
T = 1

N

T∑
t=1

|rt |

It can be shown using Jensen’s inequality that OT ≥ 0 in the ideal case of perfect
tracking. If each battery tracks the reference exactly, then OT = 0. In numerical
experiments the value OT ≈ 3% is typical.
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7 Conclusions

With appropriate filtering and local control, loads can provide excellent grid services
without two-way communication. While there is some cost to install hardware on
appliances that can receive a signal from a balancing authority, in the long run this
will be far less costly than batteries.

The numerical results presented in this paper, in particular the tracking results
illustrated in Figures 6, 7, and 9, show that VES working in conjunction with tradi-
tional resources can provide balancing services, ramping services, and contingency
reserves simultaneously. It is likely that water heaters, pools, and agriculture loads
in California can provide the resources required to address their future grid service
requirements.

Current research questions include:

(i) The application of reinforcement learning may be valuable for learning the
local control law, such as an extension of Z-learning [44] to the IPD approach.

(ii) The numerical results presented here concern signals on timescales of tens of
seconds and slower. Ancillary service on faster timescales corresponds to what
is called primary reserves. Control design requires more care in this context
because poor performance can induce grid instability [30, 31].

(iii) Further research is required to better estimate capacity in terms of both energy
and power [21].

(iv) The impact of usage is not entirely understood. Numerical results presented
in Section 4 suggest that this is not an obstacle in the case of water heaters.
Air-conditioning is a greater challenge because variations in load are much
greater.

(v) A question posed in [31]: Does the load need to receive a signal from the BA?
It is possible that some VES resources can provide valuable services using
only local measurements. Frequency (as well as voltage) measurements can
be obtained inexpensively at loads, and these measurements are similar to
those used by the BA to construct analogs of our “ζ” today. The advantage
of distributed control is reduced cost due to reduced communication between
a BA and loads.

The BA will continue to regulate tie-line error, and they will continue to
regulate frequency as well. It is hoped that the balancing resources required at
the BA will be reduced through this extra layer of distributed control.
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Disaggregating Load by Type from
Distribution System Measurements in
Real Time

Gregory S. Ledva, Zhe Du, Laura Balzano, and Johanna L. Mathieu

Abstract An electricity distribution network’s efficiency and reliability can be
improved using real-time knowledge of the total consumption/production of dif-
ferent load/generator types (e.g., air conditioning loads, lighting loads, photovoltaic
generation) within the network. This information could be gathered from additional
device-level sensors and communication infrastructure. Alternatively, this informa-
tion can be inferred using existing network measurements and some knowledge of
the underlying system. This work applies two online learning algorithms, dynamic
mirror descent (DMD) and dynamic fixed share (DFS), to separate (or disaggregate),
in real-time, feeder-level active demand measurements into two components: (1)
the demand of a population of residential air conditioners and (2) the demand of
the remaining loads served by the feeder. The online learning algorithms include
models of the underlying load types, which are generated using historical building-
level or device-level data. We develop methods to incorporate model prediction
error statistics into the algorithms, develop connections between DMD and Kalman
filtering, adapt the algorithms for the energy disaggregation application, and present
case studies demonstrating that the algorithms perform disaggregation effectively.

1 Introduction

Power system entities such as utilities and third-party companies can improve an
electricity distribution network’s reliability and efficiency using real-time knowl-
edge of the mix of load/generation within the distribution network. The mix of
load/generation refers to the aggregate consumption/production of different types
of load/generators, e.g., air conditioning loads, lighting loads, and photovoltaic
generation. For example, a utility can better anticipate and plan for fault-induced
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delayed voltage recovery (FIDVR) caused by motor stalling if it knows the real-
time power consumption of small motor loads [2]. Companies that offer power
system services via demand response are interested in knowing the time-varying,
total electric load available for demand response. This knowledge can help them bid
into ancillary services markets, or it could be used as a feedback signal within a load
coordination algorithm [6, 12, 23, 26, 30, 32, 42, 43].

We define real-time feeder-level energy disaggregation as the problem of deter-
mining the mix of loads/generation connected to a distribution feeder as mea-
surements arrive sequentially in time. This type of energy disaggregation can be
accomplished by either computing the mix of loads/generation directly from device-
level (i.e., submetering) data or by inferring the mix of loads/generation from
distribution network and smart meter data. Acquiring real-time submetering data
requires the installation of additional meters for tens of thousands of devices and
also requires additional communication infrastructure to transmit the device-level
data to a central location for real-time processing. Estimates of the per household
costs associated with submetering are $100 to over $1,000 [1], which limits its
practicality.

Alternatively, the mix of loads/generation can be inferred using existing infras-
tructure: a small number of distribution network measurements (e.g., the power
demand served by each feeder) and historical data collected by smart meters. Smart
meters capable of measuring household demand at frequent intervals1 have been
widely installed [29], but their communication limitations prevent their data from
being available in real time [1]. However, historical data is available. Device-level
demand could be estimated by disaggregating the household-level demand [1].

Inferring the mix of loads/generation can be achieved using online learning
algorithms, a class of machine learning algorithms. In the single predictor setting,
these algorithms use sequential data (or measurements) to update parameters
(referred to here as states) within a predictor, which generates predictions about
future data. In a setting with multiple predictors, called prediction with expert
advice, algorithms use a defined set of predictors (referred to as experts), and they
use the measurements to learn the best expert or best combination of experts, e.g.,
see [17, 22]. Much of the online learning literature assumes that the optimal state
or the best expert does not vary in time, e.g., see [3, 7, 11, 22, 33]. Several papers
(e.g., see [17–19, 45, 47]) provide performance bounds on these algorithms when
the optimal state or best expert is allowed to be time-varying. However, in this case,
the bounds are only meaningful (i.e., they scale sublinearly with respect to time)
when the system (i.e., the state or best expert) varies relatively slowly in time.

Online convex programming is a method to solve online learning problems [39],
and recent work [15, 38, 41] incorporates dynamic models into the online learning
framework. Online convex programming uses a convex objective function to quan-

1While most meters are currently configured to measure/record average power demand over 15
minute or hourly intervals, they generally have the ability to measure/record average power over
much shorter intervals, for example, every minute.
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tify the error between the predicted measurement computed by a predictor and the
actual measurement. After each measurement is revealed, the predictor is updated
as a function of the (possibly time-varying) convex objective function. Methods
to solve convex optimization problems have been adapted to solve online convex
programming, e.g., see [3, 11, 33]. Recently, [15, 38, 41] developed online convex
optimization algorithms that handle highly time-varying systems by incorporating
dynamic models of the systems. These algorithms establish performance bounds
that depend on the accuracy of the underlying dynamic models rather than the
variability of the state, allowing the algorithms to be effective in situations with
highly time-varying states.

In this work, we apply two algorithms from [15], dynamic mirror descent
(DMD) and dynamic fixed share (DFS) algorithms, to the feeder-level energy
disaggregation problem. In our setting, we disaggregate a distribution feeder’s
demand measurements into two components: (1) the total power demand of a
population of air conditioners and (2) the total power demand of all remaining
loads served by the distribution feeder. The contributions of this work are as
follows: (1) we summarize the DMD and DFS algorithms and provide simple
examples of DMD implementations to provide intuition; (2) we develop methods
to include model prediction error statistics into the DMD and DFS algorithms; (3)
we establish connections between DMD and a discrete-time Kalman filter; and (4)
we present simulations that show the effectiveness of the algorithms on the real-
time feeder-level energy disaggregation problem and also show the influence of
model prediction error statistics on the performance of the algorithms. We presented
preliminary work in [27] and developed the data-driven case studies expanded upon
in this chapter in [28].

The remainder of the chapter is organized as follows: Section 2 summarizes the
problem framework that we consider for real-time feeder-level energy disaggrega-
tion and compares this problem framework to building-level energy disaggregation.
Section 3 summarizes the DMD and DFS algorithms, discusses the inclusion
of prediction error statistics into DMD, and makes comparisons between DMD
and Kalman filtering; an appendix presents two simple example implementations
of DMD. Section 4 describes the application of DFS to the feeder-level energy
disaggregation problem, including a summary of the models used within DFS,
algorithm implementation details, and discussion of a number of case studies.
Finally, Section 5 presents the conclusions.

2 Framework for Real-Time Feeder-Level Energy
Disaggregation

In our framework for real-time feeder-level energy disaggregation, we assume
that a power system entity has access to real-time measurements of the active
power demand served by a distribution feeder, real-time outdoor temperature
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measurements, and historical feeder, temperature, and load data. We assume that
the feeder serves both residential and commercial loads, and we also assume that the
power system entity’s objective is to determine the real-time demand of a population
of residential air conditioners, referred to as the AC demand, from the feeder’s total
demand measurements. The other component of the feeder demand, consisting of
the commercial and remaining residential demand, is referred to as the other load
(OL) demand. The demand is measured at 1-minute intervals, and the measurements
are the time-averaged active power demand over the interval. The real-time outdoor
temperature measurements correspond to that of the physical area containing the
underlying loads; note that we do not use weather data for individual loads. The
temperature measurements are used within some models in real time where the
models are parameterized with historical data.

We assume that the power system entity has access to four sources of his-
torical data, which it uses to parameterize models that predict the two demand
components during the real-time disaggregation. The historical data includes past
feeder demand measurements, past outdoor temperature measurements, historical
building-level demand data for both the residences and commercial buildings, and
device-level demand data for the residential air conditioners constituting the AC
demand. We assume that building- and device-level meters collect demand data at
1-minute intervals, but the data are not available in real time due to communication
limitations [1].

The feeder-level energy disaggregation problem has similarities with building-
level energy disaggregation [1, 8, 9, 24, 25, 36, 44], also known as non-intrusive
load monitoring (NILM) [5, 10, 16, 46, 48], which separates the measured power
demand of a building into the demand of individual loads or groups of loads
within the building. Building-level energy disaggregation algorithms typically use
an aggregate signal that is sampled at high frequencies (e.g., 10 KHz to over 1 MHz)
and composed of 10–100 component loads. The algorithms generally leverage
assumptions stemming from the relatively small number of underlying loads (e.g., a
single device turns on or off per time-step [24] or that step changes can be seen
in the aggregate signal [9]). Furthermore, disaggregation is generally performed
offline. Building-level energy disaggregation algorithms include supervised and
unsupervised approaches. In supervised approaches, historical disaggregated signals
are available [4, 5, 8, 16, 25], and unsupervised approaches use only the aggregate
signal [13, 21, 24, 40].

In contrast to building-level energy disaggregation, feeder-level energy disag-
gregation uses an aggregate signal composed of tens of thousands of underlying
loads, but we are only interested in disaggregating load by type. We assume that the
aggregate signal is sampled less frequently, i.e., on the order of seconds to minutes.
The large number of loads and relatively slow measurement frequency renders many
of the building-level approaches inadequate.
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3 Summary and Discussion of the DMD and DFS Algorithms

An online learning algorithm predicts a system state θ̂ t ∈ Θ where the domain
of the state Θ ⊂ R

p is a bounded, closed, convex feasible set. After a prediction,
denoted θ̂ t ∈ Θ , is formed for time-step t , the system produces a measurement
yt ∈ Y ⊂ R

q . A convex loss function 
t : Θ → R measures the accuracy of
the prediction θ̂ t with respect to yt , and by computing its gradient/subgradient, we
can determine how to change the prediction to improve its accuracy with respect to
the measurement. The loss function may also contain some known, possibly time-
varying, function ht : Θ → Y that computes a predicted measurement from the
state prediction, i.e., ŷt = ht (̂θ t ). We assume that we can choose the form of the
loss function, e.g., if our measurement function is ht (θ) = Cθ then we can set

t (̂θ t ) = ‖Cθ̂ t − yt‖2

2. The goal of the online learning algorithm is to generate a
sequence of predictions that result in low cumulative loss, which is the total achieved
loss up to the current time-step.

In this section, we first summarize two online learning algorithms, DMD and
DFS, which were originally developed in [15]. From a control systems perspective,
DMD and DFS are similar to state estimation algorithms that consider a single
model and multiple models, respectively, in forming the estimate of θ t . Following
the algorithm descriptions, we discuss the inclusion of prediction error statistics
into DMD. We present a number of simple simulations in the appendix to provide
intuition on several parameters and functions that can be chosen by the user within
DMD and DFS.

3.1 The DMD Algorithm

The DMD algorithm uses a convex optimization formulation and a model to predict
the system state at each time-step. The formulation has similarities to a discrete-
time Kalman filter in that the Kalman filter and DMD iteratively use a model to
advance the prediction to the next time-step and then adjust the prediction once the
new measurement is available. Section 3.3 further develops connections between a
Kalman filter and DMD.

The DMD algorithm formulation is

θ̃ t = arg min
θ∈Θ

ηs 〈∇
t (̂θ t ), θ
〉+D

(
θ ‖̂θ t

)
(1)

θ̂ t+1 =&(̃θ t ) (2)

where (1) adjusts the prediction using the new measurement and (2) is the model-
based update that advances the adjusted prediction. In (1), θ̃ t is the adjusted
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prediction, and we minimize the right-hand side over the variable θ . The parameter
ηs > 0 is a step-size parameter, 〈·, ·〉 is the standard dot product, ∇
t (̂θ t ) is a
subgradient of the convex loss function, and D(θ ‖̂θ t ) is a Bregman divergence,
which penalizes the deviation between the optimizer θ and the prediction θ̂ t . In (2),
the model &(·) advances the adjusted prediction θ̃ t to the next time-step. The step-
size ηs influences how aggressively DMD adjusts θ̃ t to match the measurements
versus trusting the model-based prediction; see the appendix for an illustrative
example.

3.2 The DFS Algorithm

The DFS algorithm incorporates Nmdl experts where each expert contains one
model from a set of Nmdl models M mdl = {1, . . . , Nmdl}. We use M mdl to
denote both the set of experts and their corresponding models. DFS assumes that
DMD produces each expert’s prediction and then applies the Fixed Share algorithm
[17] to form an overall prediction of the system state. The Fixed Share algorithm
formulation is

wm
t+1 =

λ

Nmdl + (1 − λ)
wm
t exp

(
−ηr 
t

(̂
θ
m

t

))

∑Nmdl

j=1 w
j
t exp

(
−ηr 
t

(̂
θ
j

t

)) m ∈ M mdl (3)

θ̂ t+1 =
∑

m∈M mdl

wm
t+1 θ̂

m

t+1 (4)

where (3) advances the weight of each expert and (4) forms the overall prediction
as a weighed combination of the individual experts’ estimates. In (3), θ̂

m

t is the
prediction of expert m at time-step t , wm

t is the weight associated with expert m,
λ ∈ (0, 1) is a user-defined parameter that influences the weight that is shared among
experts, and ηr > 0 is a user-defined parameter that influences how rapidly the
algorithm can shift weight between the experts. DFS assumes that θ̂

m

t is the value
computed in (2) using model &m(·) for m ∈ M mdl. The weight wm

t is based on
each expert’s total loss up until time t and the weight that is shared among all of the
experts. Parameter λ controls the extent to which a single model can dominate the
prediction: with λ near zero, a single model can dominate, and with λ near one, the
overall prediction is forced to be close to the average of the individual predictions.
For a given sequence of losses, the parameter ηr controls how rapidly the weights
adjust, with larger values leading to faster weight changes. Setting ηr too high may
lead to over-fitting, i.e., the weights may become erratic.
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3.3 Including Model Prediction Error Statistics into DMD

In this section, we describe how the user can construct the DMD updates to
include statistical information about the prediction errors. To support this claim,
we design the DMD updates to match those of a Kalman filter, which specifically
accounts for zero-mean and normally distributed errors in its model-based update
and measurement predictions. Future work will develop methods to include error
statistics corresponding to other probability distributions within DMD.

The loss function and divergence used within DMD must be convex, but
their specific form can be chosen by the user. In choosing the convex loss
and divergence functions, the user implicitly makes assumptions about statistics
describing the model prediction accuracy within the measurement-based update
of (1). For example, choosing the divergence function to be a squared 
2-norm,
i.e., D(θ ‖̂θ t ) = ‖θ − θ̂ t‖2

2, treats all errors equally and weights larger errors more.
This corresponds to the case where the error covariance matrix is equal to an identity
matrix. However, using a Mahalanobis distance, i.e., a weighted squared 
2-norm,
such as (θ − θ̂ t )

TP̂−1
t (θ − θ̂ t ) with some positive-definite matrix P̂t , assumes that

the errors in the model-based update have a covariance of P̂t .
A Kalman filter’s objective function is to minimize the mean-squared estimation

error of the state under assumptions that the system is linear and that state and
measurement prediction errors (often referred to as process and measurement noise)
are independent in time, zero-mean, normally distributed, and independent from one
another. The user must specify the error covariance matrices used within the closed-
form update equations. Alternatively, within DMD, the user has the flexibility to
select functions (rather than matrices). DMD can produce update equations identical
to those of a Kalman filter by making the same assumptions required by a Kalman
filter and then appropriately selecting the loss and divergence functions. In the
remainder of this section, we summarize the discrete-time Kalman filter and show
how to choose the model, divergence function, and loss function within DMD to
produce update equations equal to those of a Kalman filter.

A discrete-time Kalman filter assumes an underlying system is [14, p. 190]

θ t+1 = At θ t + wt (5)

yt = Ct θ t + vt (6)

where wt is the process noise (which includes modeling error) and vt is the mea-
surement noise. The formulation assumes that wt ∼ N (0,Qt ), vt ∼ N (0, Rt ),
and that At , Ct , Qt , and Rt are known. The notation φ ∼ N (α, β) indicates
that a random variable φ is sampled from a normal distribution with mean α and
a symmetric, positive-definite covariance β.
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A Kalman filter uses the assumptions on the underlying system and the known
system parameters to estimate θ t at each time-step while minimizing the mean-
squared estimation error. The resulting update equations are [14, p. 190]

θ̃ t = θ̂ t + P̂tC
T
t

[
Ct P̂tC

T
t + Rt

]−1 (
yt − Ct θ̂ t

)
(7)

P̃t = P̂t − P̂tC
T
t

[
Ct P̂tC

T
t + Rt

]−1
Ct P̂t (8)

θ̂ t+1 = At θ̃ t (9)

P̂t+1 = At P̃t A
T
t +Qt (10)

where θ̂ t is the a priori state estimate, θ̃ t is an a posteriori state estimate, P̃t is
the a priori estimation error covariance, and P̂t is the a posteriori estimation error
covariance. If the matrices within the system model are time-invariant, P̂t converges
to a steady-state value, denoted P . A steady-state Kalman filter uses P in (7).

We choose the model, divergence function, and loss function within DMD to
construct the DMD updates (1) and (2). We first set the DMD model to &(̃θ t ) =
At θ̃ t , which makes (2) the same as (9). Note that this corresponds to assuming the
model is linear with a state-update matrix At , as in a Kalman filter. We then set the
divergence and loss function to

D(θ ‖̂θ t ) =1

2

∥∥∥(P̂t )
− 1

2 (θ − θ̂ t )

∥∥∥
2

2
(11)


t (̂θ t ) =1

2

∥∥∥(P̂ y
t )

− 1
2 (Cθ̂ t − yt )

∥∥∥
2

2
(12)

where P̂t and P̂
y
t are symmetric, positive-definite, covariance matrices corre-

sponding to the model prediction errors and the measurement prediction errors,

respectively. The quantity G− 1
2 = U

(
"− 1

2

)
UT denotes a matrix square root of

an arbitrary symmetric positive-definite matrix G, where U is orthonormal and "

a diagonal matrix with positive entries on the diagonal. The square roots of P̂t and
P̂

y
t are also symmetric and positive definite [14]. Given the assumptions thus far,

the matrices At , P̂t , and P̂
y
t can be treated as parameters that are known at each

time-step within DMD.
Given our choice of model, divergence function, and loss function, we can use (1)

to derive a closed-form DMD update equation, which is the same as (7). We start
from (1), substitute the divergence function, and then solve the convex program by
finding the value of θ that sets the gradient of the convex objective function equal to
0. Following this, we substitute the gradient of the loss function. These steps result in

θ̃ t = arg min
θ∈Θ

ηs 〈∇
t (̂θ t ), θ
〉+D

(
θ ‖̂θ t

)
(13)
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= θ̂ t + ηsP̂t

(−∇
t (̂θ t )
)

(14)

= θ̂ t + ηsP̂tC
T
t

(
P̂

y
t

)−1 (
yt − Cθ̂ t

)
(15)

where P̂
y
t = (Ct P̂tC

T
t + Rt). Finally, setting ηs = 1 produces the same update

as (7). Note that P̂t and P̂
y
t are the same covariances as used in the Kalman filter.

Their values and updates are assumed known, which is the same assumption we
make when we use the Kalman filter.

4 Application of DFS to Real-Time Feeder-Level Energy
Disaggregation

In this section, we apply the DFS algorithm to the problem framework described in
Section 2. In the following, Section 4.1 details the construction of the underlying
system (i.e., the plant), Section 4.2 describes the construction of the models used
within the algorithms, Section 4.3 describes the implementation of the online
learning algorithms and a Kalman filter, and Section 4.4 presents some case
studies investigating the algorithm’s performance. Note that we construct these case
studies to investigate the effectiveness of DFS within the problem formulation in
comparison to the effectiveness of a Kalman filter. Modifying the models developed
and used within DFS as well as the user-defined loss and divergence functions within
DMD may provide performance improvements.

4.1 Plant Construction

The plant, which is our representation of the underlying physical system, is
composed of the active power demand of a set of commercial and residential loads
connected to a distribution feeder. The time series consist of nsteps 1-minute time-
steps over the course of 1 day, resulting in nsteps = 1440. We denote the measured
total demand of the feeder as yt ∈ R, the AC demand as yAC

t ∈ R, the residential
component of the OL demand as y

OL, res
t ∈ R, and the commercial component of

the OL demand as y
OL, com
t ∈ R. The total demand is yt = yAC

t + yOL
t where

yOL
t = y

OL, res
t + y

OL, com
t .

We construct the yAC
t , yOL, res

t , and y
OL, com
t time series using a feeder model,

household demand data, air conditioner demand data, and commercial building
demand data; additional details on the time series construction can be found in [28].
We assume the average daily active power demand of the commercial and residential
loads is 5.8 MW and 2.1 MW, respectively, which is based on the feeder model
R5-25.00-1 from GridLAB-D’s feeder taxonomy [37]. The residential demand
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consists of household demand data and air conditioner demand data from the Pecan
Street, Inc. Dataport [35], where the aggregate residential demand corresponds to
the summed daily demand of a set of 2,499 households. The AC demand yAC

t

corresponds to the summed demand of 2,269 primary air conditioner and blower
units within those households. The residential OL demand y

OL, res
t consists of the

remainder of the aggregate household demand not included within the AC demand.
The commercial OL demand y

OL, com
t is the scaled sum of the whole-building

demand from a big box retail store and a municipal building in the California Bay
Area. We neglect losses in the power network, which, if included, would be part of
the OL demand. We determine the set of houses, the air conditioner population, and
the scaling factor for the commercial demand using data from August 3, as detailed
in [28].

We also construct time series of the outdoor temperature for the physical area
corresponding to the demand data, which is used in some models described in
Section 4.2. The residential data corresponds to Austin, TX, and we use outdoor
temperature data from [35]. The outdoor temperature for the commercial demand
comes from the Concord, CA National Weather Service station [34].

4.2 Model Construction

In this section, we describe the models used within the DFS algorithm, where
[28] provide more details. Section 4.2.1 details the linear regression models used
to predict both the AC and OL demand, while Section 4.2.2 details the linear
dynamic system models, specifically linear time-varying (LTV) system models used
to predict the AC demand.

4.2.1 Linear Regression Models

The linear regression models of the AC and OL demand all have the same general
form

ŷ6t =αT β t

where ŷ6t is the prediction of the AC or OL demand, β t is a vector of input
features at time t , and α is a vector of coefficients. The input features are the
explanatory variables. The vector of coefficients forms a weighted combination of
the input features, and their values are determined by applying least-squares error
minimization to historical data including the input features and the demand signal.
Examples of input features used within the models below include calendar variables
such as time of week and weather variables such as outdoor temperature.
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Below, we summarize the input features used in several regression models,
including a simple regression model that forms a lookup table based on the time
of day (TOD) and two multiple linear regression (MLR) models that use a vector
of input features. The TOD regression models were generated using data from the
week preceding August 3. We use residential data from June 24 to August 2, 2015,
and commercial data from June 24 to August 2, 2009, to generate the MLR models,
and we exclude anomalous data such as those corresponding to holidays.

TOD OL Demand Model The TOD OL demand model corresponds to a lookup
table of OL demand predictions based on the time of day, generated by smoothing
OL demand data from previous days. We construct TOD models for each weekday
denoted, &OL,Mon, &OL,Tues, &OL,Wed, &OL,Thu, &OL,Fri, and their respective
predictions are ŷ

OL,Mon
t , ŷOL,Tues

t , ŷOL,Wed
t , ŷOL,Thu

t , ŷOL,Fri
t .

MLR OL Demand Model The MLR OL demand model forms its predictions
using two sets of input features and coefficient vectors, one for the residential OL
demand and one for the commercial OL demand, where both sets of input features
include calendar- and weather-based values. Two sets of input features are necessary
because the OL demand data corresponds to two different physical areas. The input
features for the residential OL demand are a time-of-week indicator vector, the
outdoor temperature for Austin, TX, and the measured total demand at the last
time-step, yt−1. The commercial component of the model corresponds to “Baseline
Method 1” from [31]. The input features for the commercial OL demand are a
time-of-week indicator vector and the outdoor temperature of Concord, CA, at the
given time of week. Whereas the residential component of the model has a single
regression parameter for the outdoor temperature, the commercial component has
separate temperature-based coefficients for each time of week. We denote the MLR
OL demand model and its predictions as &OL,MLR and ŷ

OL,MLR
t , respectively.

MLR AC Demand Model The input features of the MLR AC demand model
&AC,MLR, with predictions ŷ

AC,MLR
t , are a time-of-week indicator vector and the

lagged outdoor temperature for Austin, TX, raised to the first through fourth powers,
i.e., the model includes a fourth-order polynomial in lagged temperature. The lag
was chosen to maximize the cross correlation between the temperature and AC
demand in the training data.

4.2.2 Linear Dynamic System Models

We also use two LTV dynamic system models to compute predictions of the AC
demand. The on/off cycling of air conditioners varies with the outdoor temperature,
and we generate LTV models from sets of linear time-invariant (LTI) models, origi-
nally developed in [20, 32], each corresponding to a different outdoor temperature.
The first LTV model, denoted &AC,LTV1, generates predictions, denoted ŷ

AC,LTV1
t ,
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using a set of LTI models M LTI1 and the lagged, outdoor temperature. The second
LTV model, denoted &AC,LTV2, generates predictions ŷAC,LTV2

t , using a separate set
of LTI models M LTI2 and the time-averaged outdoor temperature over a window of
previous minutes. The lag and the window are chosen to maximize the performance
of the models on the training set. Both LTV models have the form

x̂6
t+1 = A6

t x̂6
t

ŷ
AC,6
t = C6

t x̂6
t

where superscript 6 is replaced by LTV1 for &AC,LTV1 or LTV2 for &AC,LTV2.
The first element of the vector x̂6

t ∈ R
2 captures the portion of air conditioners

that are drawing power, i.e., those that are on, and the second element captures
the portion of air conditioners not drawing power, i.e., those that are off. The
matrix A6

t includes the probabilities that a given air conditioner (1) switches on
during the time-step, (2) switches off during the time-step, (3) remains on, or (4)
remains off. The matrix C6

t scales the portion of air conditioners that are drawing
power by an average power demand value to compute the prediction ŷ

AC,6
t . The

LTI models in M LTI1 and M LTI2 have the same form as the LTV models, with
time-invariant matrices identified from data corresponding to narrow ranges around
specific outdoor temperatures. The time-varying matrices A6

t and C6
t are computed

by linearly interpolating the elements of the two closest LTI models (where “closest
is measured in terms of lagged or average temperature). The LTI models are
computed using air conditioner demand data from May 2 to August 2, 2015.

4.3 Algorithm Implementation Details

In this section, we describe the implementation of three algorithms used for the
feeder-level energy disaggregation problem. First, we describe the implementation
of a Kalman filter, which we as the benchmark for the case studies presented in
Section 4.4. We then describe an algorithm, referred to as P-DFS, that includes
a modified version of DMD, referred to as P-DMD for pseudo-DMD. P-DMD
includes measurement-based updates and model-based predictions but modifies
the DMD equations (1) and (2) allowing us to include models of various forms,
e.g., both LTV and MLR models, within the Fixed Share algorithm. Following
this, we describe the DFS implementation. Within DFS, an expert applies DMD
when the AC demand is modeled using an LTV model and P-DMD when the
AC demand is modeled using an MLR model. Each of the methods detailed
below incorporates model prediction error statistics explicitly. Several methods
for constructing the covariances are detailed and investigated in Section 4.4. Note
that in all implementations, we construct the convex program within DMD to
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have a closed-form solution. Given this, the computational complexity of the DFS
implementation is similar to that of a set of Kalman filters.

In all three algorithms, the model of the feeder consists of one AC demand
model &AC(·) paired with one OL demand model &OL(·), i.e., the model is &(·) =
{&AC(·),&OL(·)}. P-DFS and DFS use a set of models M DFS that consists of every
pair of AC and OL demand models described in Section 4.2. The Kalman filter
implementation applies to a set of models M KF that includes every possible pairing
of an LTV AC demand model with an OL demand model.

4.3.1 Kalman Filter

The Kalman filter uses an LTV model to describe the underlying system, estimates
the state of the AC demand model, i.e., θ t = x6

t , and uses a pseudo-measurement
of the AC demand ỹAC

t = yt − ŷOL
t to adjust the model-based estimate where

ŷOL
t is the predicted OL demand. A time-invariant process noise covariance Q is

computed for each dynamic AC demand model using the historical AC demand
measurements. In computing Q, the true state at each time-step is calculated using
the measured AC demand and the AC demand model’s matrices. The pseudo-
measurement ỹAC

t contains noise due to prediction errors in ŷOL
t , and a separate

time-invariant covariance R is computed for each OL model. We compute Q and R

using data for the week preceding August 3. We implement one Kalman filter for
each model combination within M KF.

4.3.2 P-DFS Method

The models developed for this work have a variety of forms and different underlying
parameters influencing the demand predictions. As a result, it is difficult to
define a θ t that is common across all models. To overcome this, we modify the
DMD algorithm to decouple model-based updates and measurement-based updates,
meaning the measurement-based updates do not influence the model-based updates.
This allows the algorithm to be applied to the output of a given model, e.g., the
demand predictions, rather than some underlying parameter while operating in the
spirit of DMD. We first proposed this idea in [28].

We modify the model-based and measurement-based updates in DMD, i.e., (1)
and (2), to formulate P-DMD, which is used within DFS to form the overall estimate.
The P-DMD formulation is

κ̂m
t+1 = arg min

θ∈Θ
ηs
〈
∇
t (̂θ

m

t ), θ
〉
+D

(
θ ‖̂κm

t

)
(16)

θ̌
m

t+1 =&(θ̌
m

t ) (17)

θ̂
m

t+1 =θ̌
m

t+1 + κ̂m
t+1 (18)
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for m ∈ M DFS. The value κ̂m
t accumulates adjustments to the estimate θ̂

m

t for

model m based on the measurements, and we set θ̂
m

0 = 0. The value θ̌
m

t is an
open-loop state prediction, meaning that the measurements do not influence the
prediction (in contrast with DMD), and (17) is the model-based update. Finally, (18)
incorporates the accumulated measurement-based adjustment κ̂m

t into the model-
based prediction. The AC and OL demand models generate their predictions
independently from one another, and so (18) can be rewritten as

θ̂
m

t+1 =&(θ̌
m

t )+ κ̂m
t+1 (19)

=
[
&AC(θ̌

m

t )

&OL(θ̌
m

t )

]
+ κ̂m

t+1. (20)

The Fixed Share equations (3) and (4) are then applied to the predictions.

In P-DFS, θ t is the AC and OL demand, i.e., θ t =
[
yAC
t yOL

t

]T
. We choose the

loss function to be (12) and divergence function to be (11) with κ̂m
t as the second

argument rather than θ̂
m

t . The resulting closed-form update (16) is

κ̂m
t+1 = κ̂m

t + ηsP̂tC
T
(
P̂

y
t

)−1 (
yt − Cθ̂ t

)
(21)

where C = [
1 1

]
. The estimation error covariance Qt ∈ R

2×2 and the measurement
noise covariance Rt ∈ R

1 are used to compute P̂t and P̂
y
t . We set Qt =

diag(RAC
t , ROL

t ), where diag(·) forms a diagonal matrix from the scalar arguments.
The values RAC

t ∈ R and ROL
t ∈ R correspond to the variances of the AC and

OL demand models’ prediction errors. We detail several sets of assumptions and
methods for computing the parameters Rt , RAC

t , ROL
t , P̂t , and P̂

y
t in Section 4.4.

4.3.3 DFS Method

This method also uses the set of models M DFS. The formulation applies DMD to the
LTV AC demand models and P-DMD to all other models, including the OL demand
models. The individual model-based estimates are then used as expert predictions

within the Fixed Share algorithm. We set θ t =
[
(x6

t )
T yOL

t

]T ∈ R
3, where 6 is

LTV1 or LTV2, allowing inclusion of the LTV model dynamics within (1). The
model-based update is

θ̂
m

t+1 =
[
&AC(̃θ

m

t )

&OL(θ̌
m

t )

]
+
[

0 0
0 1

]
κ̂m
t+1

where we update the AC demand predictions using DMD and the OL demand
predictions using P-DMD. The closed-form measurement-based update of the AC
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demand component is (15). The estimation error covariance Qt ∈ R
3×3 and the

measurement noise covariance Rt ∈ R are used to compute P̂t and P̂
y
t . The process

noise matrix is Qt = blkdiag(QAC
t , ROL

t ) where blkdiag(·) constructs a block
diagonal matrix from the arguments. The matrix QAC

t ∈ R
2×2 corresponds to the

process noise of the AC demand model. We use At = blkdiag(A6
t , 0) ∈ R

3 to update
P̂t and P̂

y
t , which assumes that errors in the AC demand model are decoupled from

errors in the OL demand model and that the errors of the OL demand model are
independent at each time-step. We detail several methods for constructing QAC

t ,
ROL
t , P̂t , and P̂

y
t in Section 4.4.

4.4 Case Studies

In this section, we describe the setup and summarize the results for a set of case
studies investigating the performance of DFS and P-DFS on the feeder-level energy
disaggregation problem. We simulate a set of days using data from August 3–5, 10–
14, 17, and 18 where we excluded weekends and days on which demand response
actions were taken by the commercial buildings. The Kalman filters are used as
benchmarks. Specifically, we denote BKF as the “best” Kalman filter achieving the
lowest ex post root mean square estimation error (RMSEE), and we denote AKF as
the average RMSEE of the set of Kalman filters. For an arbitrary time series ψt and
its estimate ψ̂t over nsteps time-steps, the RMSEE is defined as

εRMSE =
√√√√nsteps∑

t=1

(
ψ − ψ̂t

)2
/nsteps. (22)

Table 1 lists the values of the parameters ηs and ηr used in each scenario; we
set λ = 1.0 × 10−5 in all scenarios. We tuned ηr using the simulation for August
3, where the goal was to achieve fast weight transitions without over-fitting, i.e.,
without erratic weights. Qualitative tuning is appropriate as an optimal value for a
given simulated day is not necessarily the optimal value for other simulated days.
Parameter ηs was tuned similarly. In the next subsection, we detail three methods for
constructing the covariances, referred to as “identity,” “historical,” and “real time”
in Table 1.

Table 1 Parameters ηs and ηr used in DFS and P-DFS

Method P-DFS P-DFS P-DFS DFS DFS DFS

Covariance Identity Historical Real time Identity Historical Real time

ηs 0.4 0.5 0.5 0.013 0.5 1.0

ηr 1.0 × 10−5 10 1.0 × 10−3 1.0 × 10−5 10 1.0 × 10−3
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4.4.1 Covariances for DFS and P-DFS

In this section, we detail three methods for generating the covariance matrices used
within the DFS and P-DFS algorithms. The first method does not explicitly include
any model prediction error statistics into the measurement-based updates of DMD
and P-DMD. The second method uses historical data from the week preceding
August 3 to compute covariance matrices. The third method uses an unrealistic
assumption, i.e., that the total, AC, and OL demand are measured at each time-
step and used to compute the exact covariance at each time-step. The details of each
method are as follows.

1. Identity: we assume that P̂t and P̂
y
t are appropriately sized identity matrices for

both DFS and P-DFS.
2. Historical: DFS and P-DFS assume that the process noise covariance is time-

invariant, i.e., Qt = Q and that the measurement noise covariance is Rt ≈ 0
as the total demand measurements are accurate. The covariances QAC, RAC, and
ROL used within the two variations of Q are computed using historical estimation
errors, and QAC is used within the Kalman filter. DFS updates P̂t according to (8)
and (10), and P-DFS sets P̂t = Q. Both methods set P̂ y

t = (CP̂tC
T + Rt).

3. Real time: DFS and P-DFS assume that P̂t = Qt where the covariances are
computed at each time-step using measurements of the AC and OL demand.
Variance Rt is computed at each time-step using measurements of the total
demand. Both algorithms set P̂ y

t = (CP̂tC
T + Rt).

4.4.2 Results

We next summarize the results for each scenario described above. Figure 1
presents time series of the total demand, OL demand, AC demand, their respective
estimates, and the model weights from the August 4 simulation while running P-
DFS with covariances generated from historical data. In Figure 1d, &Other is used
to denote the combined weight of all model combinations not explicitly specified.
Table 2 summarizes the mean, minimum, and maximum RMSEE for each demand
component across the simulated days and scenarios. Figure 2 presents time series of
the AC demand and various estimates across several scenarios from the August 11
simulations.

From Figure 1c, it is clear that, in this case, the P-DFS algorithm effectively
estimates the AC demand in real time. In this scenario, BKF achieves an RMSEE
of 148.4 kW for the AC demand, and the P-DFS algorithm performs similarly,
achieving an RMSEE of 155.0 kW for the AC demand. It should be noted that
the P-DFS algorithm is determining the model of the underlying system in real
time, as can be seen in Figure 1d. Alternatively, the BKF algorithm selects the
most accurate model after the simulation, which is not feasible in practice. For
comparison, AKF achieves an RMSEE of 173.1 kW. The weights within P-DFS
are initially dominated by &Other, which makes sense as the weight of each model
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Fig. 1 Time series of the total, OL, and AC demands versus their estimates as well as times series
of the weights from the August 4 simulation while running P-DFS with historical covariances

Table 2 Mean, minimum (Min), and maximum (Max) RMSEE in kW over 10 simulated days for
each algorithm and covariance computation method

Total Demand AC Demand OL Demand

Method Covariance Min Mean Max Min Mean Max Min Mean Max

P-DFS Identity 88.9 100.0 110.5 151.0 220.6 325.8 150.8 222.3 327.2

P-DFS Historical 98.4 114.8 123.2 155.0 252.2 371.5 150.2 250.1 372.5

P-DFS Real time 146.6 154.3 168.4 120.2 125.3 131.8 104.8 114.5 130.5

DFS Identity 175.4 199.1 224.8 194.2 230.9 314.5 145.0 216.2 312.7

DFS Historical 100.5 119.5 126.1 192.0 259.8 311.5 190.6 265.5 320.2

DFS Real time 120.8 125.2 129.1 104.0 116.5 140.1 96.6 109.4 131.9

BKF Historical − − − 148.4 195.3 318.9 − − −
AKF Historical − − − 173.1 259.4 357.5 − − −

combination is initialized to the same value. As the simulation progresses, the
weight shifts to {&AC,LTV1,&OL,MLR}, which is the most accurate model. At
points of the simulation, it loses accuracy, and the weight shifts to other model
combinations during those times. The total demand is estimated closely, which can
be achieved based on the parameter settings as discussed in Section “Varying the
Gradient Descent Step Size ηs” in Appendix. Finally, it should be noted that while
P-DFS did not achieve lower RMSEE than BKF in this case, in some cases it does
outperform BKF.
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(a) AC demand estimates for BKF, AKF, and DFS while using historical covariances
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(b) AC demand estimates for BKF and DFS while using real-time covariances
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(c) AC demand estimates for P-DFS and DFS when using historical covariances
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(d) AC demand estimates for P-DFS and DFS when using real-time covariances

Fig. 2 Time series of the AC demand and various estimates from the August 11 simulations
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As Table 2 shows, P-DFS achieves AC demand RMSEEs that are worse than
BKF but generally better than the AKF when using realistic (i.e., historical)
covariance data. DFS achieves AC demand RMSEE that is comparable to the AKF.
Figure 2a shows time series for AKF, BKF, and DFS using historical covariances.
When using unrealistic (i.e., real-time) covariance data, both DFS and P-DFS
outperform BKF, which is still using historical data to compute the covariance
matrices. An example of this is shown in Figure 2b.

Figure 2c provides example time series of the AC demand estimates for P-DFS
and DFS when using historical covariances, and Figure 2d provides similar example
time series when using real-time covariance data. As can be seen in Figure 2c, the
P-DFS algorithm generally achieves better RMSEE for the AC demand than the
DMD algorithm. However, as can be seen in Figure 2d, DFS achieves lower RMSEE
than P-DFS when real-time errors are used to generate the covariance matrices.
Part of the reasoning for this is that the LTV AC demand models only include
two states, and for a given outdoor temperature, the models rapidly converge to
a steady-state value. When running DFS, this means that the measurement-based
adjustment at a given time-step may not have an effect on the model’s predictions
after several time-steps. Alternatively, the P-DFS formulation continually adjusts
the model predictions based on its accuracy, and by separating these adjustments
from the model, these adjustments persist.

Also, our method of computing the covariances with historical data degrades
performance. This implies that our assumptions regarding the errors are overly
coarse. However, with the inclusion of unrealistically accurate covariance informa-
tion, which is done when using real-time covariance data, the performance of the
DFS and P-DFS algorithms improves dramatically.

5 Conclusions

In this chapter, we summarized the real-time feeder-level energy disaggregation
problem and an online learning algorithm, dynamic fixed share (DFS), that we
adapted and applied to the problem. It was shown that the dynamic mirror descent
(DMD), which is used within the DFS algorithm, can be constructed to be equivalent
to a discrete-time Kalman filter through proper choice of user-defined functions
and parameters. In addition, simple examples were constructed to illustrate aspects
of the DMD algorithm. Two implementations of DFS-based algorithms were
described. The first modifies the DFS algorithm to incorporate combinations of
models with different model structures resulting in estimates of output, rather
than the state. The second implemented the original DFS algorithm. Finally, case
studies were presented that indicate the online learning algorithms are capable of
performing real-time feeder-level energy disaggregation and that model prediction
error statistics can be effectively incorporated into these algorithms.
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Future work will further explore connections between Kalman filtering and
online learning methods, enabling application of results across both well-studied
fields. Another topic of future work is addressing the simultaneous problems of
active manipulation and online estimation of the AC demand, e.g., in a demand
response program.

Acknowledgements This research was funded by NSF Grant #ECCS-1508943. We also thank the
Pacific Gas and Electric Company for the commercial building electric load data.

Appendix

In this appendix, we present two examples that demonstrate the influence of several
of the user-defined functions and parameters within DMD. The first example shows
how the choice of ηs impacts the estimate in the presence of measurement noise. The
second example illustrates how the choice of divergence and loss functions impact
the estimates generated by (1). These examples are constructed to isolate impact of
the component of interest. In reality, the various parameters and function choices
influence each other in nontrivial ways, which generally cannot be known a priori.

In the examples below, the plant model, whose state we are trying to estimate,
consists of (5) and (6), where C = [

0 1
]

and

A =
[

cos(π/500) − sin(π/500)
sin(π/500) cos(π/500)

]
. (23)

The state is θ t ∈ R
2, its initial value is θ0 = [

0 1
]T

, wt ∈ R
2, and vt ∈ R.

We assume that wt and vt satisfy the assumptions of a Kalman filter, and their
covariances are Q ∈ R

2×2 and R ∈ R, respectively, where we detail their values in
each example.

Varying the Gradient Descent Step-Size ηs

The parameter ηs influences how closely DMD adjusts the state estimate θ̂ t to match
the (possibly noisy) measurement versus trusting the predictions of the system
model &(·). In this example, we assume the plant model contains no process noise,
i.e., Q = 0, and the measurement noise covariance is R = 1. The DMD model
&(̂θ t ) is set to the plant model (5) and (6) excluding wt and vt . The divergence is
set to D(θ ‖̂θ t ) = 1

2‖θ− θ̂ t‖2
2, and the loss function is set to 
t (̂θ t ) = 1

2‖Cθ̂ t −yt‖2
2.

The resulting closed-form measurement-based update (1) is

θ̃ t = θ̂ t + ηsCT(yt − Cθ̂ t ). (24)
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Fig. 3 Time series of the second element of θ t , θ̂
0
t , and θ̂

1
t

We apply DMD for two different values of ηs (i.e., η0
t = 0.0 and η1

t = 1.0, where

the resulting estimates are denoted θ̂
0
t and θ̂

1
t , respectively) and compare the results.

All estimates are initialized at the true state.
Figure 3 presents the resulting time series of the second elements of θ t , θ̂

0
t , and

θ̂
1
t ; we exclude time series of the first elements as they exhibit similar characteristics.

The second term of (24) is 0 for θ̂
0
t , and so there is no adjustment to the state

estimate based on the measurement. As a result, θ̂
0
t matches θ t exactly because

the model within DMD exactly matches the plant model. Alternatively, for θ̂
1
t , the

convex program adjusts the state estimate to match the noisy measurements rather
than trusting DMD’s model, resulting in significant estimation error.

Varying the Choice of Divergence and Loss Functions

The choice of the divergence and loss functions within DMD influences the
algorithm’s measurement-based adjustments. In this example, we vary DMD’s
measurement-based update by using two choices for the divergence and loss
functions – one that includes covariance matrices explicitly and one that does not.
We also simulate a Kalman filter to empirically show that the DMD estimates match
those of a Kalman filter when the divergence and loss functions are constructed as
described in Section 3.3.

In this example, we assume the measurement noise covariance is R = 2, and the
process noise covariance is

Q =
[

0.25 0.1
0.1 0.25

]
.
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We construct a steady-state discrete-time Kalman filter, whose estimates are denoted

θ̂
KF
t , using the underling system model and covariances. Both DMD formulations

use ηs = 1. The first DMD formulation, whose estimates are denoted θ̂
a
t , uses

the same loss function, divergence function, and resulting measurement-based
update equation as in the previous example. The second DMD formulation, whose

estimates are denoted θ̂
b
t , uses the divergence and loss functions needed to produce

measurement-based updates that are equivalent to those of the Kalman filter,
i.e., (15), and we set P̂t = P and P̂

y
t = [

CPCT + R
]
. Note that the second

formulation explicitly includes accurate model prediction error statistics via the
covariances, whereas the first estimate implicitly assumes the covariances are
identity matrices.

Figure 4 presents the time series of θ t , θ̂
a
t , θ̂

b
t and θ̂

KF
t . Note that the estimates

θ̂
b
t and θ̂

KF
t coincide exactly, empirically supporting our claim that we can choose

the DMD model, divergence function, and loss function to achieve a measurement-
based update equivalent to that of Kalman filter. In estimating the second element

of θ t , we first note that both θ̂
a
t and θ̂

b
t follow the general trajectory of the true state,

but θ̂
b
t is noticeably smoother than θ̂

a
t . By including the covariance matrices into

the measurement-based update, θ̂
b
t is better able to account for the measurement

noise resulting in a less erratic estimate and reduced estimation error versus θ̂
a
t . In

estimating the first element of θ t , both methods have significant deviations from the

true state value; however, the root mean square estimation error in θ̂
b
t is smaller than

that of θ̂
a
t , indicating that θ̂

b
t is more accurate over the duration of the simulation.
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Again, the inclusion of accurate statistical information into the measurement-based
update has led to a more accurate estimate.

It should be noted that this example was constructed such that the Kalman filter
is the optimal estimator. In reality, the assumptions of the Kalman filter rarely
hold, as in the case studies presented in Section 4.4. A Kalman filter can still be
applied with varying degrees of success, but it may not be the optimal estimator. The
DMD algorithm relaxes some of the underlying assumptions, which allows greater
flexibility in designing the updates, but the theoretical guarantees of the Kalman
filter do not apply. Additionally, it should be noted that in this example we assume
we have a perfect estimate of the covariance matrices. In Section 4.4, we show
that including inaccurate model prediction error statistics into the DMD algorithms
within DFS can degrade the performance of DFS, while including accurate statistics
(which can be hard to obtain in practice) can substantially improve the estimation
accuracy of DFS.
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Risk-Aware Demand Management of
Aggregators Participating in Energy
Programs with Utilities

William D. Heavlin, Ana Radovanović, Varun Gupta, and Seungil You

Abstract Electric utilities typically offer demand-side management (DSM)
programs in order to reduce peak demand and to shift supply risks. These same
programs engender a new business model, that of the energy aggregators. Energy
aggregators seek to harvest the DSM incentives by strategically deferring the loads
under their control. Examples of deferrable loads are electric vehicles (EVs) and
heating, ventilation, and air-conditioning (HVAC) systems. To choose appropriately
from a utility’s menu of programs, the aggregator must forecast both temperature
and load and should also estimate the uncertainties associated with these forecasts.
Further, the aggregator can work to mitigate these uncertainties by managing
flexible loads under their control.

We propose a formulation that unifies the various kinds of deferrable loads and
explicitly balances the trade-off between user discomfort and monetary costs. Our
main contribution comes from incorporating the uncertainty of temperature and load
forecasts into the optimal choice of DSM program selection.

1 Introduction

Large flexible loads, such as air-conditioning, domestic heating, and electric
vehicles, induce daily demand peaks and troughs in electric power, to which
utilities often respond by increasing supply from environmentally unfavorable and
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inefficient power generators [27]. Renewable supply sources, e.g., wind and solar,
are relevant for meeting daily demand peaks but are highly variable. Furthermore,
in the USA at least, current distribution networks limit the role of renewables in the
grid. At any rate, the associated uncertainty of such renewables increases the need
for dynamic response on the part of electric power suppliers [42]. In direct response
to irregular demand and, partly, in indirect response to the irregular supply from
renewables, the smart grid [3] seeks to incorporate information-based technologies,
through smart meters [14], demand-side management (DSM) [11, 33], and power
line-based communication [24].

The present work focuses on the DSM programs most commonly offered by
utilities. These efforts aim at shaping consumption patterns both by decreasing peak
demand and by shifting such demand to off-peak periods. DSM achieves this by
a combination of direct curtailment requests and consumer price signals. While
economic theory strongly favors price-based systems, in the case of electric power,
we need an economic agent sufficiently sensitive to time-of-day price changes to
modify his/her electricity consumption. This has led to the emergence of a new
business model, the energy aggregator [25, 38], which acts on behalf of a group of
energy consumers to mitigate energy costs as a trusted agent and works with the
utility to reduce demand as circumstances warrant. In this chapter we focus on the
distribution-level aggregators, we focus on distribution-level aggregators acting as
intermediaries acting as intermediaries between consumers and utility.

Even though it can have a significant impact on the expected cost, uncertainty
in temperature forecasts, load parameters, and environmental conditions has been
largely neglected in demand planning. Small changes in the demand curve can
induce large changes in cost, first because of the capacity-based demand charges set
by utilities and second because of the payment rules of demand response (DR) pro-
grams. Typically, an aggregator can select a tariff offered by the utility. Such tariffs
define both time-of-use prices of marginal energy and aggregate-level surcharges
that are commonly a function of monthly peak power consumption [5]. In addition,
demand response (DR) programs allow an aggregator to nominate the demand levels
that it is capable of curtailing, both in response to high wholesale prices and/or
to lowered electricity system reliability. Such nominations are typically submitted
before the beginning of each month yet obligate the aggregator to respond to event
notifications that it receives only one day ahead of time or even on the same day.

In this chapter, we present an algorithm by which such an agent, the aggregator,
optimally balances its consumers’ needs with those of the utility. Our analysis
focuses on two canonical devices with deferrable loads: (1) heating, ventilation, and
air-conditioning (HVAC) systems and (2) electric vehicles (EVs). The algorithm
incorporates both the time-dependent consumer benefit from receiving electric
power and the time-sensitive marginal costs of producing power. We concentrate
mainly on day-ahead, cost-effective demand management, but the framework
extends naturally to real time. Central to our analysis is the treatment of the
uncertainty in the environmental conditions and load parameters. Such estimates
of uncertainty in turn enable us to estimate the impact on the resulting cost
function. These calculations enable aggregators to cooperate strategically with
power suppliers to implement demand reduction [17, 40] while managing risk.
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Since our focus is on distribution-level aggregators (which is the most common
and regulation-approved form of participation within the USA), physical constraints
such as line capacities which are relevant in an electric grid as line capacities, which
are relevant in an electric grid, do not apply here. A key takeaway of the presented
work is demonstrating the impact of uncertainty on the expected cost function.
An aggregation assumption allows us to estimate the impact of noise efficiently,
bypassing the commonly used, computationally slow, Monte Carlo simulation
approach [10].

This chapter is organized as follows. Section 2 is a short survey of the past
work in areas of energy consumption and generation modeling, including the most
common approaches in cost-effective management of aggregated energy assets.
Section 3 includes our mathematical model and the framework by which we capture
uncertainties of flexible devices. In order to motivate the selected cost functions,
we also describe typical utility programs. In Section 4, we formulate the power
scheduling optimization and the approximate distributions of the resulting optimal
schedules. The risk-aware program selection strategy is discussed in Section 5. In
Section 6, we present a numerical example, and in Section 7, we summarize our
conclusions.

2 Literature Review

Given the vast amount of literature on energy markets and demand response,
it will not be possible for us to cite all the relevant papers, even restricting to
energy aggregators (also called load-serving entity, LSE). Instead, we give a brief
classification of the literature based on a few important dimensions that most
papers differ along: (i) market design and coordination mechanism, (ii) optimization
metric, (iii) computational approaches, and (iv) demand models.

Markets and Coordination Mechanism: As in our formulation, one of the most
common assumptions is that of an aggregator that can directly control the individual
devices which it serves. Therefore, the decision variables in the optimization
problem are the day-ahead bids, as well as the real-time dispatch/unit commitment
decisions (e.g., [26, 32, 41]). A second assumption is where the aggregator publishes
prices to the loads it serves, and the loads “self-dispatch” by optimizing their
individual utility functions (e.g., [7, 21]). We note that this is a difference only in
spirit, since the final solutions, for example, the day-ahead bids obtained under either
model, would usually be the same. A third much rarer coordination mechanism
is found in some papers on aggregation of HVACs, where the aggregator cannot
observe the state of each individual HVAC. In such cases, the aggregator publishes
a common probabilistic policy (e.g., [28, 44]). Another dimension under the broad
theme of market design is on two-stage (day-ahead and real-time) vs multistage
markets. All the papers mentioned above are for the two-stage markets. In papers
on the multistage markets, the focus is not on detailed modeling of loads but on
the impact of information structure and contract design on optimal procurement
decisions (e.g., [36]).
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Optimization Metric: When demand is considered elastic, the usual optimization
metric is the expected monetary cost and user discomfort cost/utility, as in the
present chapter (e.g., [7, 29, 31, 36]). When the load is considered inelastic, the
usual optimization metric is the expected profit/payment of the aggregator (e.g.,
[21, 41]). Some authors also consider optimizing various measures of risk such as
conditional value at risk (cVaR) (e.g., [32]), asymmetric cost functions (e.g., [26]),
and risk-constrained optimization (e.g., [32]).

Computational Approaches: For two-stage stochastic problems (e.g., when load
constraints or utilities are separable across time, in which case the two stages are
day ahead and real time), a common approach is Monte Carlo optimization using
scenario generation. One recent example is [32] where, under the assumption of
independent normally distributed forecast uncertainties, the authors use scenario
generation followed by scenario reduction to convert a two-stage stochastic opti-
mization problem to a mixed-integer linear program. Also [26] uses Monte Carlo
scenario generation, and [41] formulates a stochastic linear program. For multistage
problems (e.g., aggregate constraints across time as in EVs), a common approach
uses rolling horizon look-ahead stochastic dynamic programming (e.g., [6, 15]). The
authors in [12, 36] obtain a closed-form expression for the optimal procurement
contracts for a multistage procurement problem by solving the dynamic program-
ming problem analytically. Other approaches for optimization under uncertainty are
robust optimization (e.g., [8, 45]), and chance constrained optimization (e.g., [43]).
Chance-constrained and robust optimization have been recently applied to solving
Optimal Power Flow (OPF) problems, and to coordinate control of energy assets on
the transmission network. The latter requires physical constraints such as line flows
limits [4, 37].

Models for Demand/Loads: A common but less accurate approach for modeling
loads assumes that they are given as exogenous forecasts with uncertainty (e.g.,
[32]). Among higher-fidelity models of electric loads and thermal loads (HVACs),
the popular models are first-order (e.g., [7, 28]), second-order (e.g., [44]), and more
detailed energy-mass balance-based models (e.g., [2, 30, 31, 39]). [20] proposes an
alternate model associating a thermal device with a nominal control curve and a
set of feasible perturbation curves. For EVs, the popular models for demand are
aggregate charge in exogenously defined windows (e.g., [7]) and detailed models
specifying individual trips and durations (e.g., [31]). Evolution of state of charge is
specified by first-order models (e.g., [7, 41]). For models on EV usage patterns, see
[18] and references therein.

3 Mathematical Model

We consider a large collection (an aggregate) of deferrable loads: electric vehicles
(EVs), and building HVAC systems, on a large commercial campus. Our goal is
to manage daily power demand in a cost-efficient way. Demand-side management
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works on two time scales: (i) On a monthly basis, the load aggregator selects one
of a set of programs designated by the utilities and in doing so chooses a cost-vs-
demand curve. (ii) One day ahead, the aggregator seeks to allocate power consistent
with the current cost-demand curve while minimizing costs. Both (i) and (ii) make
use of temperature and power demand forecasts, which are inherently noisy and
imperfect.

In this paper, we propose a computationally efficient and practical way to adjust
power allocations in order to reduce expected costs. This method can take advantage
of updates to actual temperatures, EV driver availability, and building occupancies.
Furthermore, we show how the selection of different program parameters affects
overall costs and cost uncertainty and how the choice of such parameters can be
adjusted cost-effectively.

To model the behavior of deferrable devices, HVACs and EVs, we use a familiar
discrete-time linear system (see e.g., [16, 23]). At the time index k + 1, the state of
an HVAC device is

Xi[k + 1] −Xi[k] = θi(Z[k] −Xi[k])− ηiui[k] (1)

where Xi[k], Z[k], and ui[k] are the indoor and outdoor temperatures and power
consumption at time k and θi and ηi are the thermal transmission and cooling
coefficients of the ith load.

Analogously, in the case of an EV, we use the relation

Xi[k + 1] −Xi[k] = ηiAi[k]ui[k], (2)

where Xi[k] and ui[k] are the charged energy and power consumption at time k and
ηi the charging efficiency of the ith load. Here, Ai[k] ∈ {0, 1} denotes an indicator
of availability of the ith load at time k. In other words, if EV i is attached to the
charging station at time k, then Ai[k] = 1; otherwise, Ai[k] = 0.

Notice that (1) and (2) have quite similar forms. We unify these two state
equations as

Xi[k + 1] −Xi[k] = θi(Z[k] −Xi[k])+ ηiAi[k]ui[k]. (3)

Here, if the ith load is an HVAC, then Ai[k] = −1 for all k. Otherwise, if the ith
load is an EV, then θi = 0 for all k.

Note that, if the outside temperature Z[k], and the EV’s availability Ai[k] are
known, for any given power consumptions ui(k), the above defined changes in state
are completely deterministic. However, since power allocation decisions are made in
advance, there are some uncertainty in Z[k] and Ai[k] and, therefore, a randomness
in the induced state, Xi[k].

In addition to the considered uncertainties in the outside temperature Z[·]
and drivers’ availability Ai[·], (3) could include an additive, modeling “noise,”
characterized in the estimation of parameters θi and ηi . The methodology presented
in this chapter is directly applicable to this modeling extension. Without loss of
generality, to preserve simplicity in the exposition, we omit it.
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3.1 Cost Objectives

In demand management, in addition to the tariff-prescribed energy and demand
payments to the utility, there is the countervailing customer discomfort induced by
the aggregator exploiting their loads’ flexibility.

In the case of EVs, the regret is the penalty for not fully charging in the time
available. In this case, a user cares only about whether her/his EV is charged
by the time he/she wants to drive it, and, therefore, the related discomfort is a
function of state of charge when he/she disconnects the EV. To that end, we assume
that the corresponding cost at time k is proportional to the probability of a user

disconnecting in interval (k, k + 1), i.e., Pi[k] def= P[Ai[k − 1] = 1, Ai[k] = 0].
In case of HVACs, the user discomfort term represents the penalty for deviating

from the target temperature set point. Further, this discomfort at time k is propor-
tional to the occupancy Oi[k] of the building i.

In this paper, we represent the user discomfort by the quadratic function

1

2
Ri[k](Xi[k] − x̄i[k])2,

where

Ri[k] =
{
Pi[k] for EV

Oi[k] for HVAC
.

For HVAC cooling, x̄i[k] is the desired indoor temperature of the ith load at time
k and for EV charging x̄i[k] is the full-charge battery capacity and physical upper
bound on Xi[k].

The energy cost term is the dollar-denominated economic cost that any aggre-
gator is charged and is therefore dependent on the utility tariffs and selected
programs. Each tariff incorporates time-of-use pricing, as well as demand charges
(see [5]). Demand charges depend on the monthly peak demand and severely
penalize consumers when their monthly peak demand exceeds demand levels set
by the selected tariff. In addition, in other programs, such as demand response
(DR) (see [1]), the aggregator can earn revenue (and thereby reduce total costs) by
shedding demand at a proposed price (bid) and can be penalized if it fails to do so.
In these programs, aggregators nominate their demand reduction capacities before
each month. Depending on the program, utilities notify aggregators of DR events
either one day prior to or on the same day. The performance of each aggregator is
calculated as the difference between the actual demand and a utility-curated baseline
load, during the event hours. Obviously, such evaluations are complicated by utility-
specific definitions of baseline loads.

One example of a day-ahead DR program is Capacity Bidding Program (CBP,
[34]); Figure 1 illustrates the expected payment as a function of the nominated
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Fig. 1 Expected CBP capacity cost as the function of the nominated capacity.

capacity. Demand in commercial buildings can be reduced by changing temperature
set points. In this case, empirically, the loads that are shed are rather variable and
depend on diverse factors such as outside temperature and building occupancy. A
deeper treatment of the components of this variability is beyond the scope of this
paper. The interested reader is referred to [35] for more.

Motivated by the nature of the above discussion, we represent these costs by
strictly convex functions:

c(utotal[k], k,Pj )

where utotal[k] def= ∑
i ui[k] denotes the aggregated power consumption correspond-

ing to the time index k, while Pj represents parameters from the j th program. The
cost function c(·, ·, ·) incorporates the time-of-use pricing, so it depends on k.

Utility programs usually have multiple options {Pj }ncj=1 (including both tariffs
and DR), with different energy cost functions:

{c(utotal[k], k,P1), · · · , c(utotal[k], k,Pnc )},

where nc is the number of offered programs. Our goal is to determine power
schedule u that jointly minimizes the expected energy and discomfort cost, while
controlling the uncertainty in the resulting charges, here represented by risk-aware
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constraints. Furthermore, we assume that the set of programs discussed above poten-
tially includes grid regulation services (demand response, frequency regulation, etc.)
provided through the local utility.

A common approach in addressing the above-described cost minimization of
the aggregated load uses model predictive control (MPC) [9, 19, 22]. By replacing
stochastic processes Z[k], A[k], and R[k] with their expectations, we can find an
optimal schedule u[k], ∀k, which minimizes a certain cost function. However, ignor-
ing the intrinsic uncertainty of these processes prohibits offering any guarantees
for the variability of the resulting energy cost, which, in general, results in large
discrepancies between the minimum cost as computed and the actual cost paid to
the utility.

The standard way of incorporating diverse variabilities is to apply Monte Carlo
simulation. By generating many sample paths of Z[k], A[k], and R[k], we can
estimate the distribution of the optimal schedule U , and the resulting energy cost∑

k c(
∑

i Ui[k], k,Pj ), for a given program Pj . However, note that this process
involves solving the cost minimization problem by computing optimal ui[k]s for
each sample path and each utility program Pj , resulting in a computationally
expensive and, potentially, very slow approach. In addition, often, the Monte Carlo
approach does not provide clear insights on the impact of parameter values, and their
interactions on the optimal cost, which is probably the most significant drawback of
this method.

In this work, we propose a computationally tractable way of approximating the
distribution of the optimal schedule U [k], ∀k, and use this approximation to perform
risk-aware minimization of the expected cost. By simulation, we show that this
approximation and the resulting optimal schedule are quite close to that obtained
using the Monte Carlo simulation, with computational burden equivalent to a single
optimization per utility program.

4 Approximation of Optimal Power Schedules

In this section, we describe an optimization approach that is sensitive to the
distribution of the optimal power schedule. For notational convenience, let

Z := (Z[0], · · · , Z[K − 1])
R := (R1[0], · · · , R1[K − 1], · · · , RN [K − 1])
A := (A1[0], · · · , A1[K − 1], · · · , AN [K − 1]).

A convenient assumption asserts that random vectors, Z, R, and A, are mutually
uncorrelated. This assumption can be easily justified from the construction of the
discomfort cost terms in Section 3. Note that all the randomness of processes
Ri[·] stems from the uncertainty in building occupancy in case of the HVAC load,
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while the uncertainty of Ai[·] depends on the charging availability to EV drivers,
which, in most contexts, does not depend on the outside temperature. However, this
independence assumption is not essential for the proposed approach and is used only
to improve the clarity of exposition.

Let z = (z[0], · · · , z[K − 1]), r = (r1[0], · · · , rN [K − 1]), and a =
(a1[0], · · · , aN [K − 1]) denote realizations (sample paths) of Z, R, and A, respec-
tively. For this sample path, we define the following optimization that computes the
optimal schedule u = (u1[0], · · · , u1[K − 1], · · · , uN [K − 1]):

minimize
u

K−1∑
k=0

N∑
i=1

ri[k]
2

(xi[k] − x̄i[k])2 + λ

K−1∑
k=0

c

(
N∑
i=1

ui[k], k,Pj

)

subject to xi[k + 1] = (1 − θi)xi[k] + ηiai[k]ui[k] + θiz[k], {xi[0] is given}
0 ≤ ui[k] ≤ ūi[k], (4)

where the first term of the objective function is the discomfort cost, the second
term is the j th program’s energy cost, and ūi[k] is the upper bound of the power
consumption of the ith device at time k. The two cost terms do not have the same
units. While energy cost is in dollars, discomfort cost has different units depending
on the type of load. It is therefore necessary to calibrate one to another. This is the
role of parameter λ, and its tuning allows for exploring the trade-offs between the
discomfort and energy costs. Here, we do not consider tuning λ.

The current state xi[k] satisfies

xi[k+1] = (1−θi)
k+1xi[0]+θi

k∑
l=0

(1−θi)
k−lz[l]+ηi

k∑
l=0

(1−θi)
k−lai[l]ui[l]. (5)

By substituting this within the discomfort function, we define the cost function

R(u; z, r, a) =
K−1∑
k=0

N∑
i=1

ri[k]
2

(xi[k] − x̄i[k])2,

where xi[k] is given by (5). In addition, if we define the feasible set U = {u : 0 ≤
ui[k] ≤ ūi[k]}, we end up with the more compact representation of (4):

minimize
u∈U

R(u; z, r, a)+ λ

K−1∑
k=0

c

(
N∑
i=1

ui[k], k,Pj

)
. (6)

Note that the first term depends on the realizations of random vectors, Z, R,
and A, so the optimal solution of (6) is also a random vector. Denote by U(Pj ) the
optimal solution of (6), when the j th program is chosen. Since for any realizations z,
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r , and a, we can determine the optimal solution U(Pj ). U(Pj ) is measurable with
respect to Z,R, and A. In this section, we propose approximating the distribution
of the optimal U(Pj ).

4.1 Expected Cost Minimization

Consider the following expected cost minimization:

minimize
u∈U

E [R(u;Z,R,A)] + λ

K−1∑
k=0

c

(
N∑
i=1

ui[k], k,Pj

)
, (7)

where R is a convex function with respect to u, implying that the above optimization
is also convex.

First, we compute the expected cost E [R(u;Z,R,A)]. Let �z[k] = Z[k] −
E [Z[k]], �ri [k] = Ri[k] − E [Ri[k]], �ai [k] = Ai[k] − E [Ai[k]], and �xi [k] =
Xi[k] − E [Xi[k]]. Then, from (5), we have

�xi [k] =
k−1∑
l=0

(1 − θi)
k−l

(
θi�z[k] + η�ai [l]ui[l]

)
.

The discomfort induced by the ith device at time k is given by

Ri[k]
2

(Xi[k]−x̄i[k])2 = Ri[k]
2

(
(xi[k]−x̄i[k])2+2�xi [k](xi[k]−x̄i[k])+�xi [k]2

)
.

From the zero-correlation assumption discussed at the beginning of this section, the
second term has expectation zero, resulting in

E

[
Ri[k]

2
(Xi[k] − x̄i[k])2

]
= E [Ri[k]]

2
(xi[k] − x̄i[k])2 + E [Ri[k]]

2
E

[
�2

xi [k]
]
.

(8)

By replacing all random quantities by their means, the first term can also be obtained
via a deterministic convex optimization problem.

To derive the second term in (8), we use

�xi [k]2 =
k−1∑
l=0

k−l∑
l′=0

(
(1 − θi)

k−lθi�z[l] + ηi�ai [l]ui[l]
)

×
(
(1 − θi)

k−l′θi�z[l′] + ηi�ai [l′]ui[l′]
)
,
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which, after taking expectations, results in

E

[
�xi [k]2

]
=

k−1∑
l=0

k−1∑
l′=0

(1 − θi)
2k−l−l′η2

i Cov(Ai[l], Ai[l′])ui[l]ui[l′]
︸ ︷︷ ︸

Qi(ui )[k]

+ · · · ,

where the remaining terms do not depend on ui . Therefore, the expected cost
minimization, (7), is equivalent to the following convex optimization:

minimize
u∈U

R(u;E [Z],E [R],E [A]) +λ

K−1∑
k=0

c

(
N∑
i=1

ui[k], k,Pj

)

+1

2

N∑
i=1

K−1∑
k=0

ri[k]Qi(ui)[k]. (9)

Note that the third term in (9) weights the uncertainty Qi(ui)[k] by the discomfort
cost parameter ri[k].

Denote the optimal solution of (9) by uc(Pj ). In the following subsection, we
make a Taylor series approximation around this solution uc(Pj ).

4.2 Variance Estimation

To calculate the variance of the total cost, we examine the impact of random
quantities, Z, R, and A, on the optimal solution U . Consider the following
Lagrangian:

L (u;Z,R,A,μ+,μ−) = R(u;Z,R,A)+ λ

K−1∑
k=0

c

(
N∑
i=1

ui[k], k,Pj

)

+
K−1∑
i,k=0

μ+
i,k(ui[k] − ūi )+

K−1∑
i,k=0

μ−
i,k(−ui[k]),

where each μ+
i,k and μ−

i,k are dual variables corresponding to the box constraints
in the feasible set U in optimization (9). For notational convenience, denote B =
(Z,R,A), the concatenation of all random quantities, and b = E [B]. Since U is
the optimal solution of (6), U = argminuL (u;B). From the optimality condition,
we have

∇uL (U ;B,μ+,μ−) = 0.
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By applying Taylor’s expansion around the center point, (uc, b,μ
+
c ,μ

−
c ), where μ+

c

and μ−
c are the optimal dual variables corresponding to uc, we have

∇uL (U ;B,μ) = 0

≈ ∇uL (uc; b,μ+
c ,μ

−
c )+Huu(U − uc)+Hub(B − b). (10)

This chapter does not include a formal justification for using the approximation
in (10). Proving the approximation formally would strongly rely on smoothness in
the convex cost objective and “small” uncertainty in B, causing a nonsignificant
change in the number of tight box constraints.

The Hessian matrices, Huu and Hub, are given by

[Huu]ij := ∂2L

∂[u]i∂[u]j

[Hub]ij := ∂2L

∂[u]i∂[b]j ,

where [Huu]ij and [Hub]ij are the (i, j)th component of Huu and Hub and [u]i and
[b]i are the ith component of u and b, respectively.

From (10), we can conclude that

Huu

(
U −

(
uc −H−1

uu ∇uL (uc; b,μ+
c ,μ

−
c )
))

≈ −Hub(B − b),

which implies the linear approximation of optimal solution U :

U ≈ uc −H−1
uu ∇uL (uc; b,μ+

c ,μ
−
c )−H−1

uu Hub(B − b). (11)

Observe that expression (11) has the form of a linear control scheme. Indeed, (11)
can also be derived using the quadratic approximation of the Lagrangian (approxi-
mating L (U ;B) as quadratic in control U and linear in input B in the neighbor-
hood of (uc; b)).

Therefore, we obtain the following mean and covariance estimate of U :

E [U ] ≈ uc −H−1
uu ∇uL (uc; b,μ+

c ,μ
−
c )︸ ︷︷ ︸

u∗

(12)

Cov[U ] ≈ H−1
uu Hub Cov[B] HT

ubH
−1
uu︸ ︷︷ ︸

V ∗

. (13)

In principle, u∗ and V ∗ may be overly crude approximations of the mean and
covariance of U . However, note that the energy cost of the aggregator only depends
on the aggregate power consumption. We utilize this aggregation property (large
number of loads N ) to estimate aggregation statistics below.
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Specifically, consider the following aggregate power consumption:

U total :=
[∑

i Ui[0], · · · ,∑i Ui[K − 1]]T

= [
IK · · · IK

]
︸ ︷︷ ︸
S∈RK×NK

U ,

where IK is the identity matrix in R
K×K . Then (12)–(13) imply the following:

E [U total] ≈ u∗total := Su∗,

Cov[U total] ≈ V ∗
total := SV ∗ST .

(14)

In some cases, the method for selecting a cost-effective utility program might
depend on more than just the first two moments of the total loads’ power con-
sumption. Using the empirical studies in [13, 35], which utilize multivariate normal
random vectors to modeling day-ahead outside temperature and building occupancy,
we apply the property that the linear transformation of multivariate normal random
vectors is a multivariate normal vector to obtain

U total ∼ N (u∗total,V
∗
total), (15)

where N (·, ·) denotes a multivariate normal distribution. The previous approxi-
mation incorporates our data-driven observations that drivers’ availability patterns
match very well the corresponding building’s daily occupancy profiles. The approx-
imation in (15) is used in Section 5 to evaluate risk proneness for each of the nc
programs. In the next section, we illustrate how to incorporate the characterization
of V into the selection of the optimal program.

5 Risk-Aware Program Selection

Using the derived approximation in (15), we can estimate the economic cost, while
incorporating aggregator’s tolerance to risk when selecting the optimal program Pj .
In particular, we express the aggregator’s sensitivity to risk by its tolerance to the
uncertainty in the dollar-denominated energy cost term.

One possible program selection rule consists of selecting Pj that solves

minimize
P1,··· ,Pnc

K−1∑
k=0

c

(
N∑
i=1

u∗i [k], k,Pj

)

subjectto

√√√√Var

[
K−1∑
k=0

c

(
N∑
i=1

Ui[k], k,Pj

)]
≤ ξ

K−1∑
k=0

c

(
N∑
i=1

u∗i [k], k,Pj

)
,

(16)
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where ξ represents the aggregator’s tolerance of risk; smaller values imply a greater
sensitivity to uncertainty of future energy charges.

Applying the approximation in (15) leads to a closed-form expression on the
left-hand side of the constraint in (16). For example, consider the following linear
energy cost function c(·, ·, ·) as

c(Utotal[k], k,P) :=
K−1∑
k=0

γ [k]Utotal[k],

where the time-of-use pricing γ [k] depends also on the choice of program Pj . Then

Var[
K−1∑
k=0

γ [k]Utotal[k]] ≈
K−1∑
k=0

K−1∑
k′=0

γ [k]γ [k][V ∗
total]kk′ ,

where [V ∗
total]ij is the (i, j) component of V ∗

total. Similarly, using (15), we can
apply the same procedure for any polynomial c(·, ·, ·), to derive a similar closed-
form approximation. By analogy, one can use the approximation in (15) to compute
an appropriate variance term for a general function c(·, ·, ·), e.g., by numerical
integration.

In this way, the left-hand side of (16) allows us to identify the most appropriate
risk-aware programs. Choosing that program Pj that minimizes the expected
energy charge

∑K−1
k=0 c

(
u∗total[k], k,Pj

)
finalizes the decision process.

6 Simulation Results

To illustrate the key ideas of the proposed methodology, in this section, we report
some simulations.

6.1 Simulation Model

For simplicity, our simulation concentrates on HVAC systems. We assume that the
load aggregator has 10 small-sized, 10 medium-sized, and 10 large-sized buildings
(30 buildings in total). Table 1 summarizes the parameters of these three building
types.

To model the occupancy level, O, we draw independent Gaussian random
variables, Osmall, Omed, and O large, corresponding to the occupancy levels of the
small-, medium-, and large-sized buildings, respectively. Figure 2 shows mean
values of Osmall, Omed, and O large; the exact covariance matrix is available upon
request.
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Table 1 System parameters.

Building type Capacity Efficiency, η ( ◦C/kW) θ U (kW)

Small 300 0.2 0.25 30

Mid 500 0.15 0.3 30

Large 800 0.1 0.35 30
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Fig. 2 E[O] of each building type. Gray area shows ±2σ , where σ is the standard deviation of
each O.

To model the error between actual and forecasted temperatures, �z, we use
multivariate Gaussian distribution with the first-order autocorrelation between time
periods. The targeted temperature x̄i (k) is given by 18 ◦C from 6:00 am to 6:00 pm,
and 21 ◦C, otherwise. Figure 3 shows the forecasted outdoor and targeted indoor
temperatures over the scheduling day.

Finally, we assume that the energy cost function for j th program is given by

c(u, k,Pj ) = ctou(k)u+ ρju
2.

The first term represents the time-of-use marginal energy costs. The second term,
which penalizes large values of allocated power, represents the costs associated with
incurring demand charges. ρj is a parameter that depends on the utility program Pj .
Table 2 captures ctou(k).

The discomfort cost trade-off parameter λ is set to λ = 10, as there are ten of
each building type.
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Fig. 3 The forecasted outdoor and the targeted indoor temperatures. The gray area indicates one
standard deviation of the forecasting error.

Table 2 Time of usage cost. From To TOU cost ($/kW)

8:00 pm 10:00 am 0.1038

10:00 am 1:00 pm 0.1805

1:00 pm 6:00 pm 0.2958

6:00 pm 8:00 pm 0.1805

6.2 Simulation Results

First, we compute the day-ahead optimal schedule, u6
total, by solving (9). Figure 4

shows the optimal power demand for different program parameters ρj aggregated
across all buildings.

To validate the approximation (15), we estimate the true probability distribution
of optimal schedules Ui using Monte Carlo simulation. To this end, we first generate
sample paths for occupancy levels, as described in the previous section. We likewise
generate sample paths for actual temperatures. Then, for each sample path, we
solve (6) to obtain the optimal solution corresponding to that problem instance. Our
empirical studies show that 105 sample paths compute mean and variance of U total
with high accuracy. Note the significant increase in power consumption between
10:00am and 12:00pm due to the cost-effective pre-cooling.

Next, we compute u∗total,V∗
total using the formulas (12)–(13). In order to apply

these formulas, we solve (9), the result of which incorporates duals, μ+
i,k and μ−

i,k ,
and allows us to compute Hessians needed for the approximation. Figure 5 shows
u∗total and the square root of the diagonal of V ∗

total (estimated standard deviation).
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Fig. 4 Aggregated day-ahead optimal schedule, u6
total, for different parameters ρj . Larger ρj

yields smaller peak demands.
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Fig. 5 Approximation of the total consumption variance when ρ = 0.005.
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Fig. 6 Timing results of the Monte Carlo simulation. The x-axis represents the CPU time in
minutes, and the y-axis gives the ratio of the absolute error to the exact values of the mean and
variance. The left plot shows the CPU timing and the corresponding accuracy of the optimal energy
cost; the right plot gives the required CPU timing to evaluate the standard error.

Although the proposed approximation V ∗
total performs less accurately from 6:00am

to 10:00am, the impact of this on the overall energy cost
∑

k c(utotal[k], k,Pj ) is
negligible. Most of the energy usage happens between 12:00p.m. and 19:00p.m.,
and the approximation performs well over this period.

Figure 6 shows the CPU time required by the Monte Carlo simulation to
characterize the optimal cost. On 3.5 GHz machine, the proposed method takes
14.91 seconds in CPU time, due mostly to solving the optimization (9). Using the
same machine, Monte Carlo simulation requires 10 minutes (≈ 40× longer) to
evaluate the expected value of the optimal cost and 6 hours (≈ 1440× longer) to
evaluate its standard error.

In Figure 7, we plot the coefficient of variation

√
Var

[∑K−1
k=0 c

(∑N
i=1 Ui [k],k,Pj

)]

∑K−1
k=0 c

(∑N
i=1 u

∗
i [k],k,Pj

)

and the expected value on log-10 scale. Observe that for larger ρ, the energy cost
is higher, but the corresponding coefficient of variation is smaller. For example, if
the aggregator chooses ξ = 10−5, then the aggregator should also choose the utility
program with ρ = 0.005.

7 Conclusions

The business model of load aggregators exploits two advantages of load aggregation.
First, the larger scale that aggregation affords makes it cost-effective to manage
loads wisely. Load aggregators can therefore act as rational economic agents in a
way not economically justified for smaller, building-scale loads. Second, the risk
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Fig. 7 Expected energy costs and the coefficients of variation as a function of ρ.

mitigation that aggregation offers also enables a market-based transfer of risk from
utilities to aggregators, which is the essence of demand response (DR) programs.
Aggregation induces a certain kind of central limit effect. Some components
of demand uncertainty are relatively independent (e.g., variability in building
occupancy). In contrast, some dimensions of demand uncertainty are common to
all components, such is the uncertainty due to imperfect temperature forecasts. The
structure of total uncertainty, and the balance between the multiple independent and
the commonly shared components, continues as a topic for further research.

This paper considers a cost-optimal demand management of an aggregator
with a diverse set of flexible loads. We pay special attention to studying the
impact on demand planning of the uncertainty from predicting driver availability,
forecasting temperatures, and projecting building occupancy. Motivated by the
range of objectives that apply when managing Google campus, we assume that
utilities offer an aggregator a range of options for tariffs and demand response
programs. These programs can significantly impact monthly energy payments. Our
optimization objective explicitly incorporates the treatment of user discomfort,
making the final decision criteria both more realistic and more adaptable.

Our key contributions derive from incorporating uncertainty in the decision-
making framework and from developing algorithms that are computationally effi-
cient. The resulting framework allows us to identify favorable demand reduction
schemes in a manner that is properly adapted to the associated risks. Finally,
note that our scheme enables a load aggregator to adapt appropriately, both to
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a wider range of demand, induced, for example, by high temperatures, and to a
greater inventory of supplies, such as those offered by weather-dependent renewable
sources.
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35. Radovanović A, Heavlin D, Kiliccote S (2016) Optimized risk-aware nomination strategy in
demand response markets. In: The 3rd ACM international conference on systems for energy-
efficient built environments (BuildSys ‘16). ACM, New York

36. Rajagopal R, Bitar E, Wu F, Varaiya P(2012) Risk limiting dispatch of wind power. In: 2012
American control conference (ACC). IEEE, Piscataway, pp 4417–4422

37. Roald L, Misra S, Chertkov M, Andersson G(2015) Optimal power flow with weighted
chance constraints and general policies for generation control. In: Proceedings of 54th IEEE
conference on decision and control. IEEE, Piscataway

38. St. John J (2013) Europe’s new models for demand response. Greentech Media
39. Tashtoush B, Molhim M, Al-Rousan M (2005) Dynamic model of an HVAC system for control

analysis. Energy 30(10):1729–1745
40. Tsikalakis AG, Hatziargyriou ND (2011) Centralized control for optimizing microgrids

operation. In: 2011 IEEE power and energy society general meeting. IEEE, Piscataway, pp 1–8
41. Vagropoulos SI, Bakirtzis AG (2013) Optimal bidding strategy for electric vehicle aggregators

in electricity markets. IEEE Trans Power Syst 28(4):4031–4041
42. Whitaker C, Newmiller J, Ropp M, Norris B (2008) Distributed photovoltaic system design and

technology requirements. Technical Report, SAND2008-0946, Sandia National Laboratories

https://www.eia.gov/electricity/data/eia861/dsm/
http://www.pge.com/tariffs/tm2/pdf/ELEC_SCHEDS_E-CBP.pdf
http://www.pge.com/tariffs/tm2/pdf/ELEC_SCHEDS_E-CBP.pdf


460 W. D. Heavlin et al.

43. Wu Z, Gu W, Wang R, Yuan X, Liu W (2011) Economic optimal schedule of CHP microgrid
system using chance constrained programming and particle swarm optimization. In: 2011 IEEE
Power and Energy Society general meeting. IEEE, Piscataway, pp 1–11

44. Zhang W, Lian J, Chang CY, Kalsi K (2013) Aggregated modeling and control of air
conditioning loads for demand response. IEEE Trans Power Syst 28(4):4655–4664

45. Zhang Y, Gatsis N, Giannakis GB (2013) Robust energy management for microgrids with
high-penetration renewables. IEEE Trans Sustain Energy 4(4):944–953



Toward Resilience-Aware Resource
Allocation and Dispatch in Electricity
Distribution Networks

Devendra Shelar, Saurabh Amin, and Ian Hiskens

Abstract This contribution presents an approach to improve the resilience of
electricity distribution networks (DNs) to a class of cyber-physical failures by
way of optimal allocation of distributed energy resources (DERs). The approach is
motivated by the need to adapt the well-known security-constrained optimal power
flow problem to DNs with remotely controllable (and, hence, vulnerable) distributed
generation sources or loads. To this end, we model the interaction between the
system operator (SO) and an external adversary as a three-stage sequential game.
In this game, the SO allocates the available resources (Stage 0) and also responds to
the adversary’s action by optimally dispatching them (Stage 2). The adversary, on
the other hand, compromises a subset of vulnerable components with the objective
of inducing operating bound violations (Stage 1). We consider qualitatively different
allocation strategies in Stage 0 and develop a scalable greedy heuristic to solve
Stages 1–2 (i.e., bilevel optimization problem). We utilize this greedy heuristic
to obtain structural insights about optimal adversarial compromises and desirable
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Table of Notations

Radial DN parameters
N set of nodes in DN
E set of edges in DN
G tree topology of the radial DN G = (N , E)
rj resistance of line (i, j) ∈ E
xj reactance of line (i, j) ∈ E

zj impedance zj = rj + jxj of line (i, j) ∈ E
Pi path from the root node to node i

Zij Zij :=∑
k∈Pi∩Pj

zk common path impedances between nodes i and j

j complex square root of -1, j = √−1

Nodal quantities of node i ∈ N in state η ∈ {o, c}
pc

η
i , qc

η
i active and reactive power consumed at node i

pg
η
i , qg

η
i active and reactive power generated at node i

v
η
i complex voltage at node i

V i, V i lower and upper bounds on square of voltage magnitude at node i

f
η
i frequency of energy resource at node i

Edge quantities of edge (i, j) ∈ E in state η ∈ {o, c}
p
η
j , q

η
j active and reactive power flowing on line (i, j)

Attacker model
δi δi = 1 if EV i is compromised; 0 otherwise.

SO model
γ i maximum allowed fraction of load control
γi fraction of load control at load i

sgc SO response set-point of DER i

φ φ := (sgc, γ c) SO response strategy

1 Introduction

In this chapter we introduce the resilience-aware optimal power flow (RAOPF)
problem and discuss its relevance to optimal allocation and dispatch of contingency
resources in the face of cyber-physical failures in electricity distribution networks.
Our contribution is motivated by the need to adapt (and extend) the classical security
constrained optimal power flow (SCOPF) problem [1, 14] to the contingencies
resulting from targeted compromise (attack) of remotely accessible nodes in
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distribution networks (DNs), e.g., security attacks to DERs or electric vehicle
(EV) charging facilities. We model DN as a radial network with bulk generator
(BG) at the substation node as well as spatially distributed DERs. We assume
that the BG has a finite ramp rate; thus, regulation of system frequency becomes
relevant in our formulation (in addition to voltage regulation).1 The RAOPF
problem provides optimal dispatch of DERs and optimal shedding of controllable
loads to limit the cost of maintaining regulation objectives during attack-induced
contingencies.

The underlying challenge that motivates for our work is optimal resource
allocation to improve resilience of DNs to simultaneous component failures that
can lead to contingency events. We view DERs and controllable loads as resources
that can be used (dispatched) after the contingency events. For a given attack (or
a compromised set of components), we say that a resource allocation is more
resilient than another if an appropriately defined post-contingency cost (weighted
sum of network costs and the cost of load control) is less than the cost in the
latter case. Furthermore, we say that a resource allocation is optimal if it minimizes
the sum of cost of resource allocation and the “worst-case” post-contingency cost
under a set of failure scenarios. To capture these properties, we formulate a three-
stage optimization problem with network and resource constraints to evaluate the
total cost for a range of resource allocation strategies under security attacks to
the DN nodes. We call this formulation as RAOPF to emphasize the resiliency
improving aspect of the resulting allocation. Our solution illustrates important trade-
offs in allocating spatially distributed resources by accounting for the nature of
their contribution (active vs. reactive power) and their spatial location (upstream
vs. downstream).

The RAOPF problem is constrained by the power flow equations which are
physical laws and, therefore, must be satisfied. The other constraints include
technological specifications of BG (droop characteristics), DERs (apparent power
capability, active and reactive power set points), EV facilities (charging rate), and
loads (controllable versus noncontrollable parts). Finally, the operating constraints,
which model the frequency and voltage regulation as well as line capacities,
are imposed in the nominal mode. However, one or more of these operating
constraints may be violated as a result of an adversarial action of the attacker; in our
formulation, such violations result in a contingency. Thus, we view a contingency
as a sudden, unplanned incident caused due to failure of one or more components
that has a direct effect on the operating constraints of the DN [5].

To prevent or limit the impact of contingencies, we allow DERs to be allocated
at the nodes of the DN, in addition to the supply by the BG; see Figure 1. Any
point on the supply-demand balance line is a resource allocation that determines
the amount of power supplied by the BG and the amount of power supplied by the
DERs. If the controllable loads are also curtailed, then the supply-demand line shifts
inward due to reduction in aggregate demand. In our formulation, the capacity of an

1Thus, our formulation is especially relevant to resiliency issues in isolated microgrids.
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Fig. 1 An illustration of power allocation through a BG and spatially distributed DERs.

energy resource (BG or the DERs) in excess of the power supplied by the resource
determines the reserves provided by that energy resource.

In the post-contingency situation, violations of operational constraint(s) must be
contained by the system operator (SO). If such violations are not resolved in a timely
manner, additional components may fail, which can result in new contingencies.
For example, significant loss of DER supply in highly loaded DNs may result in
a drop in node voltages below a critical threshold causing other supply sources to
trip, potentially resulting in a network effect (or cascade) [17]. Thus, planning for
sufficient resources is essential so that the SO is able to meet regulation objectives in
contingency situations. Typically, these objectives include voltage regulation (VR),
frequency regulation (FR), and capacity management (CM) [7]. In particular, lack
of adequate active power resources can cause loss of frequency regulation, and the
scarcity of reactive power resources can lead to voltage fluctuations. In addition, in
many situations, the capacity of one or more lines limits the reallocation of power
that is needed to serve demand during contingencies [5, 16]. These factors have
been identified as crucial for resilience of electricity grids [3, 5, 23] and are poised
to become significant even for DNs.

In recent years, thanks to technological improvements and reduced cost of
deployment, DERs have emerged as a promising solution for provision of reserves;
in particular, by means of active and reactive power control [7, 21]. These func-
tionalities are enabled by the appropriate power electronics and allow the DERs
to respond to a range of fluctuations in a fast manner (order of milliseconds) as
opposed to the slower response via traditional means, which is typically in the order
of few seconds to few minutes. Thus, allocation of DERs as reserves to facilitate
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fast response for meeting regulation objectives is an important problem in its own
right; in this work, we instantiate this problem in the context of DN resilience.

Our work is also motivated by the SCOPF formulation which is used for
contingency planning in transmission networks. In many transmission systems, the
SOs solve some form of the SCOPF problem for the operational planning and
dispatch by considering a given (a priori known) set of reliability failures [8]. By
solving SCOPF, the SO is able to compute a resource allocation strategy which
allows for timely response to any contingency resulting from these reliability
failures [1, 4, 14]. The idea behind our formulation is similar to SCOPF; the main
distinction is that we capture the contingency situations resulting from the action of
a strategic attacker to DN components.

We argue that the RAOPF problem can be used by the SO to compute the optimal
resource allocation as well as response for DNs under strategic disruptions of
supply-demand nodes. The problem is challenging because the individual objectives
VR, FR, and CM are not exactly aligned with each other. As a result, there are trade-
offs in the optimal resource allocation, which our modeling framework captures.
Admittedly, the focus of RAOPF is limited to adversarial compromise of supply-
demand DN nodes, and its extension to all possible N-k contingencies is an open
question.2 Still, RAOPF provides important insights regarding the structure of the
optimal attack and the SO’s strategies (both allocation and dispatch of reserves).

We formulate the RAOPF problem as a Stackelberg game consisting of three
levels (stages). The upper-level (Stage 0) problem represents the SO’s problem of
resource allocation for optimal power flow and planning of reserves in anticipation
of an attack. The middle-level (Stage 1) problem represents a contingency model
that captures the impact of attacker-induced failures on the aggregate supply-
demand balance. In the lower-level (Stage 2) problem, the SO controls available
reserves to utilize the existing reserves and, if required, also impose load shedding.
In the last two stages of the game, the objective of the attacker (resp., SO) is to
maximize (resp., minimize) the post-contingency cost (i.e., weighted sum of cost
incurred due to violation in VR, FR, and CM) and cost of load shedding subject
to constraints due to power flow and DER/load models. In Stage 0, the SO’s
objective is to minimize the sum of cost of resource allocation and the maximin
post-contingency cost.

The decisions in each of the three stages can be summarized as follows:

– Stage 2: Given a fixed reserve allocation and a fixed contingency, what is the
optimal SO response in terms of dispatch of available resources (and load
shedding)?

– Stage 1: Given a fixed reserve allocation and the assumed attacker model, what
is the optimal attack that maximizes the post-contingency cost, assuming the SO
will respond optimally?

2If we explicitly enumerated all N-k contingencies, the number of constraints will increase
exponentially with N and k. For example, with N = 100 and k = 10, the number of constraints
will be of order 1013, which makes the problem computationally hard.
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– Stage 0: What should be the optimal allocation of supply resources across the
BG and DERs, assuming the optimal strategies of the attacker and the SO in
Stages 1 and 2, respectively?

In Section 2, we introduce our DN model and operating constraints. Then,
in Section 3, we formulate the last two stages of the RAOPF problem as a
bilevel optimization problem. Next, in Section 4, we present our computational
approach to the bilevel problem and evaluate its performance with the help of a
case study. In Section 5, we append Stage 0 to the bilevel problem and present
the complete formulation of the RAOPF problem. Developing a computationally
tractable solution approach to the RAOPF formulation is part of our ongoing
work (and thus, it is beyond the scope of this contribution); however, we present
a few insights on the optimal attacker strategy and also discuss the main trade-
offs faced by the SO in minimizing the post-contingency cost. These trade-offs
directly influence the qualitative structure of SO’s resource allocation strategy.
While the allocation strategies that we consider are not necessarily optimal (in the
sense of our RAOPF problem), we argue that their qualitative structure is relevant
for construction of optimal allocation strategy. Finally, we draw some concluding
remarks in Section 6.

2 Network Model

In this section, we first introduce the basic notations in our network model and define
the state variables. Then, we describe the operating constraints, namely, the power
flow equations and operating limits. These constraints also include approximate
models that relate the deviations in the frequency and nodal voltages in pre- and
post-contingency modes (i.e., before and after an adversarial compromise).

2.1 Radial Distribution Network Model

We build on the classical model for radial DNs [9, 19, 22] ; see Section 6 for
notations. Consider a tree network of nodes and distribution lines G = (N

⋃{0}, E),
where N denotes the set of all DN nodes. The substation node is labeled as 0. Let
N := |N |. A distribution line connecting node j to its parent node i in the tree
network is denoted (i, j) ∈ E . Each distribution line (i, j) ∈ E has a complex
impedance zj = rj + jxj , where rj > 0 and xj > 0 denote the resistance and
inductance of the line (i, j), respectively, and j = √−1.

We distinguish between two modes, denoted η ∈ {o, c}, where o and c denote the
pre- and post- contingency modes, respectively. The state vector in mode η, denoted
xη ∈ R

4N, is defined as

xη := [
pcη, qcη, pgη, qgη

]
,
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where pc
η
j and pg

η
j (resp., qcηj and qg

η
j ) denote the active (resp., reactive) power

consumption and generation at node j . For a given mode η, let pη
j and q

η
j denote the

active and reactive power flowing from node i to node j on the line (i, j) ∈ E and
v
η
i denote the voltage magnitude of node i; see power flow equations in (1) below.

Throughout this chapter, xη, vη, pcη, qcη, pgη, qgη, pη, andqη are row vectors of
appropriate dimensions.

In our model, the BG is connected to the substation node 0, and any other node
i ∈ N \{0}may or may not have a DER connected to it. Let f η

0 denote the frequency
of the BG and f

η
i denote the frequency of DER at node i. Throughout, we will

assume that the frequencies of individual DERs are synchronized with that of the
BG, i.e., f η

i = f
η
0 . Thus, we refer the BG frequency as the system frequency and

drop the subscript 0 in f
η
0 . We will nominally assume that f o = 60 Hz and vo0 = 1

pu in the pre-contingency mode.

2.2 Constraints

The constraints in our network model comprise of the power flow equations,
voltage/frequency deviation models, operating limits in the pre-contingency mode,
and models of generators (BG and DERs) and loads (EV and non-EV components).

Linear power flows (LPF): For a state xη, the standard LPF model can be
written as [9, 11]

p
η
j =

∑
k:(j,k)∈E

p
η
k + pc

η
j − pg

η
j ∀ j ∈ N , η ∈ {o, c} (1a)

q
η
j =

∑
k:(j,k)∈E

q
η
k + qc

η
j − qg

η
j ∀ j ∈ N , η ∈ {o, c} (1b)

v
η
j = v

η
i − rjp

η
j − xjq

η
j ∀ (i, j) ∈ E, η ∈ {o, c} (1c)

Here, (1a) (resp., (1b)) is the active (resp., reactive) power conservation equations;
(1c) relates the voltage drop and the power flows. We will use the notation X o and
X c to denote the sets of states that satisfy (1) for η = o and η = c, respectively.3

Frequency and voltage deviation models: In our model, the ramp rate of BG
is a limiting factor and impacts the deviation in system frequency as well as the
deviation in nodal voltages between pre- and post-contingency modes. Following
[2, 10], the change in frequency and substation voltage from the pre-contingency
state xo to post-contingency state xc are related as follows:

3Note that, in this contribution, we used the LPF model for the sake of simplicity and computational
tractability. However, our main ideas are also relevant to DN with nonlinear power flows.
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f o − f c = −f reg
(
po

0 − pc
0

)
(2a)

vo0 − vc0 = −vreg
(
qo0 − qc0

)
, (2b)

where f reg is the frequency regulation (or droop) constant of the BG that captures
the change in frequency (in Hz) per unit additional active power supplied into the
substation node and vreg is the voltage regulation constant of the BG that captures
the per unit change in voltage per unit additional reactive power supplied into the
substation node.

Operating limits: Let f min
i

and f max
i

denote the (given) allowable lower and
upper bounds within which the system frequency should operate for the DER at
node i, and define f := maxi∈N f min

i
and f := mini∈N f max

i
. Similarly, let v

i
and vi denote the lower and upper bounds within which the voltage at node i should
be maintained. Finally, let sj denote the maximum power carrying capacity of line
(i, j).

Now, we can state the operating limits for the pre-contingency state xo:

f ≤ f o ≤ f (3a)

vi ≤ voi ≤ vi ∀ i ∈ N (3b)
(
po
j

)2 +
(
qoj

)2 ≤ s2
j ∀ j ∈ N s.t.(i, j) ∈ E (3c)

where (3a) and (3b) specify the lower and upper bounds for the system frequency
and nodal voltages, and (3c) models the capacity of the distribution lines.

In principle, similar regulation requirements can also be stated for the post-
contingency state xc. However, in our framework, the post-contingency state is a
result of attacker-SO interaction and thus cannot be expressed explicitly. Thus, we
choose to model the worst-case contingency (see Section 3) and consider violations
in operating limits in the post-contingency mode as costs (as opposed to constraints).

Bulk generator and DER model: Let sgi := pgi + jqgi denote the complex
power supplied by the generator at the node i, where pgi and qgi denote the active
and reactive power components. The generator output is constrained as follows:

sgi ∈ Si ,

where Si is assumed to be a convex set [6, 22]. We consider the following convex
sets as candidates for Si :

Scirc
i := {(p, q) | 0 ≤ p ≤ pgi, qg

i
≤ q ≤ qgi, p

2 + q2 ≤ sg2
i }, or (4)

Spoly
i

:= {(p, q) | 0 ≤ p ≤ pgi, qg
i
≤ q ≤ qgi , A

p
i p + A

q
i q ≤ bi}, (5)

where pgi denotes the maximum active power bound for the DER output and qg
i

and qgi denote the minimum and maximum reactive power bounds. Note that if
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node i has no DER, we can conveniently choose sgi = 0. Finally, we denote the set
of feasible set points for all the generators (i.e., BG and DERs) by S :=∏

i∈N Si .
Load models: For the sake of illustration, we consider that electric vehicles

(EVs) connected to the DN are the only nodes vulnerable to compromise by the
attacker. Without loss of generality, we assume that each node has an EV load and
a non-EV load. For the mode η, let seηi and sn

η
i denote power consumed by the EV

and non-EV load at node i. Then, the total power consumed, scηi , can be written as

sc
η
i = se

η
i + sn

η
i . (6)

Next, we introduce non-EV and EV load models.
Non-EV load model: We assume that non-EV loads are constant power loads.4

Let sni denote the nominal demand of non-EV load at node i. However, to maintain
the operating limits of the DN in the post-contingency mode, we allow the SO to
shed a part of nominal load. This flexibility is modeled by introducing a parameter
γ
η
i ∈ [0, γ i], where γ i ∈ [0, 1] denotes the maximum load control capability at

the node i. As an example, γ i = 0.1 would mean that a maximum of 10% of the
non-EV load at node i can be shed. Thus, the actual power consumed by the non-EV
load can be expressed as follows:

sn
η
i = (1 − γ

η
i )sni . (7)

For simplicity, we also assume that the SO fulfills all non-EV demand in the pre-
contingency mode, i.e. γ o

i = 0 ∀ i ∈ N .
EV load model: Typically, EV loads are modeled as constant power loads. For

simplicity, we only allow two charging rates for each EV, viz., slow and fast. Let
Se
i = {sei, sei} denote the set of charging rates of EV at node i, where sei (resp.,

sei) is the slow (resp., fast) charging rate of EV at node i. Thus, the power consumed
by the EV load is given by

se
η
i = δ

η
i sei + (1 − δ

η
i )sei, (8)

where the binary variable δ
η
i = 0 (resp., δηi = 1) indicates the slow (resp., fast)

charging rate.
Henceforth, we will limit our attention to attacker-induced compromise of EVs,

i.e., we focus on a scenario in which a subset of EVs can be simultaneously
compromised by an external adversary to induce the contingency mode. Before
moving further, we want to emphasize that we selected the specific scenario of
attack to EVs for the sake of concreteness. Indeed, our approach can be adopted

4More generally, non-EV loads can be modeled using the constant impedance (Z), constant current
(I), constant power (P), or a general ZIP model. The non-EV power consumption can also change
due to frequency deviations. Our network model can be extended to include these general load
models.
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to other scenarios that require resource allocation and dispatch on part of the SO to
resolve the supply-demand imbalance created as a result of cyber-physical failures
(attack).

3 Attacker-SO Interaction (Bilevel Problem)

In this section, we describe the attacker-SO interactions during the contingency
caused by compromise of vulnerable EV loads. Specifically, we consider the
contingency caused by a simultaneous compromise of EV loads from low to high
charging rates which results in a sudden increase in the aggregate demand [12].
The attacker selects the EVs in a targeted manner to induce violations in one or
more operating limits, which can result in an increased cost of regulation for the SO
in the post-contingency mode. To limit this cost, the SO responds by dispatching
the DERs as contingency reserves and, if necessary, by exercising load control.
Thus, the attacker’s (resp., SO’s) objective is to maximize (resp., minimize) the post-
contingency cost (sum of attacker-induced network operating costs and forced/load
shedding).

We model the attacker-SO interaction as a sequential game in which the attacker
moves first and the SO responds next. We now describe these stages in detail.

Attack stage: Let �k := {δ ∈ {0, 1}N | ∑i∈N δi ≤ k} denote the set of feasible
strategies of a resource-constrained attacker. In our model, the attacker chooses a
subset of EVs to compromise and sets their rate of charging to δa ∈ �k. Here,
δai = 1 means that EV at node i is compromised and starts charging at the faster
rate; δai = 0 implies otherwise. The attacker’s action is constrained as follows:

∑
i∈N

δai ≤ k, (9)

where (9) states that at most k EV nodes are compromised. Recalling (8), we
know that the attacker’s action determines the effective charging rates in the post-
contingency mode:

δc = δa. (10)

The resource constraint (9) on attacker’s action captures his limited capability in
compromising spatially distributed EVs. We justify this constraint in the following
way: First, the EV nodes are likely to be heterogeneous in their design and
manufacturer type. The attacker may not have specific attack paths for each EV type.
Second, the process of EV integration with DNs is gradual in nature, and there aren’t
any security regulations that the EV facilities must implement. Some of them may
install intrusion prevention/detection tools to safeguard the software controlling the
charging rate and/or preventing the EVs from overcharging; however, the remaining
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facilities will remain vulnerable. Third, certain electric cars may have a buggy
control software that is vulnerable to a virus, which can compromise certain types
of EV facilities [13]. Hence, the number of facilities that could be compromised
simultaneously may be proportional to the number of electric cars with the buggy
control software.

Without much loss of generality, we assume that the EVs when fully charged do
not remain connected to the DN and, hence, are not vulnerable to attack; i.e., the
attacker only targets the EVs that are not fully charged. As a consequence, we do
not include the state-of-charge constraints of the EVs in our model. Furthermore,
to induce the maximal impact in the post-contingency mode, the attacker will only
target EVs that were charging at the slow rate in the pre-contingency mode. Hence,
for simplicity, we can assume that for all EV nodes, δoi = 0 in (8), i.e., seoi = sei .

Note that attacks to other components (e.g., DERs, non-EV loads) can be
modeled in a similar manner. For example, in our previous work [19, 20], we
considered attacks that manipulated DER set points. Thus, while the specific
channel of attack might vary across different scenarios, the net effect is change
in network state between pre- and post-contingency modes (to see this, notice how
(6)–(8) and (10) affect (1) and (2)). Also note that, although issues such as reverse
power flows and overvoltages do not arise in our model, they may become relevant
in other scenarios, e.g., when the attacker introduces sudden disconnection of loads
or simultaneously turns a large number of EVs to slow charging rate. We expect that
even in such scenarios, the basic nature of attacker-SO interaction will be similar to
our model.

SO response stage: Let & := S×2, where 2 :=∏
i∈N [0, γ i]. In our model, the

SO responds to attacker actions by choosing the set points of the non-compromised
DERs and, if needed, imposes load curtailment at one or more nodes according to
a strategy

[
sgc, γ c

] =: φ ∈ &. Essentially, the SO chooses new set points
sgc of non-compromised DERs and load control parameters γ c to reduce the post-
contingency cost. These choice variables are captured by strategy vector φ.

We make the standard assumption that the SO knows the nominal non-EV (sn)
and EV demand (se). Additionally, we assume that the SO has full observability
of network state; this can be achieved by continuously monitoring nodal voltages.
Under this assumption, the SO can determine the identity of compromised EVs
and use this knowledge to compute the optimal response to attack. Relaxing this
assumption would entail designing SO response with imperfect state information.
While this issue is of practical relevance, we do not pursue it here.

For a fixed resource allocation in the pre-contingency mode (i.e., for given xo),
we can now represent attack and SO response stages in the following maximin (or
bilevel) formulation as follows:

[Maxmin] L(xo) := max
δa∈�k

min
φ∈& Closs(x

o, xc(δa, φ))

s.t.(1), (2), (6)−(8), (10)
(11)
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Here, we model the post-contingency cost as a sum of the cost due to the voltage
bound violation (CVR), the cost due to frequency bound violation (CFR), and the
cost due to load control:5

Closs := CVR + CFR + CLC (12a)

CVR(x
o, xc) := WVR max

i∈N
max

(
vi − vci , v

c
i − vi, 0

)
(12b)

CFR(x
o, xc) := WFR max

(
f − f c, f c − f , 0

)
(12c)

CLC(x
o, xc) := WLC · γ c, (12d)

where WVR and WFR denote the coefficients assigned to the voltage and frequency
regulation objectives and the vector WLC ∈ R

N+ represents the cost of unit load
shedding after the contingency. Note that, in (12b), the cost of voltage regulation is
defined as the maximum voltage bound violation over all nodes.

Although the [Maxmin] problem does not consider nonlinear power flow, it turns
out that optimal value of this problem is a lower bound of the maximin loss in
the post-contingency mode under nonlinear power flows [20]. Furthermore, under
certain additional assumptions, we can also use solution to the [Maxmin] problem
for an appropriately modified LPF model to upper bound the maximin loss. For
more details on establishing these bounds, we refer the reader to [20].

4 Greedy Heuristic Approach for [Maxmin] Problem

We now focus on solving the [Maxmin] problem which is a bilevel mixed integer
linear program with the inner problem being a linear program. A standard approach
to solving such problems is the KKT-based reformulation approach which gives
a single level mixed-integer linear program (MILP) [15, 25, 26]. In principle, the
MILP reformulation can be used to solve the [Maxmin] problem for small-sized
networks. However, scaling this approach to larger networks is not straightforward
and entails finding reasonable upper bounds on the Lagrange multipliers in the
KKT conditions. In our previous work [19, 20], we have investigated an alternative
approach which exploits the properties of linear power flows on radial networks to
develop a greedy heuristic that is scalable to large-sized networks. We apply this
heuristic to the [Maxmin] problem. With the help of a case study, we also compare
the results obtained from this heuristic with those obtained by the KKT-based MILP
reformulation approach and brute force (when possible).

Before proceeding further, we need to introduce some additional notation. For
any given node i ∈ N , let Pi be the path from the root node to node i. Thus, Pi is

5For simplicity, we only focus on voltage and frequency regulation, and do not consider congestion
management (CM) as a regulation objective. That is, we assume that constraints (3c) will not be
active.
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Fig. 2 Precedence description of the nodes for a tree network. Here, j ≺i k, e =i k, b ≺ k,
Pj = {a, g, j}, Pi ∩ Pj = {a}.

an ordered set of nodes starting from the root node and ending at node i, excluding
the root node; see Figure 2. We say that node j is an ancestor of node k (j ≺ k) or,
equivalently, k is a successor of j iff Pj ⊂ Pk . We define the relative ordering $i ,
with respect to a “pivot” node i as follows:

- j precedes k (j $i k) iff Pi ∩ Pj ⊆ Pi ∩ Pk .
- j strictly precedes k (j ≺i k) iff Pi ∩ Pj ⊂ Pi ∩ Pk .
- j is at the same precedence level as k (j =i k) iff Pi ∩ Pj = Pi ∩ Pk .

We define the common path impedance between any two nodes i, j ∈ N as the
sum of impedances of the lines in the intersection of paths Pi and Pj , i.e., Zij :=∑

k∈Pi∩Pj
zk , and denote the resistive (real) and inductive (imaginary) components

of Zij by Rij and Xij , respectively. Z,R, and X denote the corresponding matrices
of appropriate sizes.

We can use the abovementioned notion of node precedence to describe the
structure of an optimal attack given a fixed SO action (or response).

4.1 Optimal Attack for Fixed SO Response

Following the standard approach [18, 24], we define the master problem
[Maxmin − a] (respectively, subproblem [Maxmin − d]) for fixed SO action φ ∈ &

(respectively, fixed attacker action δ ∈ �k) as follows:

[Maxmin − a] δ6(φ) ∈ argmax
δ∈�k

Closs
(
xo, xc(δ, φ)

)

s.t.(1), (2), (6)−(8), (10)

[Maxmin − d] φ6(δ) ∈ argmin
φ∈&

Closs
(
xo, xc(δ, φ)

)

s.t.(1), (2), (6)−(8), (10)
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Recall that the inner problem [Maxmin − d] is a linear program, whereas
the outer problem [Maxmin − a] is a mixed-integer program. We now focus on
understanding the properties of the master problem which will help in developing a
greedy heuristic for the [Maxmin] problem.

For a fixed SO response, the cost of load control becomes constant. Hence, the
post-contingency cost, Closs, only comprises of CVR and CFR terms. We make three
claims which provide insights about the attacker’s optimal attack strategy. We refer
the reader to [19, 20] to gain intuition about formal proofs of these claims.

Let �j(f ) denote the change in the system frequency due to an individual
disruption of EV at node j . Then, thanks to LPF model, if two EVs are identical,
then the change in system frequency due to individual disruption of the EVs will
also be identical regardless of the location of the EVs in the network:

Claim 1 Se
j = Se

k =⇒ Δj(f0) = Δk(f0).

Claim 1 implies that if the attacker focuses only on maximizing FR, then the attacker
has no preference between attacking one of the two identical EVs regardless of their
location in the network.

Now, with a slight abuse of notation, let �j(vi) denote the change in the voltage
at node i due to an individual disruption of EV at node j . Our second claim is as
follows: if the EVs at node j and k are identical, and node j is upstream of node k

relative to node i (j ≺i k), then the impact on vi due to individual EV disruption at
node j will be smaller than the impact due to individual EV disruption at node k,
that is:

Claim 2 Se
j = Se

k and j ≺i k =⇒ Δj(vi) < Δk(vi).

Finally, let �J (vi) (resp., �J (f )) denote the change in the voltage at node i (resp.,
system frequency) due to disruption of EVs at nodes j ∈ J . Then, our third claim
directly follows from the linearity of LPF model:

Claim 3 ΔJ (vi) =
∑

j∈J Δj (vi) and ΔJ (f ) =∑
j∈J Δj (f ).

In summary, while voltage regulation is affected by both spatial structure and
extent of compromise, the frequency regulation is only affected by the latter factor.

4.2 Greedy Heuristic

Based on our claims in Section 4.1, we propose our the following greedy heuristic.
(This heuristic was first presented in [18].) But first, we need to introduce Algo-
rithm 1 which computes an optimal attack for a given (fixed) SO response, i.e., it
solves [Maxmin − a].

Consider an arbitrary “pivot” EV as a candidate node targeted by the attacker,
who aims to maximize the weighted sum of losses due to voltage and frequency
bound violations. (Again, since we are considering SO action as fixed, the cost of
load control can be ignored.) Thus, the attacker’s objective is maximize the affine
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Algorithm 1 Pivot node algorithm
1: Calculate vo (pre-contingency voltage profile).
2: for i ∈ N do
3: for j ∈ N do
4: Compute �j (vi , f )

5: Sort j s in decreasing order of �j (vi , f )→ (π1, . . . , πN) // (Claims 1 and 2)
6: Set J 6

i = (π1, · · · , πk) by choosing first k nodes.
7: Calculate �J6

i
(vi , f ) =∑

j∈J 6
i
�j (vi , f ) // (Claim 3)

8: end for
9: end for

10: Find i6 = argmaxk∈N
(
Lk +�J6

k
(vk, f )

)

11: return J 6
i6 .

function Li = WVR(vi − vci ) + WFR(f − f c). In fact, for compromise of any
pivot EV node, the resulting effect on (or contribution to) Li can be computed very
easily, thanks to the linear power flow assumption. Let this effect be denoted by
�j(vi, f ). Now, sort the EV nodes in decreasing order of the effects on Li due to
their individual disruptions �j(vi, f ), and pick the top k nodes.6 Assuming that
the attacker will target these k EV nodes, compute the optimal SO response and the
post-contingency loss.

Then, repeat the same procedure with a different node as a pivot node. If the post-
contingency loss with the new node as the pivot node is higher, update the values for
the current best attacker strategy and the current best post-contingency cost. Iterate
over the remaining nodes and repeat the procedure until all the nodes are exhausted.

Now, we can propose our greedy heuristic (GH), which iterates between solving
the master problem (with fixed SO actions) and the subproblem (with fixed attacker
actions), with successively increasing maximin values of post-contingency losses.
In the first iteration, fix the SO response to the pre-contingency values, i.e.,
sgc = sgoandγ c = γ o, and compute the optimal attacker strategy as the solution
of [Maxmin − a] by implementing the pivot node algorithm. Then, consider this
attacker strategy as fixed, and compute an optimal SO response as well as the post-
contingency cost by solving [Maxmin − d]. In the next iteration, consider the new
SO response as fixed, and again compute the optimal attacker strategy. Then, fixing
the new attacker strategy, compute the optimal post-contingency cost. If this cost
is smaller than the previously computed post-contingency cost, we terminate the
heuristic. Otherwise, we continue to iterate between the master and the subproblems
until we get some attacker strategy twice. Since, the number of optimal attacker
strategies is finite, the greedy heuristic is bound to terminate. However, we observe
that the heuristic converges to optimality in few iterations. Indeed, we observed that
our heuristic provides optimal solutions in less than five iterations for medium-sized
networks of size 37.

6A similar pivot node algorithm is presented in [12].
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4.3 Evaluation of the Greedy Heuristic

We describe a set of computational experiments to evaluate the performance of the
greedy heuristic (GH) in solving the two-stage subgame. Specifically, we compare
the GH solution against the solutions obtained by the KKT approach mentioned at
the beginning of this section and also brute force (BF). We also evaluate the effect
of weights on post-contingency costs for a range of k values; see attacker’s resource
constraint (9).

Network Setup. Our simulation setup is as follows: We consider a modified
IEEE 37 node network as shown in Figure 3. Each line has an identical impedance
of zj = 0.01 + 0.02j , and each node has one DER and one non-EV load. The set
of feasible DER set points is given by

Spoly
i = {p + jq | p ≥ 0, −a ≤ q ≤ a, 4p + 3q ≤ 5a, 4p − 3q ≤ 5a},

where a = 0.04 is a parameter; see (5). In the slow-charging mode, each EV load
is seoi = 2(1+ 0.33j)a. In the fast-charging mode, each EV draws twice the power
drawn in slow-charging mode: seai = 4(1 + 0.33j)a. The non-EV demand at each
node is sni = 0.03 + 0.01j , and the maximum load control parameter is γ i = 0.5,
i.e., 50% of the non-EV load can be shed at each node. For the sake of simplicity,
we assume that all DERs, non-EV loads, and EVs are homogeneous. Furthermore,
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Fig. 3 Modified IEEE 37 node network.
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(a) Comparison of algorithms - 37 node
network. weights of regulation objectives.

Fig. 4 Evaluation of the greedy heuristic.

the black node in Figure 3 is the substation node, the gray-colored nodes are the
nodes with EVs, and the remaining nodes do not have EVs.

We assume the following cost parameters: the cost of per unit load shedding, per
unit voltage bound violation, and per unit frequency-bound violation is chosen to
be WLC = 1,WVR = 250, andWFR = 250, respectively; see (12). The voltage and
frequency regulation constants in (2) are chosen as vreg = 0.01 and f reg = 0.02.

GH vs. KKT vs. BF. Figure 4a shows percentage voltage bound violation(
100 maxi max

(
vi−vci
v0

,
vci−vi

v0
, 0
))

, percentage frequency bound violation(
100 max

(
f −f c

f0
,
f c−f

f0
, 0
))

, and percentage load shedding
(

100
N

∑
i γ

c
i

)
as the

number of EV nodes compromised increases. The pre-contingency set points are
chosen to be sgoi = (0.9 + 0.33j)a. Note that the GH provides an optimal solution
in this setting. Also note that, for the chosen weight parameters and k = 1,



478 D. Shelar et al.

CVR and CLC are both zero, but CFR is positive, which implies that SO tolerates
some frequency bound violation to maintain voltage regulation and full demand
satisfaction. This shows that SO tolerates some frequency bound violation at the
expense of no load control. For slightly higher intensity attacks (k = 2, 3), the
SO starts imposing load control. However, as k increases further, the load control
saturates at 15% for k ≥ 4, although the total load control capability is 50%.
This observation has been detailed in our previous work [19]. Intuitively, initial
shedding of downstream loads reduces the post-contingency cost because the active
and reactive power reduction contributes to reduction in both CFR and CVR. Indeed,
when the SO exhausts the load control capability of the downstream nodes, control
of nodes that are upstream is not as beneficial in reducing CVR. Hence, the saturation
in cost of load control.

In Figure 4b, we fixed the WLC and varied the WVR/WFR ratio. The different
WVR/WFR ratios correspond to different weights given to voltage and frequency
regulation objectives. Note that for WVR/WFR = 0.1, the SO exerts no load control,
but for higher WVR/WFR, there is load control. This indicates that the load control
is more effective in reducing CVR than in reducing CFR. Indeed, a reduction in the
load reduces both active and reactive power demand. However, the CFR is affected
only by active power reduction (see (2a)), whereas the CVR is affected by both
active and reactive power reduction (see (1c)). Hence, load control directly reduces
CVR and also indirectly reduces CFR. Again, the CLC reaches a saturation level
after the downstream nodes’ capability of load control is exhausted. Additionally,
as the WVR/WFR ratio increases, the saturation level is reached for a higher intensity
attack and also attains a higher saturation value.

5 Resource Allocation via Resilience-Aware OPF

In this section, we extend the [Maxmin] bilevel formulation to a trilevel framework
with the outermost level denoting the resource allocation stage. We call this
extended formulation the RAOPF problem:

[RAOPF] L := min
xo∈X o

Calloc(x
o)+ Closs(x

o(u), xc(δoa, φ6))

s.t. (3), (6)−(8)
(
δoa, φ6

) ∈ arg max
δa∈�k

min
φ∈& Closs(x

o(u), xc(δa, φ))

s.t.xc ∈ X c, (2), (6)−(8), (10)

(13)

As mentioned in Section 1, the SO’s objective in Stage 0 is to determine the
resource allocation (i.e., output of the generators sgo) that minimizes the total cost
of resource allocation (Calloc) and the maximin post-contingency loss incurred in
the last two stages of the game.
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The RAOPF problem (13) belongs to a class of mixed-integer non-convex trilevel
problems which are typically computationally hard to solve. However, after the
MILP reformulation of the last two stages ([Maxmin]), the overall RAOPF can
be shown to be a mixed-integer bilevel nonlinear program (MIBNLP). Although
MIBNLP are NP-hard problems, few computational approaches have been proposed
in the literature for solving of MIBNLP problems based on branch and bound
techniques [26]. We do not focus on implementing these techniques here but instead
focus on simple examples which provide us interesting and practically relevant
insights on the SO’s allocation/dispatch and attacker’s strategy.

By way of simple examples, we first illustrate the key trade-offs faced by the SO
in maintaining regulation objectives (Section 5.1). Next, we describe the structure
of optimal attack in two cases: with and without adequate resources (Section 5.2).
Finally, we present some insights about resource allocation strategies (Section 5.3)
and compare two qualitatively different resource allocation strategies (Section 5.4).

5.1 Insights on Optimal SO Response

The fact that the regulation objectives VR, FR, and CM are not aligned with each
other can be seen by considering a simple two-node network in Figure 5. It has a
BG with f reg = 0.1 and vreg = 0.1. Node 1 has a load with pco1 = 0.4 pu and
qco1 = 0.2 pu. Node 1 also has a DER which can be modeled as in Figure 6a with
apparent power capability of sg = 0.4 pu. The pre-contingency output of the DER
is set to pgo1 = 0.2 pu and qgo1 = 0.2 pu. The line parameters are r1 = 0.2 pu and
x1 = 0.4 pu.

Now, consider the contingency created by a sudden change of load to twice
its pre-contingency value, i.e., pcc1 + jqcc1 = 0.8 + 0.4j . This trade-off in
maintaining the regulation objectives (FR, VR, and CM) is apparent from the
difference in optimal DER outputs needed to address each of these objectives
individually. Indeed, the DERs alone may not be able to completely resolve the
contingency; under our assumptions, the remaining supply-demand imbalance is
eventually covered by the BG.

0
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vreg = 0.1

0
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3

6

5

1 2

Fig. 5 DN topologies.
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Fig. 6 Trade-offs in maintaining regulation objectives and DER set points for reserve allocation.

Let �p := (
pcc1 − pgc1

) − (
pco1 − pgo1

)
be the net change in active power

consumed at node 1. Similarly, let �q := (
qcc1 − qgc1

) − (
qco1 − qgo1

)
be the

net change in reactive power consumed at node 1. Now, consider the following
cases which correspond to the SO addressing each regulation objective individually
(again, see Figure 6a for the corresponding DER set points):

– Using (2a), the drop in system frequency can be approximated as f reg�p. Thus,
to achieve maximum FR, the SO should minimize f reg�p.

– Using (1) and (2b), the voltage drop at node 1 can be approximated as r�p +
(x+ vreg)�q. Thus, to best maintain VR, the SO should minimize this quantity.

– Finally, the power flow on line (0,1) can be expressed as
(
pcc1 − pgc1

) +
j
(
qcc1 − qgc1

)
. Thus, for CM, the SO should minimize r

(
(pcc1 − pgc1)

2 +
(qcc1 − qgc1)

2
)
.

The optimal DER set point for each of the abovementioned cases can be expressed
in closed form and are given below (these set points are illustrated in Figure 6a):

pgc1
6 + jqgc1

6 =

⎧
⎪⎪⎨
⎪⎪⎩

sg � arctan 0 for maximum FR

sg � arctan
(
(x+vreg)

r

)
for maximum VR

sg � arctan
(
qcc1
pcc1

)
for maximum CM

Clearly, the optimal response DER set points for FR, VR, and CM are distinct.
Thus, the optimal DER set points depend on the weight of each regulation objective
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Table 1 Trade-offs between FR, VR, and CM.

Post-contingency x1 Objective Values

Network objectives qg1/pg1 �f �v1 r1
(
p2

1 + q2
1

)

FR 0 0.01 0.22 0.05

VR (x + vreg)/r 0.041 0.051 0.076

CM qcc/pcc 0.015 0.119 0.031

in the post-contingency cost; see (12). For the chosen parameters in the two-node
network, the DER set points and their corresponding impact on regulation objectives
are summarized in Table 1.

5.2 Insights on Optimal Attacker Strategy

Now let us study the structure of optimal attack under no DER response by
considering a six-node example network as shown in Figure 5b. We will define the
load and DER parameters in terms of a constant scalar a = 0.1 pu. Let b = a/3.
Assume that each line has identical impedance z = r + jx, where r = 0.03 pu and
x = 0.06 pu. At each node i ∈ N , we assume the non-EV load snoi = a + jb.
Consider the EV load seoi = a + jb for i ∈ {3, 4, 5, 6}, and the EV load as
seoi = 1.4(a+ jb) for i ∈ {1, 2}. We assume that if the EVs are compromised, then
their load becomes twice of that of their pre-contingency demand, i.e., sei = 2sei .
Let us consider the pre-contingency DER set points to be sgoi = a + jb. The
frequency regulation constant f reg is 1 Hz/pu, i.e., the frequency drops by 1 Hz
if the supply-demand deficit suddenly increases by 1 pu and the voltage regulation
constant vreg is 0 pu. The frequency bounds are f = 59.8 and f = 60.2 Hz. The
voltage bounds are vi = 0.9 and vi = 1.1.

Recursively using the voltage drop equation (1c), we can compute the voltage
profile as follows:

∀ i ∈ N , η ∈ {o, c}, v
η
i = v

η
0 1−

∑
j∈N

Rij (pc
η
j − pg

η
j )−Xij (qc

η
j − qg

η
j ). (14)

Using (14), we can compute the pre-contingency voltage profile:

vo = [
0.965 0.938 0.928 0.928 0.923 0.923

]
.

We can check that this six-node DN satisfies regulation objectives under any single
EV node attack. For example, when the EV at node 1 or 2 is compromised, the
net active power demand increases by 1.5a pu. Hence, the frequency only drops to
59.85 Hz, which is above frequency lower bound. Similarly, if node 5 or node 6 is
compromised, then the minimum voltage in the DN is 0.907, which is above the



482 D. Shelar et al.

voltage lower bound. In case of compromise of an EV at an intermediate node 3 or
4, we can similarly ensure that the regulation objectives are fulfilled, as these nodes
are smaller in size than nodes 1 or 2 and are located upstream to the nodes 5 and
6. Consequently, the impact of EV compromise at node 3 or 4 will be smaller than
nodes 1 or 2 (resp., nodes 5 or 6) in terms of frequency (resp., voltage) drop. Thus,
in the terminology of classical SCOPF problem, this network is resilient to the N-1
contingencies, each concerning the compromise of a single EV node.

Now, we consider the case when the attacker compromises k = 2 EV nodes.
Let’s consider three different subcases.
(a) WVR = 0,WFR > 0: In this case, the attacker’s goal is to maximize CFR. Then,
by Claim 1, the attacker’s optimal strategy will be to compromise EVs at nodes 1
and 2 because nodes 1 and 2 have the largest EVs. In this case, the location of EVs
in the DN does not matter from the attacker’s perspective.
(b) WVR > 0,WFR = 0: Now, the attacker’s goal is to maximize CVR. Following
Claim 2, the attacker’s optimal strategy is to compromise EVs at nodes 4 and 6.
Since the net demand at each node is positive, power only flows from the substation
to the downstream nodes. As a result, node 6 has the lowest voltage in the DN.
Voltages at all nodes will reduce if EVs are compromised, but the voltage at node
6 will reduce the most if nodes 4 and 6 are compromised (by Claims 2 and 3).
Therefore, we observe that the attacker chooses to compromise downstream EVs.
Note that due to symmetric nature of the DN, compromising EVs at nodes 3 and 5
is also an optimal attack strategy for this case.
(c) WVR > 0,WFR > 0: In this case, the attacker’s goal is to maximize weighted
sum of CFR and CVR. We observe that for a certain range of values for WVR

WFR
ratio, the

optimal attack strategy is to compromise nodes 2 and 6. The attacker compromises
an upstream node 2 instead of a downstream node 4 to increase the loss of FR even
though the loss in VR may reduce. Additionally, we see that although nodes 1 and
2 have identical EVs, attacker will choose to compromise node 2 because of his
preference for downstream EV nodes maximizes loss of VR.

Thus, we observe that when the WVR
WFR

ratio is small, the attacker chooses
to compromise large EV nodes which may or may not be spatially co-located.
However, as the WVR

WFR
ratio increases the optimal attack starts to target downstream

nodes in a clustered manner.

5.3 Insights on Resource Allocation

Next, among the optimal attacker strategies determined in Section 5.2, we consider
the following attack scenarios each involving simultaneous compromise of k =
2 EV nodes: (a) nodes 1 and 2 are compromised (i.e., δ = [1, 1, 0, 0, 0, 0]), and
(b) nodes 4 and 6 are compromised (δ = [0, 0, 0, 1, 0, 1]). For each of these two
scenarios, we evaluate the costs due to loss in VR and FR components of the total
post-contingency cost when DER reserves are not present and compare these costs
with the case when DER reserves are available.
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(i) Network with No DER Resources

Assume that all the DERs are operating at sgoi = a + bjpu. At this initial set point,
there is no available active or reactive power reserve from the DERs.

Attack Scenario (a)

The net increase in active power load is 3a = 0.3 pu. This change results in
f c = 59.7 Hz. Hence, some amount of load shedding will be required to bring
the frequency back to the acceptable range.

Attack Scenario (b)

Under this attack, if the SO does not respond, then the post-contingency voltages
will be

vc = [
0.952 0.912 0.902 0.898 0.898 0.888

]
.

Clearly, the voltage bounds will be violated at nodes 4 and 6, and some load
shedding is required to bring voltages back to acceptable range. Note that the
voltages at nodes 4 and 6 are smaller than the voltages at nodes 3 and 5. This is
due to the proximity of load compromises to nodes 4 and 6.

(ii) Network with DER Reserves

Now assume that the pre-contingency DER set points are sgoi = 0.5a + bj pu.
This gives us active and reactive power reserves of 0.5a + 2bj ; see Figure 6b. Note
that this is an overestimate of actually available reserves, because if active power
reserves are fully used, then reactive power reserves cannot be used at all and vice
versa. We chose this DER set point only for the ease of calculation; it is certainly
not an optimal reserve allocation in the face of two-sized EV attacks. Under this
resource allocation, the pre-contingency voltage profile will be

vo = [
0.956 0.921 0.908 0.908 0.902 0.902

]
,

which also satisfies the voltage bounds.

Attack Scenario (a)

Again, the total load suddenly increases as a result of EV attacks to nodes 1
and 2. Now, each DER can rapidly respond to the contingency, and if the SO
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increases their generation from the initial set point sgoi = 0.5a + bj to final set
point sgci = a + bj , then the additional active power injected from the DERs is
6(a − a/2) = 3a pu. Hence, the net change in active power between pre- and
post-contingency situation is 0. As a result, there is no change in frequency despite
two EVs being compromised. Although there is a drop in voltage because of a net
increase in reactive power demand, the voltage bounds are also satisfied. Hence,
load shedding is not required.

Attack Scenario (b)

Due to the compromise of downstream EV nodes, the minimum voltage in DN will
violate the bounds in the absence of a DER response. Fortunately, this situation can
be avoided if the reactive power supply is increased and the set points of all DERs
are changed to 0.5a + aj . The resulting post-contingency voltage profile will be as
follows:

vc = [
0.97 0.945 0.94 0.93 0.938 0.922

]
.

Thus, all voltage bounds are met with this DER reserve.
Using this illustrative example, we have tried to argue that with sufficient reserves

as well as appropriate SO response, the DN can withstand contingencies resulting
from compromise of mutiple (k = 2) EV nodes. In this example, we see that both
frequency and voltage regulation objectives can be maintained without any load
control because the DER reserves were sufficient to provide the active and reactive
power supply needed to avoid the frequency and voltage bound violations.

5.4 Further Insights on Resource Allocation Stage (Stage 0)

Finally, we study two possible SO strategies for optimal resource allocation in
Stage 0. We retain the same network setup as in Section 4. First, we focus on
“uniform” resource allocation, i.e., all DERs have identical pre-contingency set
points. For this resource allocation, we use the greedy heuristic to compute optimal
attacker strategy and the SO response. Second, based on our observations regarding
the SO response, we suggest a feasible “heterogeneous” resource allocation, i.e.,
DERs having different pre-contingency set points while keeping the total DER
output identical to that of the former case. Finally, we compare the worst-case post-
contingency losses for the two resource allocation strategies.

Trade-off between active and reactive power allocation. First, we show that
there exists a trade-off between active and reactive power resource allocation to
meet the objectives of FR and VR. We assume no load control, i.e., γ = 0 and vary
the initial DER resource allocation as shown in Figure 7a. Two different values of
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Fig. 7 Post-contingency losses for different weights of regulation objectives.

sgo are chosen, and the resource allocation is varied in the increasing order of
qgoi
pgoi

(see Figure 7a). For each combination of sgo and
qgoi
pgoi

ratio, the optimum maximin

post-contingency losses are computed for two attack intensities; see Figure 7(b).
We can draw some useful observations from this figure: as the intensity of

the attack k (i.e., number of compromised EV nodes) increases or the apparent
reserves allocated decrease (i.e., sgo increases), the post-contingency voltage bound

violation increases. Note that for both k = 5 and k = 8, as
qgoi
pgoi

ratio increases, the

voltage bound violation increases since the reactive power reserves are reduced. The
frequency bound violation decreases initially for higher allocation of active power

reserves. Interestingly enough, for k = 5 and for large enough
qgoi
pgoi

ratio, we can see

the frequency bound violation increases again. This can be explained as follows: for

large enough
qgoi
pgoi

ratio, the reactive power reserve reduces. Hence, to do VR, the

SO increases both active and reactive power output of the DERs. However, since
the attack intensity is small, the net change in active power after the attack becomes
positive and large enough to cause violation of upper frequency bound.

Diversification in SO response. Second, we show that the optimal SO response
admits a diversification strategy, where some DERs supply more active power than
reactive power (i.e., their contribution to FR is more than that to VR), while other
DERs supply more reactive power than active power (i.e., their contribution to VR
is more than that to FR).

Consider the 13-node network as shown in Figure 8a. For k = 4, the optimal
attacker strategy is to compromise EV nodes {5, 6, 7, 8} or {9, 10, 11, 12}. Due to
symmetricity, assume that the latter EV node set is compromised. These four nodes
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Fig. 8 Diversification of nodes for voltage vs. frequency regulation.

form the right lateral, denoted by (r), and the remaining nodes form the left lateral,
denoted by (l). Consider uniform resource allocation, as shown in Figure 8c. The
pre-contingency output of the DERs is 90% and 47% of the maximum active and
the maximum reactive power output, i.e., sgoi = 0.9pgi + 0.47qgi . Before the
attack, the voltages of the nodes in the left lateral are equal to the corresponding
nodes in the right lateral. After the attack, the voltages in the right lateral fall below
that of the left lateral. Hence, the DERs in the right lateral start contributing to VR,
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by generating sgci = (0.5 + j)sgi . However, the rest of the DERs contribute more
to the FR by generating sgci = (1 + 0.33j)sgi . This shows that the DERs diversify
in their roles to contribute to different objectives.

Diversification in DER resource allocation. Finally, we evaluate the pre-
contingency state vector and post-contingency cost for a heterogeneous resource
allocation strategy and compare with the uniform allocation strategy. Recall from
our experiment above that the downstream DERs are likely to contribute more to
VR than to FR. Therefore, we may choose the initial DER set points as shown in
Figure 8c, such that downstream DERs contribute more reactive power as compared
to upstream DERs. Now, consider the following heterogeneous allocation strategy:
as the distance of the node from the substation increases, let us choose a higher
reactive power set point and lower active power set point. Note that we keep the sum
total of active and reactive power output of the DERs to be the same as in the case
of uniform allocation. Interestingly, we observe that the post-contingency losses are
identical for both uniform and heterogeneous resource allocation. However, the pre-
contingency voltage profile is better for the heterogeneous resource allocation as
opposed to uniform resource allocation. We expect that a better voltage profile will
allow the SO to incur lesser regulation cost in the pre-contingency state.

6 Concluding Remarks

In this chapter, we presented a new problem, resilience-aware optimal power flow
(RAOPF), to evaluate the resilience of DNs to a class of contingencies resulting
from adversarial compromise of EV nodes. We posed RAOPF as a three-stage
sequential game. We primarily focused on the last two stages and considered the
first-stage resource allocation as fixed. For the sake of simplicity, we only considered
linear power flows. We studied the structure of the problem when the attacker
compromises a subset of EV nodes to suddenly increase the net demand in the
DN, and the SO responds by activating (or dispatching) available DER reserves
and imposing load control, if needed. This problem can be solved by reformulating
it to a MILP via using KKT conditions for the innermost (third stage) problem.
While this approach is a classical one, it does not exploit the structure of the
problem (i.e., power flows on tree networks). Based on our earlier work [19, 20], we
proposed a greedy heuristic that enables much faster computation of attack strategy
to maximinimize the SO’s post-contingency loss.

Our computational results show that the greedy heuristic computes near-optimal
strategies. Importantly, the optimal SO strategy shows a diversification of resources
where the downstream DERs contribute to voltage regulation more than they con-
tribute to frequency regulation. Based on this insight, we proposed a heterogeneous
resource allocation strategy, where we keep the total active and reactive power
reserves constant but allow the downstream DERs to contribute more reactive power.
We observe that the post-contingency losses are identical for both heterogeneous
and uniform resource allocation, but the pre-contingency voltage profile is better for
the former case.
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In summary, our main contributions are (a) an approach to speed up the compu-
tation of attacker-SO strategies (relative to classical MILP approach) by utilizing
properties of power flow on radial DNs and (b) insights into optimal resource
allocation and DER dispatch when the SO faces trade-offs in maintaining regulation
objectives during contingencies that result from simultaneous node compromises.
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A Cautionary Tale: On the Effectiveness
of Inertia-Emulating Load as a
Cyber-Physical Attack Path

Hilary E. Brown and Christopher L. DeMarco

Abstract Recent research has explored the potential for distributed, consumer-
based equipment to participate in control action seeking to improve grid dynamic
performance. Renewable resources are displacing synchronous generators, reducing
the electrically coupled rotating inertia supplied to the system as a percentage of
generation. However, this loss may be mitigated by feedback control emulating
the dynamics of rotating inertia and so-called “emulated inertia” control may be
implemented in distributed, consumer-based resources. The case study presented
illustrates that emulated inertia feedback is also extremely well-suited to subversion
by a cyberattacker. In particular, local inertia-emulating feedback can create wide-
area instabilities with only slight modification of feedback parameters. The amount
of affected load can be relatively modest and the attacker can “target” particular gen-
erators, producing oscillations that would likely trip rate-of-change-of-frequency
protective relays within one minute. The authors believe this scenario is particularly
troubling, because it is likely that distributed consumer-based control systems will
lack the strong cybersecurity protection afforded large generation resources.

1 Background and Motivation

A long literature has explored the potentially severe consequences of cyber-physical
attacks on the power system, in particular the subversion of feedback control in
the power grid. In the late 1990s, one of the authors explored the potential for
subversion of governor control loops [12–14, 18]. In the context of a quickly
deregulating power industry, this type of malicious control was explored as a form of
economic gamesmanship. Fortunately, there have been no documented cases where
such subversion caused generator outages. Since 2007, when the US Department
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of Homeland Security demonstrated the “Aurora” cyber-physical attack, causing
the physical destruction of the targeted generator [35], the vulnerability of electric
grids to cyber-physical attack has been explored by researchers. Three years later,
the Stuxnet worm was found in industrial control systems and the specter of state-
sponsored cyberattacks loomed large [22]. Although many different aspects of
cyber-physical vulnerabilities have been explored, grid electromechanical dynamics
suggest the presence of a unique vulnerability: lightly damped, wide-area oscillatory
modes require relatively little energy to be destabilized. This opens up the possibility
for subverted control systems to induce wide-area instabilities with a relatively small
control effort. The original malicious control in the late 1990s began to explore
this area, but the topic of targeted feedback control subversion deserves more
investigation as power system cyberattacks have moved from theory to practice,
as illustrated by the December 2015 attack on the Ukrainian power grid [3, 4].

Traditionally, the architecture of grid control has limited the number and types
of equipment that can serve as actuators, usually large, central station generators,
supplemented by a modest number of transmission-based controls. The philosophy
of the responsive grid may be viewed as a democratization of grid control, with
a vast expansion of the number of grid elements that may participate as control
actuators. It will be a large challenge to coordinate innumerable actuators spread
across thousands of square kilometers, which interact through a coupled dynamical
system. Traditional grid control design offers one solution to the coordination
problem: let frequency serve as geographically distributed signal, which carries
(nearly) global information on system performance but can be measured locally.

Recognizing the multitude of threats, the National Electric Reliability Corpo-
ration (NERC) has adopted strong cybersecurity standards to protect generators
and utility control centers [11]. However, it is unclear how such standards would
apply to distributed resources, which individually may not pose a threat, but could
cause destabilization when their action is coordinated through the use of only local
frequency measurements. This work is motivated by the potential of distributed,
consumer-based equipment to improve dynamic performance and efficiency. The
case study presented here explores the double-edged sword inherent to such
distributed control, particularly considering “emulated inertia” controls. The same
distributed control that can contribute to improving grid dynamic performance is
also well-suited to subversion by a cyberattacker. In an era in which grid operations
may plausibly be targeted by entities with significant resources and little concern
for consequences in an attack’s aftermath [38], the sophisticated analysis necessary
for an offline attack design is not guaranteed to be a deterrent.

Recently, a number of other authors have examined wide-area instability as a
possible mechanism of cyberattacks on grid protection and control. References
[24] and [23] consider the potential for remotely controlled system breakers to
initiate instability. Like the work presented here, [10] uses continuously acting
feedback control to cause instability via remote changes to control gains on voltage
control devices. References [28–30] extend the control theory underlying such
designs, but their case studies were limited to test systems using only the linear,
dc approximation of network power flow. Perhaps closest in spirit to this work is
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that of [2], which studies “dynamic load altering attacks,” wherein feedback control
altering load is employed to cause system-wide frequency instability. That work’s
design used simple proportional-integral controllers and was illustrated using a 6-
bus test system with classical generator models.

The work here extends the characterization of power system cyber-physical
attack vulnerabilities in several ways: 1) the case study uses more accurate, detailed
generator models and examines behavior in large 179-bus test system; 2) the control
design uses an observer, locally estimating a low-dimensional projection of the
system state from a measurement of local frequency, so that compromised locations
reinforce one another without communication; and 3) this work examines a likely
future scenario in which load aggregators offer inertial emulation services to the grid
and this inertia-emulating control is “turned against” the system. In addition, the
attack is shown to be robust to errors in the attackers’ model, exploring in particular
uncertainties in generator parameters, system loading, and topology.

To begin, Section 2 will describe the theory behind feedback loop subversion.
Then, the application of that control theory to the power system will be discussed
in Section 3, with special attention paid to the differential equations that represent
the dynamic behavior of the system generators and controlled load points. Finally,
Sections 3.3 and 4 will describe the test system and the results of the case study,
respectively.

2 Malicious Control

The subversion of emulated inertia feedback control is really a simple exercise in
eigenvector/eigenvalue placement, but the information requirements for the attacker
to design the attack are high. The attacker must start with knowledge of the
linearization of system dynamics, the state matrix A, and the resulting eigenvalues
and eigenvectors (λ1, v1, λ2, v2, λ3, v3, . . . ).

One pair of complex eigenvalues (preferably a lightly damped electromechanical
swing mode) is chosen to be destabilized, say λ0

1 = λ0
2
∗
, modified to new unstable

eigenvalues λ1 = λ2
∗. A set of nC buses are assumed to have subverted control,

determining an input matrix B, with the physical inputs being changes to the power
commanded at these buses. The attacker likewise chooses a set of nT buses that will
be targeted to experience largest magnitudes of unstable oscillations. Our premise
is that an attacker seeking to maximize grid disruption would target generating
stations equipped with rate-of-change-of-frequency protective relays, which would
disconnect those generators upon large |dω/dt |.

If the system studied is linearized about the operating point, the state space
representation is

ẋ = Ax + Bu

y = Cx
(1)
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where x is a vector of states, y is a vector of outputs, and C is the output matrix. Any
pre-existing feedback control is incorporated into A. For the system studied here, B
has non-zero entries only at the locations of compromised emulated inertia control,
and C has non-zero entries only at the locations corresponding to the measured
frequency states at those same bus locations.

The attacker constructs a full state feedback matrix F such that

(A − BF)v1 = λ1v1 (2)

(A − BF)vk = λkvk (3)

where (2) represents the destabilized mode with v1 as the new unstable eigenvector
and (3) is valid for the remaining unmodified eigenvectors, k = 3, 4, . . . , n. The
unstable eigenvector is constructed to maximize the component magnitudes at
the targeted machines, compared to all other components. That such a feedback
matrix exists is discussed in [25], where the conditions required are satisfied in the
linearized representation of the power system.

The feedback design above yields a full, centralized state feedback, but the goal
of malicious control dictates that each local controller should operate independently,
with no communication between compromised nodes. This suggests a design in
which the appropriate row of F above is replicated at each controller location and
each controller is supplemented by a local observer to estimate the system state on
which F acts.

The following important observations can be made about this construction. First,
a bit of algebra on (2) and (3) reveals that any F must have rows made of linear
combinations of real and imaginary parts of the left eigenvector for the original λ0

1.
Moreover, if the attacker wishes to estimate Fx from measurements, the attacker
does not need the whole state x, but only a projection of state onto the two
dimensional invariant subspace associated with mode represented by λ1, λ2. From
a control implementation perspective, each local observer/controller is simply a
second-order linear filter, which can be implemented using (or by subverting the
coefficients of) one biquad filter block!

The ability of the observer system to have the same eigenvalues as the original
feedback system is addressed in [9]. This classical result, known as the “separation
property” or “separation principle,” states that the eigenvalues achieved by state
feedback remain the same when that feedback is applied to a state estimated by a
Luenberger observer, assuming the state is directly measurable. In other words, the
design of the state feedback may be “separated” from the estimation of the state, as
done here. In contrast to the approach presented here using multiple local observers,
the classical result assumed a single “system-wide” estimator. Although the proof
of the separation property as presented in [9] is not immediately translatable, it
provides strong qualitative evidence for the validity of the approach and numeric
case studies demonstrate that the eigenvalues do indeed move as desired. Ideally,
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only the targeted eigenvalues are moved. In practice, however, the remaining
eigenvalues are slightly perturbed due to small inaccuracies introduced by the local
observer.

3 Application to the Power System

To represent the dynamic behavior of the generators and controlled load points,
the differential-algebraic equations were linearized about the operating point. This
section details the dynamic equations, as well as the assumptions made about
the rate-of-change-of-frequency (ROCOF) protective relays that are assumed to be
present at the generator buses.

3.1 Dynamic Equations of Generators

This work advances the existing work on cyberattack vulnerabilities because it
represents generators using more complicated models, the one-axis model and
Type I exciter. Following the conventions in [34], the nonlinear state equations
representing the dynamic behavior of generator i are:

δ̇i = (ωi − ωo)

ω̇i = TMi

Mi

− E′
qiIqi

Mi

− (xqi − x′di)
Mi

IdiIqi − Di

Mi

(ωi − ωo)

Ė′
qi = − E′

qi

T ′
doi

− (xdi − x′di)
T ′
doi

Idi + Efdi

T ′
doi

Ėf di = − (KEi + SEi(Ef di))

TEi

Ef di + VRi

TEi

Ṙf i = −Rf i

Tf i
+ Kf i

T 2
Fi

Ef di

V̇Ri = −VRi

TAi
+ KAiRf i

TAi
− Kf iKAi

Tf iTAi
Ef di + KAi

TAi
(Vref,i − Vi)

(4)

where the dots indicate the derivative with respect to time. For generator i, the rotor
angle is δi and the frequency is ωi . The base frequency is ωo and is assumed to be 60
Hz. The constant Mi is given by Mi = 2Hi/ωo, where Hi is the normalized generator
inertia in seconds. The damping coefficient is denoted Di , the mechanical torque
is TMi , and xdi , xqi , and x′di are the machine reactances and transient reactances
in the d- and q-axes. The d- and q-axes currents are Idi and Iqi . The scaled flux
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linkage is E′
qi , with a time constant of T ′

doi . The field excitation is Efdi , the rate
feedback is Rf i , and VRi is the amplifier output. The time constants associated with
the excitation system are TEi , Tf i , and TAi , and the excitation gains are KEi , KAi ,
and Kf i . The voltage reference setting is Vref,i and the terminal voltage is Vi . All
generators are assumed to have the same exciter saturation function, SEi(Ef di) =
0.0039e1.555Efdi . Although this formulation may not fully represent the details of
the most modern excitation systems, it should closely approximate the behavior of
many installed systems [16]. The results of simulations with expanded generator
dynamic models are presented in [8].

The generator stator algebraic equations are [34]:

0 = Vi sin(δi − θi)− xqiIqi

0 = E′
qi − Vi cos(δi − θi)− x′diIdi

(5)

where θi is the bus angle. Together, the generator stator equations and power balance
equations at each node comprise the algebraic equations in a differential-algebraic
model of the power system.

3.2 Rate of Change of Frequency Protection

As noted previously, this work postulates an attacker targeting ROCOF protection
on generators. A draft of NERC’s standard PRC-024-1 stated that the ROCOF must
be greater than or equal to 2.5 Hz/s to trip in the no-trip frequency zone [36], but
this language was eventually removed to allow trips for “documented limitations”
regardless of ROCOF [37]. Additionally, a PPA Energy report notes that most
generator turbine types cannot maintain transient stability with a ROCOF of 2 Hz/s,
but can do so at 1 Hz/s if not operating at leading power factor [33]. The work here
characterizes a malicious attack as “successful” when a ROCOF exceeding 2 Hz/s is
induced at a targeted generator. At this value, it is assumed that the protection system
would disconnect the generator from the grid. Explorations into the best techniques
to measure ROCOF remain an active area of ongoing discussion [27, 32]. Given the
severity induced by the following examples, we believe there is a high probability
of tripping, regardless of measurement algorithm. Malicious control causing two
generators to trip offline would be an N-2 contingency which may not have been
considered by the planning coordinator in stability studies.

3.2.1 Emulated Inertia Overview

As the name suggests, emulated inertia control seeks to emulate the dynamics
of electrically coupled rotating inertia, as traditionally provided by synchronous
generators. As synchronous generators are displaced by power electronically cou-
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pled renewable resources, the amount of system inertia decreases. If one accepts
the premise that significant system inertia is a desirable property, the decrease in
rotating inertia may be a problem. The potential of emulated inertia controls at
distributed points as a means to compensate for reduced system inertia has been
explored by many authors under the label of “virtual synchronous generators”
[1, 6, 15, 17, 20, 39], including incorporation in photovoltaic systems [26] and high-
voltage dc terminals [41]. In particular, this work assumes a scenario in which
load points have storage locally available and can adjust their demand in order
to provide inertia-emulating behavior; a representative example is that of electric
vehicle chargers [40].

From a feedback control perspective, emulated inertia is extremely simple. It
is a particular choice of local linear feedback control that produces an actuation
signal varying the active power injection or withdrawal at a bus, in response to
the bus frequency (i.e., �P = K(s)�ω). For idealized emulated inertia, K(s) =
Ms, which represents a pure differentiator with a gain analogous to an inertia, M .
A graphical representation of how the emulated inertia control interacts with the
system is shown in Figure 1. While K(s) = Ms is ideal, any practical derivative
control has additional filtering. In practice, therefore, K(s) is likely implemented as
one or more biquad filters (i.e., a cascade of second-order transfer functions with
programmable coefficients).

System nodes with local storage become controllable and we propose the
following state equations to model behavior at each bus exercising such control

Other generators or 
responsive load 

elements

Nonlinear algebraic 
coupling through 
transmission and 

distribution network

Responsive 
element 

exercising 
emulated 

inertia control

Linear 
feedback 

compensator, 
K(s)

Fig. 1 Relationships between the responsive grid elements with emulated inertia control and the
power system network
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θ̇i = ωLi − ωo

ω̇Li = − 1

MLi

(Pmismatch +DLi(ωLi − ωo))
(6)

where θi is the angle at bus i, ωLi is the bus frequency, and MLi and DLi are
the equivalent load inertia and damping constants, respectively. Pmismatch is the
sum of the power supplied by the network, the power demanded by the load, and
the additional controlled power input. The above formulation closely approximates
those used in [1] and [26].

To the authors knowledge, distributed emulated inertia control is not yet widely
adopted in utility practice. Hence, typical implementation information is not
available and we have made the assumptions detailed here and in Section 3.3 out
of necessity.

3.3 Test System

As noted in Section 1, cyber-physical grid attacks through the subversion of
protection and control systems have received considerable attention in the last
decade. However, the literature reveals few studies with more than 50 buses, and
none in large systems that include detailed models of synchronous generators and
their control systems. Indeed, most studies have been limited to classical generator
models, dc power flow models of network, and include an infinite bus. This work’s
case study of a large test system with detailed generator models is an attempt to
remedy these shortcomings.

The Western Systems Coordinating Council (WSCC), now the Western Electric-
ity Coordinating Council, oversees the electrical system of the Western Interconnec-
tion of the United States. The test system used here is a reduced representation of
the WSCC system circa 1985 and was developed in the early 1990s during a joint
project between the Brazilian Electric Energy Research Center (CEPEL-Brazil),
the Electric Power Research Institute (EPRI), and the University of Wisconsin to
explore control system interactions. This was before the release of critical energy
infrastructure data was restricted. The system has 179 buses, 263 branches including
transformers, and 29 generators. A one-line diagram is shown in Figures 2 and 3.
The complete system information for the 179-bus representation has been presented
in several publicly available sources [21, 31], and additional generator dynamic
parameters are available in [19], which uses a network that has been further reduced.
The dynamic parameters of the excitation system were chosen consistent with a
stable linearization at the chosen operating point, based on typical values found in
[34]. With Table 1, references [19, 21, 31], and the operating point information in
the Appendix, the interested reader should be able to validate the simulations herein.
The per unit base for this work is 125 MVA.
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Fig. 2 Partial one-line diagram of the WSCC 179-bus test system, the system continues at the
arrows in Figure 3

In this work, all 29 generators are represented with the one-axis model with
dynamics of an IEEE Type I excitation control system and primary (governor)
frequency control (no infinite bus). The network behavior is assumed to be positive
sequence with a balanced phasor representation and is simulated using the nonlinear
algebraic power flow equations. Off-nominal transformers are included but are
not actively controlled during the time horizon studied. The loads are assumed to
have fixed P-Q demand, supplemented at select locations with the dynamics of
emulated inertia control. Five locations with emulated inertia control are assumed
to be subverted in any particular study, and the choice varies with the mode to
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Fig. 3 Partial one-line diagram of the WSCC 179-bus test system, the system continues from the
arrows in Figure 2

be destabilized and the generators that are targeted. The candidate locations for
emulated inertia control are shown in Table 2, along with the assumed values of the
parameters. A discussion of the selection of M and D values for emulated inertia
control in a smaller test system is found in [7].

4 Demonstration of Vulnerability

The attacker must answer some key design questions: which mode should be
destabilized, which generator buses should be targeted, and, finally, which load
buses should be subverted? Taken together, exact, rigorous answers to this set of
question are computationally challenging. Here, we examine the use of Hautus
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Table 1 Generator dynamic constants in the WSCC 179-bus model

Generator Bus Di (pu) T ′
doi (s) TAi (s) KAi (pu) TFi (s) KFi (pu) TEi (s) KEi (pu)

1 1 0.05 5.874 0.1978 8.60 0.3361 0.0605 0.3016 0.9604

2 5 0.05 6.216 0.2061 9.10 0.3636 0.0655 0.3262 1.0389

3 8 0.05 6.060 0.2050 8.84 0.3472 0.0625 0.3115 0.9919

4 19 0.05 5.976 0.1949 20.63 0.3390 0.0610 0.3041 0.9684

5 42 0.05 6.165 0.1919 20.13 0.3493 0.0629 0.3134 0.9980

6 45 0.05 5.871 0.1951 19.17 0.3524 0.0634 0.3161 1.0068

7 50 0.05 5.790 0.1902 19.79 0.3515 0.0633 0.3154 1.0043

8 55 0.05 5.712 0.1958 19.31 0.3428 0.0617 0.3075 0.9793

9 61 0.05 5.991 0.2073 20.25 0.3498 0.0630 0.3139 0.9995

10 63 0.05 5.850 0.1982 20.28 0.3364 0.0606 0.3018 0.9612

11 64 0.05 6.066 0.2076 8.95 0.3406 0.0613 0.3055 0.9730

12 66 0.05 6.129 0.1915 19.52 0.3657 0.0658 0.3281 1.0449

13 70 0.05 6.174 0.2076 8.69 0.3501 0.0630 0.3141 1.0002

14 73 0.05 5.979 0.1957 19.82 0.3605 0.0649 0.3235 1.0301

15 81 0.05 6.000 0.2007 3.91 0.3632 0.0654 0.3258 1.0376

16 85 0.05 5.748 0.1916 9.11 0.3503 0.0631 0.3143 1.0009

17 92 0.05 5.727 0.1948 9.05 0.3435 0.0618 0.3082 0.9815

18 94 0.05 5.841 0.1942 19.88 0.3442 0.0620 0.3088 0.9834

19 99 0.05 6.180 0.2027 19.92 0.3390 0.0610 0.3041 0.9685

20 103 0.05 6.024 0.2038 20.53 0.3605 0.0649 0.3234 1.0301

21 111 0.05 5.865 0.2022 19.00 0.3362 0.0605 0.3016 0.9606

22 123 0.05 6.135 0.1906 19.26 0.3402 0.0612 0.3052 0.9721

23 128 0.05 6.057 0.1988 8.59 0.3555 0.0640 0.3189 1.0156

24 148 0.05 5.757 0.2020 20.03 0.3460 0.0623 0.3104 0.9886

25 154 0.05 5.709 0.2003 20.44 0.3328 0.0599 0.2986 0.9509

26 165 0.05 6.243 0.1984 19.73 0.3461 0.0623 0.3105 0.9889

27 171 0.05 6.237 0.2068 19.13 0.3501 0.0630 0.3141 1.0002

28 178 0.05 5.904 0.1921 20.92 0.3369 0.0606 0.3022 0.9625

29 13 0.05 6.000 0.2000 10.00 0.3500 0.0630 0.3140 1.0000

matrix singular-value-based measures of controllability and observability, described
in [5], instead of network graph heuristics. The control Hautus matrix is defined as

HC = [λI − A |B] (7)

where I is the identity matrix with correct dimension. The minimum SV of the
control Hautus matrix is denoted as σk for a particular mode k. The mode of interest
to the attacker is associated with the complex pair of eigenvalues selected to be
destabilized. Then, five potential locations are chosen from a list of twenty and, for
each possible selection yielding a different B input matrix, σk was calculated. The
group with the maximum σk was chosen as the SV-based placement.
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Table 2 Dynamic constants
of possible emulated inertia
control at different network
locations

Bus Number MLi (s2/rad) DLi (pu) P (pu)

4 0.0494 0.1483 4.000

43 0.0502 0.1478 8.000

46 0.0522 0.1571 4.880

52 0.0501 0.1469 3.662

56 0.0517 0.1518 3.032

65 0.0492 0.1535 6.720

79 0.0517 0.1469 8.000

80 0.0501 0.1455 9.333

90 0.0491 0.1426 7.218

91 0.0509 0.1533 6.848

96 0.0503 0.1481 9.840

97 0.0476 0.1478 3.248

101 0.0510 0.1530 3.019

108 0.0503 0.1466 8.528

112 0.0493 0.1466 3.209

116 0.0475 0.1568 6.221

153 0.0515 0.1548 7.072

163 0.0512 0.1535 2.560

168 0.0481 0.1559 6.462

176 0.0487 0.1517 7.102

Then, there is a question about what constitutes a “successful” design from the
attacker’s point of view. If we assume that the attacker wants the attack to be subtle
(which was not the case during the attack on the Ukrainian power grid, where it
was soon clear that it was a cyberattack [3]), then the following questions may be
considered when deciding on the “success” of an attack:

1. Are the largest magnitude frequency deviations found at the targeted generator
buses?

2. Does the power change commanded at the subverted control points stay within
±100% of the nominal load?

3. From a system perspective, is the total power change commanded at any moment
not “noticeable,” e.g., does it stay within ±2% of the total system load?

Again, the subverted control design is local and purely linear; however, its impact
is evaluated (empirically) by examining the state trajectories in the full nonlinear
model.

For this demonstration, two lightly damped electromechanical modes were
selected to be destabilized. Table 3 shows the modes, original eigenvalues (λ0),
destabilized eigenvalues (λ), targeted generators, and the chosen locations for the
subverted control. For each of these modes, a base simulation was completed, where
it was assumed that the parameters, topology, and system loading were known
exactly. The transfer functions between �ωLi and �PLi are listed in Table 4,
according to the description in Figure 4. We note that the form of the transfer
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Table 3 Modes, eigenvalues, and subverted control locations for the case study

Mode λ0 λ Targeted Generators Subverted Buses

I −0.2428 ± j 6.6246 1.25 ± j 6.6246 7 43, 52, 108, 116, 176

II −0.1571 ± j10.1452 1.5 ± j10.1452 12, 13 43, 65, 108, 116, 153

Table 4 Transfer functions at local load control buses

Mode Load Location Denominator Numerator

I 43 −0.50 × 10−4s − 14.2 × 10−4

52 −38.2 × 10−4s + 12.5 × 10−4

108 s2 − 0.29s + 44.11 4.96 × 10−6s − 34.3 × 10−6

116 0.27 × 10−6s + 5.57 × 10−6

176 −0.29 × 10−6s + 2.37 × 10−6

II 43 −0.13 × 10−7s + 1.21 × 10−7

52 −36.7 × 10−4s + 0.33 × 10−4

108 s2 − 0.39s + 102.3 −0.10 × 10−6s + 7.73 × 10−6

116 0.16 × 10−7s − 13.3 × 10−7

176 0.51 × 10−9s − 5.28 × 10−8

Fig. 4 The transfer function
at local control point Li Full power 

system model

Linear transfer 
function:

functions indicate that the controllers are unstable, indicating that limits on local
control parameters could be hardwired to prevent parameters that could lead to an
unstable local controller from being selected.

Several robustness simulations were completed to evaluate the performance of
the designed control in the presence of incorrect parameter values in the attacker’s
model of the underlying system. In other words, the same control was applied
to time domain simulations with different parameters and topology. In the case
of uncertain loading, the original control was designed for a system that was
relatively heavily loaded, as measured by its nearness to the edge of stability during
linearization. In order to evaluate loading uncertainty, the control was designed for
a lower loading point, approximately 85% of the values provided in the Appendix,
and it was simulated for ±15%.

As described in Section 3.2, it is assumed that a ROCOF value of 2 Hz/s would
cause the protection systems to disconnect a generator and it is that point which
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Table 5 Time and control effort to reach the first ROCOF value above 2 Hz/s

Mode I Mode I Mode II Mode II

Case Variation Time (s) Max |�Load| (pu) Time (s) Max |�Load| (pu)

Base — 101.16 0.4205 91.00 0.2168

Gen. Parameters ±2% 101.17 0.4493 91.33 0.2180

±6% 102.11 0.4835 91.33 0.2052

±11% 101.20 0.4234 90.42 0.2091

Topology Line 1 Open 102.15 0.4406 91.52 0.2065

Line 2 Open 102.10 0.4193 91.17 0.2148

Line 3 Open 101.10 0.4295 91.17 0.2148

Load Scaling −15% 103.20 0.5784 94.94 0.2622

Designed 101.80 0.5256 94.67 0.2357

+15% 101.00 0.4595 90.98 0.2239

is used to determine the “success” of the attack. The time domain simulations are
shown for the time in which the maximum load change commanded remains within
±1 pu (or ±100% the nominal value). The control effort that it takes to reach a
ROCOF of 2 Hz/s and the time that threshold is first reached are summarized for
all simulations in Table 5. The reader may observe from this table that the control
strategy is only slightly degraded, with a slightly longer time interval and a slight
increase in control effort to achieve the objective. The detailed results of each mode
will be described in Sections 4.1 and 4.2.

4.1 Result for Mode I

The generator parameters were varied from their base values by an increasing
window of ±2%, ±6%, and ±11%, with an assumed uniform distribution about
the designed values. The frequency of the targeted generator for Mode I is shown in
Figure 5, while the ROCOF measured at the targeted generator is shown in Figure 6.
In these simulations, the curves for ±2% and ±11% were nearly indistinguishable
from the base on the scale of the shown plots. For these simulations, the differing
levels of uncertainty had a negligible effect on the maximum frequency deviation
(approximately ±0.3 Hz). It is seen that uncertainty in the generator parameters
shifts the behavior in time, but the targeted generator still exhibited ROCOF
excursions in excess of 2 Hz/s. The control effort at the load point with the maximum
change is shown in Figure 7 and the net change in load at each moment in time is
shown in Figure 8. Although the curves follow one another fairly closely, it is noted
that it took an additional cycle for the case with the largest uncertainty in generator
parameters to reach the ROCOF threshold. The load change command stays within
±0.6 pu to achieve the frequency and ROCOF values described above, while the
total net power change command is less than 0.5% of the total system load.
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Fig. 5 The frequency measured at the targeted generator 7 for Mode I for uncertainty in the
generator parameter values. The curves for ±2% and ±11% were indistinguishable from the base
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Fig. 6 The ROCOF measured at the targeted generator 7 for Mode I for uncertainty in the
generator parameter values. The curves for ±2% and ±11% were indistinguishable from the base
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Fig. 7 The change in load the control point with the maximum absolute change for Mode I,
considering uncertainty in the generator parameter values. The curves for ±2% and ±11% were
indistinguishable from the base
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Fig. 8 The total net change in load for Mode I, considering uncertainty in the generator parameter
values. The curves for ±2% and ±11% were indistinguishable from the base
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Fig. 9 The ROCOF measured at the targeted generator 7 for Mode I for uncertainty in the system
topology. The curves for lines 2 and 3 out of service were indistinguishable from the base

To test robustness under topology changes, the base control design was applied
to a network with one of three lines taken out of service. This is a reasonable test,
because the power system often has lines taken out of service for maintenance or
upgrades. Line 1 is the line between buses 32 and 33; lines 2 and 3 are the lines
between buses 88 and 89 and 118 and 126, respectively. For Mode I, the base
case and the two cases with line 2 or 3 out of service were indistinguishable. The
ROCOF values for the base case and line 1 out of service are shown in Figure 9.
The frequencies, maximum load commands, and net load values are very similar to
those shown in previous figures. The difference in topology only delays the time
when the ROCOF limit is reached by approximately 1 s, with a very small increase
in control effort (0.0201 pu).

To represent a scenario in which an attacker might not have accurate information
regarding the system’s real time operating point, the malicious control was re-
designed for a lower loading level. Then, the time domain simulations were
performed when the system loading was increased or decreased. The plot of the
ROCOF values is shown in Figure 10, where the increased loading curve was
indistinguishable from the moderate loading curve. Changing the system loading
only shifts the time at which the ROCOF limit is reached, not whether it is reached.
The frequency, control effort, and net load change were similar to those shown
previously. It can be noted in Table 5 that the case with heavier loading requires
slightly less control effort to reach the ROCOF threshold, while lighter loading
requires more effort.
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Fig. 10 The ROCOF measured at the targeted generator 7 for Mode I for uncertainty in the system
loading. The increased loading curve was indistinguishable from the moderate loading curve

4.2 Results for Mode II

For Mode II, the results for variations in the generator parameters are shown in
Figures 11, 12, 13, and 14. Figure 11 shows the difference in frequency for variations
of uncertainty in generator parameters. The curves for the simulations with ±2%
and ±6% were indistinguishable from the base. The ROCOF values are shown in
Figure 12, and uncertainty in parameters merely shifts the moment in time when
the ROCOF value reaches the threshold. The control effort, or the maximum change
in load commanded, is shown in Figure 13, while the net load change is shown
in Figure 14. From these figures, the control effort is seen to stay within ±0.5 pu,
and the net load change is less than 0.5%. Of note, in this set of robustness tests,
greater uncertainty in the generator parameters resulted in slightly less control effort
required to reach the ROCOF threshold, as seen in Table 5.

For uncertainty in topology, the curves of the ROCOF values in Mode II are
shown in Figure 15 and control effort to reach a ROCOF of 2 Hz/s are shown in
Table 5. The case with line 2 open was indistinguishable from the case with line
1 open, while the case with line 3 open was indistinguishable from the base. The
ROCOF values for uncertainty in loading are shown in Figure 16. The curve for
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Fig. 11 The frequency measured at the targeted generator 12 for Mode II for uncertainty in the
generator parameter values. The curves for ±2% and ±6% were indistinguishable from the base
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Fig. 12 The ROCOF measured at the targeted generator 12 for Mode II for uncertainty in the
generator parameter values. The curves for ±2% and ±6% were indistinguishable from the base
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Fig. 13 The change in load the control point with the maximum absolute change for Mode II,
considering uncertainty in the generator parameter values. The curves for ±2% and ±6% were
indistinguishable from the base
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Fig. 14 The total net change in load for Mode II, considering uncertainty in the generator
parameter values. The curves for ±2% and ±6% were indistinguishable from the base
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Fig. 15 The ROCOF measured at the targeted generator 12 for Mode II for uncertainty in the
system topology. The curve for line 2 open was indistinguishable from the curve for line 1 open;
the curve for line 3 open was indistinguishable from the base
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Fig. 16 The ROCOF measured at the targeted generator 12 for Mode II for uncertainty in the
system loading. The curve for reduced system loading was indistinguishable from moderate
loading
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reduced system loading was indistinguishable from moderate loading. Again, it is
seen that changes in the underlying system only shift the point in time when the
ROCOF threshold is reached. As in Mode I, heavier system loading reduces the
control effort, while decreased system loading increases the required control effort.

5 Conclusion

In this paper, simulations demonstrating the power grid’s vulnerability to cyber-
physical attack through compromised feedback loops were presented. The malicious
control, which originated from undermined synthetic inertia stabilizers, caused
conditions which would likely trip generators offline. Furthermore, this result
persisted under robustness testing, where the only difference in performance was
a question of “when” the tripping conditions were reached, not “if.”

The work presented in this paper is intended as a caution against complacency
regarding the need for cybersecurity in distributed grid control, even at the load
level. Demonstrating the vulnerability is fairly straightforward, but it raises more
interesting questions. The field of control systems has long examined the trade-offs
between robustness and performance, while quantitative finance similarly examines
reward versus risk. In the control architecture of a responsive grid, it will be valuable
to “design in” a consideration of performance versus (cyber-) risk. Based on the
experience so far, intrusion avoidance motivated by the consumer and post-intrusion
protective responses originating with utility operations are likely inadequate strate-
gies. The results in this paper support the idea that control parameter limits could be
used to preclude local instability. However, it does not follow that those limits would
completely address this vulnerability. Future work may explore the possibility of
more surreptitious control designs, where the local controller transfer functions are
stable, but the instability arises through the coupling to the system. Other avenues
may consider further limitations on the amount of load at each controlled node
which may be subverted by an attack.

Acknowledgments This research was supported by the US Department of Energy Lawrence
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Appendix

The operating point used for the simulations detailed in this chapter is included in
Table 6, since it is slightly different from that used in [21].
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