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Abstract

In this paper a virtual refrigerant charge sensor (VRCS) for a booster refrigeration system with a receiver unit is developed and
proposed. The VRCS estimates the liquid level in the receiver unit by utilizing a combined mass and energy balance equation for
mapping the change in the receiver unit’s time constant to the liquid volume in the receiver unit. The time constant for the receiver
unit is found by utilizing the commonly available data in an online subspace identification method. The parameters estimated by
the online subspace identification method are recast in a linear fractional transformation structure to identify parameter changes
due to liquid volume change. Hence, the VRCS functions in a plug & play framework where only the initial relative filling level
in the receiver is required to be known. Results from utilizing the VRCS on experimental data from a charge test conducted on a
test setup located at Danfoss A/S are shown, where the VRCS shows an accurate estimation of the liquid level in the receiver. The
results from the VRCS can be employed for: early prediction of low charge in the system, early detection of a too large leakage
rate, estimation of the current liquid level in the receiver on a daily basis, and estimation of the amount of charge lost.
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1. Introduction

Refrigeration systems are complex dynamic systems with
many interacting subsystems, where the dynamic/static char-
acteristics depend on the physical components (e.g. valves,
compressors, etc.), operating condition and configuration (e.g.
with/without heat recovery, parallel compressors, etc.). Much
of this essential information is not known prior to design of
control oriented applications. Vinther (2014)

The uncertainty of the system’s dynamic/static characteris-
tics makes design of control oriented applications a challenging
task. An appealing approach to designing fault detection and
diagnosis applications is to utilize a data-driven method that
estimates the system’s underlying dynamics online, and then
utilize these findings in a fault detection and diagnosis scheme.
Hence, the fault detection and diagnosis scheme would ideally
be applicable independently of the system and operating condi-
tions.

Various faults can occur in a refrigeration system and one
of the most significant is leakage (Behfar et al., 2017, 2019).
Depending on location and physical configuration, supermar-
ket refrigeration systems lose approximately between 11% to
30% of the total amount of the charge annually (Behfar et al.,
2019; Francis et al., 2017). Furthermore, due to regulations for
environmental protection, food safety and cost related to loss of
charge, timely detection of loss of charge is a task of paramount
importance.

Several approaches for charge diagnosis and/or estimation
have been proposed. The majority of the proposed methods ad-
dress the problem for systems with fixed physical configuration
without a receiver unit. Furthermore, the majority of the ex-
isting methods utilize the superheat or subcooling at the evap-
orator or condenser unit for diagnosing undercharge or over-
charge. The superheat and subcooling are most common since
they are found to be the parameter with the largest correlation to
the refrigerant charge for systems without a receiver. e.g. Tas-
sou & Grace (2005) have developed a fault diagnosis scheme,
which utilizes a neural network on the subcooling at the con-
denser unit for diagnosing undercharge or overcharge. How-
ever, it does not estimate the current refrigerant charge. Other
more recently reported results, such as Eom et al. (2019); Han
etal. (2019); Liu et al. (2017); Shi et al. (2018); Yu et al. (2018)
have also applied various neural network methods on the su-
perheat and/or subcooling to reach similar conclusions about
the charge. Other methods for evaluating the refrigerant charge
have also been conducted: The concept of a virtual refrigerant
charge sensor (VRCS) was first introduced in the work of Li &
Braun (2009). The method utilizes four temperature measure-
ments (at the evaporator, condenser, liquid line and at compres-
sor suction) on a vapor-compression cycle for drawing conclu-
sions about the refrigerant charge. Another VRCS is described
in the work of Kim & Braun (2013). This VRCS is based on an
empirical equation which utilizes the subcooling. However, the
authors state that it does not have sufficient precision for sys-
tems with an accumulator. The major drawback for the above
methods is exposed when the refrigeration system has a receiver
unit included, since the effect on the superheat or subcooling

will not be apparent before the receiver unit has lost its liquid
refrigerant (Hong et al., 2019).

This research activity aims at developing a VRCS in a plug
& play framework, which is applicable for any booster refrig-
eration system with a receiver unit, as illustrated in section 2
Fig. 1. The contribution of this work is a VRCS for a booster
refrigeration system with a receiver unit which enables the op-
portunity of:

e providing early detection of low charge,
o providing early detection of too large leakage rate,

e providing an estimate of the lost charge (which from a
maintenance point of view is a very important issue), and

e providing an estimate of the current liquid level in the
receiver on a daily basis.

These goals are achieved by utilizing online subspace iden-
tification for obtaining a data-driven model of the unknown su-
permarket refrigeration system. This data-driven model is uti-
lized in a linear fractional transformation (LFT) structure, in or-
der to separate changes in the parameters caused by changes in
refrigerant charge and changes caused by other system changes.
Information about the refrigerant charge is derived by relating
the dynamics of the data-driven model to the mass and energy
balance equations.

Subspace identification methods have shown promising re-
sults in generating data-driven models of CO, supermarket re-
frigeration systems as well as other complex systems, see e.g.
Andreasen et al. (2019a,b); Chen et al. (2017); Sankar Rao &
Chidambaram (2017); Vajpayee et al. (2018). Utilizing sub-
space identification models in a fault detection and diagnosis
framework is a relatively new field that has been receiving in-
creasing attention. However, only a few methods are applicable
for online implementation. One of the challenges is to man-
age the potentially large amount of data used for training the
model. This is especially a challenge for a local industrial con-
troller unit with limited memory (Chen et al., 2017, 2016; Ding,
2014; Gil et al., 2015; Houtzager et al., 2009). An alternative to
subspace identification is the prediction error method (PEM).
PEM’s are well defined for convex systems, but for non-convex
systems they suffer from the risk of getting stuck in a local min-
imum (Katayama, 2006; Lennart, 1999).

The LFT structure has been extensively utilized for man-
aging changes in parameters for various control oriented tasks
(Farah et al., 2019; Tabatabaeipour et al., 2015; Jin & Yang,
2008; Zhao et al., 2011; Zhou et al., 1996). The ability to man-
age change in the individual parameters is an appealing prop-
erty, which will be utilized in this research for tracking changes
between the currently identified systems and the nominal sys-
tem.

The remaining part of this paper is structured as follows:
In section 2 the considered system is described. Section 3 de-
scribes the relation between the dynamics and the liquid volume
in the receiver. Section 4 describes a reduced subspace identi-
fication method and section 5 describes an online updating of
the reduced subspace identification. In section 6 the parameters



from the subspace identification are structured in LFT form.
Section 7 presents the results of applying the VRCS on experi-
mental data and lastly, section 8 presents the main conclusions
of this work.

Nomenclature

h specific enthalpy (J kg™')

k discrete time (sample number)
M mass (kg)

i mass flow rate (kg s~!)

N rotational speed (RPM)

oD opening degree (%)
P pressure (Pa)

t time (s)

T temperature (°C)

T sample time (s)

U internal energy (J), input Hankel matrix
\4 volume (m?)

Greek symbols

o density (kg m™3)

T time constant (s)
Superscripts

i intermediate variable
l number of outputs

m number of inputs

T transpose

Subscripts

f future

fau fault

8 gas

gc gas cooler

[ liquid

In liquid normalized
low lower triangular matrix
LT low temperature

LTe low temperature at evaporator
MT medium temperature

MTc medium temperature at compressor
MTe medium temperature at evaporator
nom  nominal

)4 past

par parameter

pr pressure

rec receiver

tot total

ud unit delays

uf future inputs

up past inputs

upp upper triangular matrix

v volume

yp past outputs

2. The refrigeration system

In this section a brief overview of the relevant aspects of
the refrigeration system and the selected configuration is given.
The system considered is a booster refrigeration system. This
type of refrigeration system varies in size and component types.
However, in this specific case it is a R744 (CO;) booster refrig-
eration system including five medium temperature (MT) dis-
play cases and two low temperature (LT) display cases. The
combined maximum loads are 45 kW for MT and 20 kW for
LT. The MT and LT display cases are illustrated in Fig. 1 as
two single blocks. Furthermore, the measured values in Fig. 1,
i.e. pressure, temperature, valve opening degree and rotational
speed are denoted with P, T, OD and N respectively. Most of
these measurements are utilized by controller schemes as de-
scribed in the items below:

e Pressure before the high pressure valve (HPV) is con-
trolled using the HPV.

o Temperature before the HPV is controlled using the gas
cooler fan. Both the temperature and the pressure (men-
tioned in the prior bullet) are controlled to reach a desired
subcooling/trans-critical point.

e Pressure in the receiver is controlled using the bypass
valve (BPV).

o Superheat at MT and LT is controlled using the individ-
ual electronic expansion valve (EEV). The superheat is
controlled to prevent liquid from entering the compres-
Sors.

e Suction pressure at the LT compressor pack is controlled
using the LT compressor pack. The suction pressure de-
termines minimum temperature in the LT display cases.

e Suction pressure at the MT compressor pack is controlled
using the MT compressor pack. The suction pressure de-
termines minimum temperature in the MT display cases.

These control objectives are fulfilled by several controller
schemes, illustrated in Fig. (1) as PI controller schemes. The
purpose of this system is to transfer heat from the display cases
and emit the absorbed heat through the gas cooler. This purpose
is realised by alternating the pressure of a refrigerant. Decreas-
ing the pressure of a refrigerant results in a decrease in temper-
ature and therefore allows the system to absorb heat from e.g.
foodstuff. An increase in pressure causes an increase in temper-
ature which allows the system to dispose of the absorbed heat
to e.g. the outside air. The different colors in Fig. (1) illus-
trate different pressure levels, where blue is the lowest pressure
level, yellow is MT pressure level, green is intermediate pres-
sure level and red is the highest pressure level. The system has
a 110 liter receiver unit for storing unused refrigerant, where a
refrigerant level sensor (of type AKS 4100, Danfoss (Accessed
August 14, 2020)) with approximately 2 percent measurement
error is installed.
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Figure 1: Illustration of the CO; refrigeration system and associated controllers
and measurements.

3. Liquid level in the receiver

The unused refrigerant is supposed to be stored in the re-
ceiver unit. In some cases the refrigerant can get stuck in the
gas cooler (due to low ambient temperature) if this happens the
stuck refrigerant will not be available for cooling the goods.
Thus, if there is no liquid in the receiver unit, the display cases
will not have any liquid refrigerant available and as a result the
system will suffer from low charge effects. In case the refrig-
erant is stuck in the gas cooler, a feature in the controller unit
can be utilized for (ideally) moving all the refrigerant to the re-
ceiver unit. Hence, the liquid level in the receiver is utilized as a
measurement (normally with a liquid level sensor) for obtaining
information on the refrigerant charge in the system. When the
charge of the system changes so does the mass (and energy) in
the receiver unit, since the density of liquid and gas is different
from one another. Thus, the receiver dynamics contains infor-
mation on the refrigerant charge. In the following, the analysis
of the receiver’s dynamics using the mass and energy balance
equations is described. The objective of the analysis is to cap-
ture the relation between the dynamics of the receiver and the
liquid level in the receiver.

3.1. The mass balance equation

The mass balance for the receiver is found in a similar man-
ner as in Andreasen et al. (2019a). In this paper the following
assumptions are considered to be valid:

Assumption 1. The gas in the receiver is assumed to be satu-
rated.

Assumption 2. The liquid in the receiver is assumed to be sat-
urated and incompressible.

Assumption 3. The mass and energy flow to the evaporators
are assumed constant. Note: in practice this can be ensured by
running the VRCS algorithm during the night where the load
within the supermarket is constant.

Assumption 1 allows the gas density (o), as well as the change
in gas density in the receiver, to be found by utilizing the refrig-
erant properties. Assumption 2 allows the liquid density (p;) in
the receiver to be found by utilizing the refrigerant properties.
Additionally, assumption 2 allows the change in liquid density
as well as change in liquid specific enthalpy to be set to zero,
however for transparency in the mass and energy balances this
assumption is first applied when a certain constant is calculated,
see Eq. (9). Assumption 3 reduce the number of variables and
as an effect reduces complexity. The receiver unit with mass
flows entering and leaving is illustrated in Fig. 2, where the re-
frigerant mass in the receiver is (M,.. = M, + M;). The change
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Figure 2: Tllustration of the receiver unit with mass flows entering and leaving
the receiver.

in refrigerant mass in the receiver depends on the difference be-
tween the mass flow entering and leaving the receiver. Thus,
the change in mass in the receiver equals the mass flow enter-
ing the receiver from the HPV subtracted from the mass flows
leaving the receiver through the BPV and through the EEVs:

d M.
dt

where Eq. (1) is known as the mass balance. The left hand side
of Eq. (1) is expanded in terms of volumes (V,, V}), densities
(g, p1) and receiver pressure (Pre):

=mypy — Wppy — Hyre — HLT, (D

d M, _ d (prI +ngg) _
dt dt
d p; dpg d Py, dv,
1% Vi = V), —p)—L @
( ldPrec + (Vior l)dPrgc i + (o1 — pg) i 2)

The change in liquid volume term (%) is undesired since it
is not measured. Thus, it is removed by combining the mass
balance equation with the energy balance equation.



3.2. The energy balance equation
The following equation describes the energy balance for the
receiver:

d Urec
dt

= rngpvhypy — mppyhppy
— myrehyre — Mrrehire

i.e. the change in the receiver’s internal energy, U, is a func-
tion of the energy entering (through the HPV) and the energy
leaving (through BPV as well as EEVs for MT and LT). The
left hand side of the energy balance can be expanded as:

QU 4 Vil =54 pVin - 2)

dr dt
= (Vi 4 (Vi L
= lpldPrg( Vior Ps 5o dPrec
d d Prec
Vlh’dPrec + (Vror Vl)hg dP Vtat) dt
dV
+ (oihy — pghg ) !

The aim is to utilize the energy balance to substitute the change
in the liquid volume in the mass balance. Thus, the change in
liquid volume is isolated:

dVvi _ _@d Prec + tigpyhupy  Tigpyhapy
dt ﬁv dt ﬁv IBV
_ Tyrehyre  Mirehire 3)
By By
where
dh dh,
Bpr = leldprez + Vior — V[)pgd r£’L+
dp
Vlhldpre‘ +(Vtut Vl)hé dPre( Vtot
By = (plhl — Pg g)

3.3. Main model: the combined energy and mass balance equa-
tion
The change in liquid volume is removed by substituting the
energy balance, Eq. (3), into the mass balance, Eq. (2), :

dpl ﬁpr d Prec

V + Vit =V,

]dPre(' ( fot l)dPreC (pl ﬂV dt

. (o1 — ptingpvhupy
=ypy — —————————— — Iigpy

By
(01 — pg)rirgpvhppy
By

(o1 = priyrehmre (o1 = prirrehire
gﬁ— — e + gﬁ— 4

Eq. (4) is for simplicity reformulated as Eq. (5) since the vari-
able of interest is the change in dynamics in the combined en-
ergy and mass balance equation.

dpl ﬁpr d P
V, Vit =V, - —
( ]dPrec + Vior l)dPrﬂ (o1 = pg) ) dr
= G(igpy, ppy, hypy, hppy) 5

where G(- - -) is a non-linear function. The dynamics of the re-
ceiver can be estimated by e.g. a linear identification method.
Thus, the combined energy and mass balance, Eq. (5), is lin-
earized:

d Prec
o—

= C Prec 6
I 1 (6)
+ glppy, Higpy, hipy, hBPv) + Gy,
d Bpr
= (Vl dPZlC + (Vior = V,) =~ (- pg)ﬁ—”v)

where Cy, C; are constants and g(- - - ) is a linear function at an
operating point. The linear equation is utilized for investigat-
ing the time constant, which provides information on the liquid
volume (V;) in the receiver. The time constant can be found by
taking the Laplace transform (s) of the linear equation from Eq.
(6):
a'sprec(s) = ClPrec(s)+
8(ODpypy(s), ODppy(s), Pyc(s),

Pyre(s), hupy(s), hgpy(s))
o

(s— %)Prec(s) = g(ODppy(s), ODppy(s), Pyc(s),

Pyre(s), hupy(s), hgpy(s)) @)

From Eq. (7) it is clear that the time constant is é—'l (henceforth
denoted 7). @ is a known constant from which the liquid vol-
ume (V)) can be estimated, given that the total receiver volume
Vior 1s known. Cj is dependent on the operating point that in-
cludes the valve characteristics from the BPV and HPV, which
makes it cuambersome to calculate. Hence, C| is regarded as an
unknown constant. The time constant (7.) can be estimated by
utilizing a linear system identification method. Thus, before the
liquid level can be estimated the unknown constant (C;) has to
be removed. This is done by investigating the relative change
in 7. in percentage as:

a;j

Tej ¢ @)
,
TC,nU’n g’l’” a’n()m

where T¢ nom, nom are the first estimates of 7. and e, i.e. during
nominal operation conditions. 7, @; are the jth estimation of
7. and @. Then the liquid volume can be estimated as:

Tej _ @

anom

=4

—(

Te,nom

- 1)(Vl,nom + th{:) + Vl,nam (8)

TC nom



where:
dpg PI=Ps
_ dPre. pzh:—pfhgﬁ v 9
€= (Zoo - a2e)_ e p)’ ©
dPrec ~ de) ~ pihpghi !
dh dp d hg d pg
ﬁ/ =pi + h/ — Pg — Ny 5
dPrec dPrec 8 dPrec 8 dPrec
dh d pg
By = pe—>io +h -1
Y8 dPre  FdPre

Note, that when ¢ is calculated, assumption 2 is applied. From
the above equation it is clear that the total volume is required
to compute the liquid volume. However, the requirement to
know the total volume (V,,,) of the receiver can be removed by
normalizing Eq. (8) as:

V[‘j ( o 1)(Vl,nom + th{) + Vl,nom

Tenom

" Vi Vier
Te,j
Vln,j = (T . 1) (Vln,nom + é) + Vln,nam (10)

then, Vj, ; - 100 yields the relative liquid volume. Thus, to esti-
mate the liquid volume in the receiver, the nominal filling level
in percent (Vj,.0m) and a repeated estimation of the receiver’s
time constant have to be obtained. Through the repeated es-
timation of the time constant both the nominal time constant
(Te.nom) and the current time constant (7., ;) can be derived.

There are several system identification methods available,
through which the time constant can be estimated. In this paper
subspace identification is utilized as it does not suffer from the
risk of getting stuck in a local minimum (like prediction error
methods does) and as there exist numerical robust algorithm for
the implementation (Katayama, 2006; Lennart, 1999).

4. Reduced subspace identification

To reduce the computational requirements for the subspace
identification algorithm an auto regression moving average
(ARMA) model is derived instead of the fully formed state
space model. The following steps are performed to obtain the
ARMA model, which consist of the first steps in a subspace
identification algorithm. This method will be referred to as re-
duced subspace identification. The following first steps of the
subspace identification method are inspired by Andreasen et al.
(2019a); Lennart (1999) and references within.

Consider a discrete-time LTI system described by:

x(k + 1) = Ax(k) + Bu(k) + Ke(k)

amn
y(k) = Cx(k) + Du(k) + e(k)

where x € R” is the state vector, u € R” is the input vector,
yE R! is the output vector, e € R! is the innovation white noise
vector and A € R™ B € R™ C e R*', D e R™" are
constant matrices.

The following extended system equations can be derived by
recursive substitution of Eq. (11).

Y, =TX, + P'U, + P°E,
Yy =TX; + P'Us + P°E;

where P* € R and P? € R are lower triangular toeplitz
matrices. The superscripts d and s are denoting ’deterministic’
and ’stochastic’. T € R is the extended observability. U s
U,, Yy, Y, are block Hankel matrices which are obtained by
using the input and output data as:

¥ y2) y(K)
y2 0 YK +1) LXK
P : : R
y@ y@+1) YWK+i-1)
yi+1) y@i+2) y(i+ K)
yi+2) yi+3) yi+K+1) )
Yj — : : : RHXK
y(.Zi) y(2i.+ i) (K + 2 - 1)

where i and K are sufficiently large. Uy € R"™*K and U, €
R are derived similarly. The future and past state sequences

are:
X, =[x1) x@ - xk)| eR™K
Xp=[xi+1) x(i+2) - xi+K- 1)]T e R™K

In Ding (2014) and Shafiei et al. (2015) it is shown that the
future states (Xy) can be expressed using the past inputs and
outputs as:

Yy = L,W, + LU+ L.E;

~ LyW, + LUy
_ W _|Up
o ] I 1

L € R¥HZmD ig then estimated by solving the least square
problem:

2
min
L

Wy
et [Uf]
This least square problem can be minimized by utilizing RQ-
decomposition as shown in Ding (2014):

F

w,| [Ru O o][Of
Ur|=|Ru Rn 0 ||0)
Yr| |Rs Ry Rsl|0F

where R is a lower triangular matrix and Q is an orthonormal
matrix. The solution to the least squares problem is:

ot il o[-

_ W
Yf = L[Uf]

Notice, that the orthonormal matrix (Q) is not utilized. Nor-
mally, for subspace identification further effort would be con-
ducted to reduce the order and derive the state space matrices.

(12)



However, at this point an ARMA model (i.e. L) is achieved
which includes the discrete time constant. The ARMA model
is also described in Ding (2014) where it is utilized as a residual
generator. L is usually derived in an offline manner where a pre-
defined amount of data is gathered before L can be estimated.
From a commercial perspective it is impractical to utilize the
procedure for deriving L in an offline manner as the amount of
data required can be large. However, if the lower triangular ma-
trix (R) is updated online the amount of required memory could
be greatly reduced and the computational power would be dis-
tributed across each update as well. Thus, an online updating
of the reduced subspace identification algorithm is introduced.

5. Online updating of the reduced subspace identification

In this section updating of the ARMA model is described.
First, a short recap on how the QR-decomposition is updated
online and then how it is utilized in the reduced subspace iden-
tification.

5.1. Online updating of QR-decomposition
The upper triangular matrix (R,,,) from the
QR-decomposition can be updated online by utilizing house-

the lower triangular matrix Ry, from the RQ-decomposition
can be derived by applying the transpose on the
QR-decomposition:

Riow = HTQ

5.2. The online subspace identification algorithm

The basis of this online subspace identification algorithm is
to apply the online/updating version of the QR-decomposition.
Then, at any give point, a system model (L, from Eq. (12)) can
be estimated by utilizing Ry,,,. In this paper the online subspace
identification is implemented as illustrated in the flowchart in
Fig. 3, where Matlab® notation is utilized and the following
matrix dimensions apply:

U .
_ )4 i+lix1
w, = |:ij| e Rmitli
ug e Rm-ixl

v € ]RHXI

Re RZ-i-(mH)XZi(mH)

he R2~i~(m+l)><2~i~(m+l)

holder transformation (Andrew & Dingle, 2014). The QR—decomposYYfQﬁfe Wwp, iy and yy contains the newest measurements at the

of a matrix H € R ¢, where b > ¢ is:

H=Q0R,,, s
QTH = Rupp

where R,,, € R is an upper triangular matrix and Q € R
is an orthonormal matrix. A block of rows U € R%*“ can be
added to the upper triangular matrix:

Rupp| _[Q"H| _[0" O][H
vl |U | |0 I||lU
where [ is the identity matrix. Then U can be eliminated by
applying another orthonormal matrix (Q;) as:

T
Iéupp = QTFI = Q; [R[u]pp] = Q;[ 0 (I)] [g]
or A
Thus, it is possible to append a block of rows to an upper tri-
angular matrix (R,,,) and update it to find a new upper trian-
gular matrix (Rupp). Note that, every row in R, larger than n
is zero and can be removed for every update of R,,,. Hence,
R € R™" has constant size in contrast to H which will grow
as rows (measurements) are appended. Thus, the updating of
the QR-decomposition utilizes less memory for online imple-
mentation/use than the standard QR-decomposition. It should
be noted that the QR-decomposition can be used for calculating
the lower triangular matrix R, from the RQ-decomposition.
E.g. consider the upper triangular matrix R,,, from the QR-
decomposition:

Rupp = QTH

discrete time (k). The online subspace identification algorithm
starts with filling a matrix (%) with the measurement (w),, u and
vy) until it has reached a square structure

(i.e. h € R¥im+Dx2iGn+hy Then the first R can be calculated
and updated with every new sample (k). Through R, a system
model can be obtained as shown in Eq. (12). The accuracy of
the identified model will, among other factors, largely depend
on the number of measurements utilized for generating the R
matrix. However, calculating the R matrix in an online manner
as presented here provides the opportunity to evaluate the esti-
mated model for a relatively low computational cost. Note that
the “reset” option in the flowchart, is a handle for clearing prior
knowledge. If less than a full reset is desired the potentially
large matrix Q has to be stored.

The online subspace identification algorithm estimates a lin-
ear model based on data from the system. However, since re-
frigeration systems are non-linear and are affected by distur-
bances, a structure that can manage parameter variations is re-
quired. This structure is furthermore utilized to distinguish be-
tween changes in the operating point conditions and changes in
the liquid volume. To this end a linear fractional transformation
(LFT) is utilized.

6. Linear fractional transformation structure

The above algorithm is utilized to derive a discrete time
first order model with the pressure in the receiver as the out-
put (P..). Hence, [ and i are both one. The input(s) for the
subspace identification are defined in section 7. Changes in the
parameters of the nominal model are expected partially due to
changes in the system’s operating point and partially due to loss
of refrigerant. Thus, knowledge about the leakage behavior is



calculate L

Figure 3: Flowchart of the online subspace identification algorithm.

adopted to sort out parameter changes due to loss of refriger-
ant. A refrigerant leak is expected to happen over a long period
of time (more than a month) whereas the system change hap-
pens on a daily basis. Hence, the leakage can be isolated in the
frequency domain. Thus, in the LFT structure a low pass and
a high pass filter are incorporated on the parameters affecting
the time constant. Change in the remaining parameters are also
incorporated such that system changes are also accounted for.
The nominal model (L,,,,) with parameter and fault changes is
denoted as the data-driven model (M). The data-driven model
in the LFT structure is shown in Eq. (13) followed by the as-
sociated input (U) and output (Y). Reaching this structure of
a model is also known as pulling out the delays (Zhou et al.,
1996). Thereby, the system Y = M - U is obtained.

7Lup,nom Lyp,num L, f,nom 1, p.par
]up,rmm 0 0 0
0 Ipwm O 0
M=| 0 0 Ljwm O
0 O Iu f.nom 0
0 0 0 0
0 0 0 0
% + (l - %) qu,par -1+ 1'7,:,:, 1- 'r;;“
0 0 0 0
0 0 0 0
0 0 0 0 (13)
0 0 0 0
L 0 1- f 0
= N
UT = [Oud,up Oudyp ULFT  Oparup

Oparyp  Oparuf  Oud,paryp Ofau]
Y=\
= |YpPrec Zparup Zparyp ZTparuf
Zudup  Zud,paryp Zfau]

In this expression, I denotes the identity matrix with appropriate
dimension for the respective column. Note that the high pass
filter is implemented by subtracting the filtered parameter from
a low pass filtered version of the same signal. It is clear from M
that z,4,. ¢ and 2,4, are equal to one another and therefore one
of them could be omitted. However, both of them are kept in M
such that the LFT structure is clearly shown, as seen in Fig. 4
where:

T Ix2:m+1
Zpar = [Zpar,up Zparyp Zpanuf] e R

sz = [Zud,up 5)Prec Zud,par,yp] € Rlanz
Zfau = Zfau € R
Yirr = 9prec € R
O;ar = [Opar,up Oparyp Opar,uf] € Rlxz'MH
Ogd = [Oud,up oud,yp Oud,par,yp] € Rlxm+2
1
Ofau = Ofau € R
UZFT = Urrr € Rlxm
and U, is a signal for updating the parameters. Ug;p contains
the measurements w),, uy and y, from the subspace identifica-
tion algorithm, see section (5). The loops around the LFT are
closed by utilizing the following equations:
Ofau = Afau . Zfau = Zil : Zfau
Opar = Apar : Zpar = (Lnom — Lj) : Zpar
Oud = Aud : Zu[l = Z_l . Zud
1

where 77 is a unit delay and the linear models (L;, L) are
provided by the subspace identification algorithm. The first
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Figure 4: Illustration of the LFT structure with updating of the associated pa-
rameters.

identified model L,,, is stored. The L; model is updated ac-
cording to the training time. The training time is determined
by the updating signal (U,,q), which utilizes the reset handle in
the subspace identification algorithm. Thereby, removing prior
knowledge. The signal Zy,, includes the parameter changes
caused by changes in liquid volume. Z,,, includes the parame-
ter changes caused by fast changes in the operating point. Z,,
includes unit delays associated with the ARMA model and the
low pass filter used for a high pass filter. In practice, the two fil-
ters in the LFT model are implemented with a slower sampling
time to accommodate for their slow time constants (7par, Tfau)-
This approach enhances numerical stability for the LFT model.

6.1. Estimation of the liquid level in the receiver unit

All the necessary information for estimating the liquid level
in the receiver is available from the LFT structure. The contin-
uous time constants can be found as:

Tdnom = Lyp,nom

Td,fau = Lyp,j

_ _TS
Te,fau = —log(Td,fuu)

—_ _Ts
e 08 (T dmom)

then by using Eq. (10) the liquid level in the receiver can be
calculated as:

A T,
Vin = ( of - 1) : (Vln,nom + é() + Vln,nom

Tenom

where ¢ = —0.9988 for a receiver pressure of 36 bar.

7. Results

A 35 day long charge test was conducted on the system de-
scribed in section 2. In this charge test the refrigeration system
was charged rather than emptied. This is done since it was not
possible to measure how much refrigerant was leaked from the
system. The charge test was intended to start, where one of the
display cases (MT and LT) was showing problems with keeping
the required temperature for the goods. However, this starting
point was very sensitive to whether there were liquid refrigerant
in the receiver or not. Furthermore, the liquid sensor installed
could not measure below 13 percent liquid level in the receiver.
Thus, the test starts where one of the display cases were close to
having problems with keeping the temperature. This scenario
took place with an amount of 12 kg CO,. The CO, system was
then charged with 6 kg of CO, approximately every third day
until it reached a liquid level in the receiver of 50 percent, which
is roughly 50 kg. At the final step 12 kg of CO, was added. The
final liquid level in the receiver corresponded to approximately
62 percent of the total volume. To excite the system dynamics a
forth order pseudo random binary sequence (PRBS) signal with
a sampling time of 200 seconds is added to the by-pass valve’s
opening degree signal.

The idea of the VRCS is to utilize the mean value of the first
couple of estimated time constants as the nominal time constant
(Tnom) along with a provided nominal receiver filling level in
percent (Vi nom). However, in this case the 7, is set manually
by the authors, thereby eliminating the uncertainties of the ini-
tial guess of T,,,,. If there is a need to qualify the initial guess of
the nominal receiver filling level, the VRCS could be combined
with an existing leakage detection algorithm e.g. Fromm et al.
(2018).

The input for the subspace identification algorithm is found
through trial and error since the actuators (by-pass valve, high
pass valve, gas cooler fans and compressors) often saturate dur-
ing winter. Thus, utilizing the gas cooler pressure as the only
input and receiver pressure as the output for the subspace iden-
tification was found to give persistently good estimation. The
update signal is scheduled to reset the subspace identification
algorithm every third hour. Thereby, accumulation of error over
a long time period is avoided. The sampling time of the mea-
surements as well as the sampling time for the identification
algorithm is 5 seconds.

The result of utilizing the VRCS is shown in Fig. 5, where
Vi, (blue signal) are measurements from a liquid level sensor
and VI meas filt (red signal) is a filtered version of V;,. V;, (yel-
low signal) is the output of the VRCS. The deviation between
the VRCS and the filtered liquid level sensor in normalized root
mean square error (NRMSE) is 0.33 which corresponds to a fit



of 66 percent. This results in an accurate estimation of the lig-
uid level on a daily basis. The continuous time constant (7 )
range from 212 seconds at 57 percent liquid volume to 425 sec-
onds at 14 percent liquid volume. Note that, the data where

-
(=)

V1 meas
o VIl meas filt
VI hat

(=)
o

[\ w = t
(=] o o o

Receiver charge level [%]

—_
o

15 20
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Figure 5: Tllustration of the results from the VRCS, where VI meas (blue signal)
are measurements from a liquid level sensor (V},,) and VI meas filt (red signal)
are a filtered version of VI meas. VI hat (yellow signal) is the output of the
VRCS (V).

the liquid level sensor outputs a value below 13 percent is re-
moved as the liquid level sensor yields false values (due to it’s
placement).

The deviations of the VRCS are suspected to be caused
by the noise, disturbances, non-linearity, change in operating
point, the assumptions made, and deviation in the sampling
time. All of these factors influence the data that is utilized
by the VRCS. Despite the uncertainties the VRCS output is
always within the standard deviation of measured liquid level
(Vin) which is 13.5 percent.

Largely, there are two system operating conditions, which
have the potential to cause deviations i.e. the ambient temper-
ature and the system cooling load, since the operating points
around the receiver are controlled as described in section 2.
Deviation from controlled operating points only occurs briefly,
hence these effects are mitigated by the filters implemented in
the LFT structure. The effect from different cooling loads are
reduced if not entirely removed by running the VRCS at night
where the cooling loads on the refrigeration system are con-
stant. Thus, only the ambient temperature, which causes the ref-
erences for the gas cooler pressure and temperature to change is
able to cause changes on the VRCS estimations at a frequency,
which may be interpreted as the liquid volume changes.

The operating points for gas cooler pressure along with the
receiver pressure are shown in Fig. 6 where changes in the gas
cooler pressure (Pg, in blue) can be seen. These deviations are
partially due to changes in ambient temperature and partially
due to the on/off switching of the compressors. The receiver
pressure (P, in red) shows small changes which are caused
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by the PRBS signal and the gas cooler pressure.
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Figure 6: Illustration of the gas cooler pressure (P gc, in blue) and receiver
pressure (P rec, in red).

The operating points for gas cooler temperature along with
the ambient temperature are shown in Fig. 7, where changes in
ambient temperature (7, in red) are seen and therefore also
changes in gas cooler temperature (T, in blue) are observed.

20
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Temperature [C]

15
Time [days|

20 25 30

Figure 7: Illustration of the gas cooler temperature (7 gc, in blue) and ambient
temperature (T amb, in red).

Another important factor is the sampling time. The sample
time between measurements can deviate since the logging of the
measurements for the VRCS does not have priority. The VRCS
expects/assumes a fixed sampling time of 5 seconds. Any devi-
ation from this sampling time will have a direct impact on the
estimated time constant. The upper plot in Fig. 8 shows the
sampling time between each sample and the lower plot in Fig.
8 shows the probability histogram of the upper plot where only
the three most significant sampling times are shown.
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Figure 8: Illustration of the sampling time. The upper plot shows the sampling
time between each sample. The lower plot shows a probability histogram of the
upper plot, containing the three most significant sampling times.

8. Conclusions

In this paper a virtual refrigerant charge sensor (VRCS) for
a booster refrigeration system has been proposed. The main
innovation of the VRCS is the ability to sufficiently estimate
the liquid level in the receiver unit which can be utilized for:

e providing early detection of low charge in a booster re-
frigeration system,

e providing early detection of a too large leakage rate in a
booster refrigeration system

— e.g. the rate of change in the liquid level can be
evaluated each month,

e providing an estimate of the lost charge, and

e providing an estimate of the current change on a daily
basis.

This VRCS utilizes the relation between the receiver unit’s dy-
namic and the liquid refrigerant volume in the receiver unit.
To this end, an online subspace identification algorithm and
an LFT structure is utilized for repeated estimation of the re-
ceiver unit’s dynamic and separating changes in the receiver
unit’s dynamic caused by refrigerant charge and by system op-
erating condition. Furthermore, a combined energy and mass
balance based equation is derived and utilized for mapping the
estimated dynamic to the liquid refrigerant volume in the re-
ceiver. The VRCS is developed with a high plug and play poten-
tial as it is based on an online data-driven method and utilizes
commonly available signals in commercial supermarket refrig-
eration systems. The prerequisite for the proposed method to
perform appropriately is the information about the initial rela-
tive filling level in the receiver, i.e. V""(‘y”” . This information can

tot
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be provided by the field expert who is responsible for charg-
ing the refrigeration system. Thereby, the proposed framework
offers an attractive and robust substitute for the existing liquid
level measurement devices in the market.
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